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This paper is concerned with a stochastic linear-quadratic optimal con-
trol problem with regime switching, random coefficients, and cone control
constraint. The randomness of the coefficients comes from two aspects: the
Brownian motion and the Markov chain. Using Itô’s lemma for Markov
chain, we obtain the optimal state feedback control and optimal cost value
explicitly via two new systems of extended stochastic Riccati equations (ES-
REs). We prove the existence and uniqueness of the two ESREs using tools
including multidimensional comparison theorem, truncation function tech-
nique, log transformation and the John-Nirenberg inequality. These results
are then applied to study mean-variance portfolio selection problems with
and without short-selling prohibition with random parameters depending on
both the Brownian motion and the Markov chain. Finally, the efficient port-
folios and efficient frontiers are presented in closed forms.

1. Introduction. Linear-quadratic (LQ) optimal control is one of the most important
problems in control theory. On one hand, it admits elegant optimal state feedback control
and optimal cost value through the famous Riccati equation. On the other hand, it has widely
applications in many fields, such as engineering, management science and mathematical fi-
nance.

Since the pioneering work of Wonham [26], stochastic LQ problem has been extensively
studied by numerous researchers with deterministic and stochastic coefficients. For instance,
Bismut [1] was the first one that studied stochastic LQ problems with random coefficients.
Kohlmann and Zhou [16] established the relationship between stochastic LQ problems and
backward stochastic differential equations. Chen, Li and Zhou [3] studied the indefinite
stochastic LQ problem which is different obviously from its deterministic counterpart. Li
and Zhou [19] and Li, Zhou and Rami [20] studied stochastic LQ problem with Markovian
jumps in finite and infinite time horizon respectively. Please refer to Chapter 6 in Yong and
Zhou [27] for a systematic accounts on this subject.

The stochastic LQ control theory happens to be a powerful tool for solving continuous-
time mean-variance portfolio selection problems; see, e.g., [15, 18, 21, 22, 28, 29, 30]. Espe-
cially, Li, Zhou and Lim [21] studied a mean-variance model with short selling prohibition.
Because all the coefficients are assumed to be deterministic, they adopted the Hamilton-
Jacobi-Bellman equation and viscosity solution theory. Hu and Zhou [12] solved the cor-
responding problem with random market parameters using stochastic LQ theory combined
with the Tanaka’s formula. Czichowsky and Schweizer [5] studied a cone-constrained mean-
variance problem in a general semimartingale model.
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As is well known, the closed form representation of the optimal control for stochastic LQ
control problems relates intimately to the solvability of the corresponding stochastic Riccati
equation (SRE). Therefore, the SRE plays a crucial role in studying stochastic LQ problems.
It is Kohlmann and Tang [15], for the first time, that established the existence and uniqueness
of the one-dimensional SRE. The matrix-valued SRE with uniformly definite coefficients
were solved by Tang [25]. As for the matrix-valued indefinite SRE, there were only partial
results so far; see, e.g., [6, 12, 24].

In this paper, we study a stochastic LQ control problem with regime switching and ran-
dom coefficients, where the control variable has to be constrained in a cone. The random-
ness comes from two aspects: the Brownian motion driving the asset price dynamics and the
Markov chain standing for the regime switching. Moreover, the control weighting matrix in
the cost functional is allowed to be possibly singular. By the technique of completing squares,
we obtain two systems of backward stochastic differential equations (BSDEs) termed ex-
tended stochastic Riccati equations (ESREs). These two systems are highly nonlinear, so the
solvability of them is interesting in its own right. Thanks to a stability result of BSDE by
Cvitanic and Zhang [4] and a multidimensional comparison theorem by Hu and Peng [9], we
could prove the existence of solutions to the two ESREs. To prove uniqueness, most of the
aforementioned papers used the Feynman-Kac type representation of SREs. Rather than such
an indirect method, in this paper we provide a direct approach using log transformation and
the John-Nirenberg inequality. Finally, we succeed in obtaining the optimal state feedback
control and optimal cost value similar to the classical unconstrained-control problem or the
problem without regime switching by the two systems of ESREs.

Another economic motivation of this paper is to study continuous-time mean-variance
portfolio selection problems with more realistic assumptions that can better reflect random
market environment. A Markov chain is usually adopted to reflect the market status in the
literature. For instance, Zhou and Yin [30] considered a mean-variance portfolio selection
with regime switching, in which the coefficients depended on the market status but not on the
Brownian motion. In practice, however, the market parameters, such as the interest rate, stock
appreciation rates and volatilities are affected by the uncertainties caused by the Brownian
motion. Thus, it is too restrictive to set market parameters as constants even if the market
status is known. From practical point of view, it is necessary to allow the market parameters
to depend on both the Brownian motion and the Markov chain. This paper aims to generalise
Zhou and Yin’s [30] model to a constrained one, in which the coefficients depend on both the
Brownian motion and the Markov chain. We first introduce a system of risk adjust processes
H(i), which solves a multidimensional linear BSDEs with unbounded coefficients. We es-
tablish the existence and uniqueness of the linear system by contraction mapping method. To
the end, we solve the portfolio selection problem explicitly and completely using the results
of the stochastic LQ problem that has been solved.

This paper is organised as follows. In Section 2, we formulate a stochastic LQ problem
with regime switching, random coefficients, and portfolio constraint. Section 3 is concerned
about the global solvability of two systems of extended stochastic Riccati equations, includ-
ing existence and uniqueness for the standard and the singular cases. Section 4 gives the so-
lution of the constrained LQ problem. In Section 5, we apply the general results to solve two
mean-variance portfolio selection problems with regime switching and with/without portfolio
constraints completely. Finally, Section 6 concludes the paper.

2. Problem formulation. Let (Ω,F ,P) be a fixed complete probability space on which
are defined a standard n-dimensional Brownian motion W (t) = (W1(t), . . . ,Wn(t))

′ and a
continuous-time stationary Markov chain αt valued in a finite state space M= {1,2, . . . , ℓ}
with ℓ > 1. We assume W (t) and αt are independent processes. The Markov chain has a
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generator Q= (qij)ℓ×ℓ with qij ≥ 0 for i 6= j and
∑ℓ

j=1 qij = 0 for every i ∈M. Define the

filtrations Ft = σ{W (s), αs : 0 ≤ s ≤ t}
∨
N and FW

t = σ{W (s) : 0≤ s ≤ t}
∨
N , where

N is the totality of all the P-null sets of F .

Notation. We use the following notation throughout the paper:

L2
F (Ω;R) =

{
ξ : Ω→R

∣∣∣ ξ is FT -measurable, and E
(
|ξ|2
)
<∞

}
,

L∞
F (Ω;R) =

{
ξ : Ω→R

∣∣∣ ξ is FT -measurable, and essentially bounded
}
,

L2
F (0, T ;R) =

{
φ : [0, T ]×Ω→R

∣∣∣ φ(·) is an {Ft}t≥0-adapted process with

the norm ||φ||=
(
E

∫ T

0
|φ(t)|2dt

) 1

2

<∞
}
,

L2
F (Ω;C(0, T ;R)) =

{
φ : [0, T ]×Ω→R

∣∣∣ φ(·) is an {Ft}t≥0-adapted process, and

has continuous sample paths with E

(
sup

t∈[0,T ]
|φ(t)|2

)
<∞

}
,

L2, loc
F (0, T ;R) =

{
φ : [0, T ]×Ω→R

∣∣∣ φ(·) is an {Ft}t≥0-adapted process

with
∫ T

0
|φ(t)|2dt <∞ almost surely (a.s.)

}
,

L∞
F (0, T ;R) =

{
φ : [0, T ]×Ω→R

∣∣∣ φ(·) is an {Ft}t≥0-adapted essentially

bounded process
}
,

L∞
F (Ω;C(0, T ;R)) =

{
φ : [0, T ]×Ω→R

∣∣∣ φ(·) is an {Ft}t≥0-adapted essentially

bounded process with continuous sample paths
}
.

These definitions are generalized in the obvious way to the cases that F is replaced by FW

and R by R
n, Rn×m or Sn, where Sn is the set of symmetric n×n real matrices. If M ∈ S

n is
positive definite (positive semidefinite) , we write M > (≥) 0. In our argument, t, ω, “almost
surely” and “almost everywhere”, will be suppressed for simplicity in many circumstances,
when no confusion occurs.

We now introduce the following scalar-valued linear stochastic differential equation
(SDE):





dX(t) = [A(t,αt)X(t) +B(t,αt)
′u(t)]dt

+[C(t,αt)
′X(t) + u(t)′D(t,αt)

′]dW (t), t ∈ [0, T ],

X(0) = x, α0 = i0,

(2.1)

whereA(t,ω, i), B(t,ω, i), C(t,ω, i), D(t,ω, i) are all {FW
t }t≥0-adapted processes of suit-

able sizes for i ∈M, and x ∈R is a given number. Let Γ⊂R
m be a given closed cone, i.e.,

Γ is closed, and if u ∈ Γ, then λu ∈ Γ, for all λ≥ 0. It is the constraint set for controls. The
class of admissible controls is defined as the set

U :=
{
u(·) ∈L2

F (0, T ;R
m)
∣∣∣ u(·) ∈ Γ, a.e. a.s., and (2.1) has a unique strong solution

}
.
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If u(·) ∈ U and X(·) is the associated solution of (2.1), then we refer to (X(·), u(·)) as an
admissible pair.

Let us now state our stochastic linear quadratic optimal control problem (stochastic LQ
problem, for short) as follows:

{
Minimize J(x, i0, u(·))

subject to (X(·), u(·)) admissible for (2.1),
(2.2)

where the cost functional is given as the following quadratic form

J(x, i0, u(·)) := E

{∫ T

0

(
Q(t,αt)X(t)2 + u(t)′R(t,αt)u(t)

)
dt+G(αT )X(T )2

}
.(2.3)

For (x, i0) ∈R×M, Problem (2.2) is said to be finite, if there exists c ∈R such that

J(x, i0, u(·))≥ c, ∀u(·) ∈ U ;

and to be solvable, if there exists a control u∗(·) ∈ U such that

−∞< J(x, i0, u
∗(·))≤ J(x, i0, u(·)), ∀u(·) ∈ U ,

in which case, u∗(·) is called an optimal control for Problem (2.2).
Throughout this paper, we put the following assumptions on the coefficients.

ASSUMPTION 1. For all i ∈M,




A(t,ω, i) ∈L∞
FW (0, T ;R),

B(t,ω, i) ∈L∞
FW (0, T ;Rm),

C(t,ω, i) ∈L∞
FW (0, T ;Rn),

D(t,ω, i) ∈ L∞
FW (0, T ;Rn×m),

Q(t,ω, i) ∈ L∞
FW (0, T ;R),

R(t,ω, i) ∈ L∞
FW (0, T ;Sm),

G(ω, i) ∈ L∞
FW (Ω;R).

By standard SDE theory, (2.1) admits a unique solutionX(·) ∈ L2
F (Ω;C(0, T ;R)) for any

u(·) ∈ L2
F (0, T ;R

m) under Assumption 1.
The rest of the paper is devoted to the study of Problem (2.2) and its application in two

portfolio selection problems.

3. The extended stochastic Riccati equations. To tackle Problem (2.2), we need first
to study two related multidimensional BSDEs.

For Λ ∈R
n and P ≥ 0 with PD(t, i)′D(t, i) +R(t, i)> 0, set

H1(t,ω,P,Λ, i) = inf
v∈Γ

[
v′(PD(t, i)′D(t, i) +R(t, i))v

+2v′(PB(t, i) +PD(t, i)′C(t, i) +D(t, i)′Λ)
]
,

H2(t,ω,P,Λ, i) = inf
v∈Γ

[
v′(PD(t, i)′D(t, i) +R(t, i))v

− 2v′(PB(t, i) +PD(t, i)′C(t, i) +D(t, i)′Λ)
]
.

Because PD(t, i)′D(t, i) +R(t, i) is positive definite, H1 and H2 are well-defined, that is,
R-valued. Clearly, they are non-positive as 0 ∈ Γ.
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REMARK 3.1. For P ≥ 0 with PD′D + R > 0, and Λ ∈ R
n, we have the following

estimates in the standard case (R≥ δIm) (we drop the argument (t,ω, i) in this remark):

H1(P,Λ) = inf
v∈Γ

[
v′(PD′D+R)v+ 2v′(PB + PD′C +D′Λ)

]

≥ inf
v∈Γ

[
δ|v|2 − 2c(P + |Λ|)|v|

]

≥−
c2(P + |Λ|)2

δ
,

and in the singular case (D′D ≥ δIm):

H1(P,Λ) = inf
v∈Γ

[
v′(PD′D+R)v+ 2v′(PB + PD′C +D′Λ)

]

≥ inf
v∈Γ

[
δP |v|2 − 2c(P + |Λ|)|v|

]

≥−
c2(P + |Λ|)2

δP
,

where c > 0, δ > 0 are two constants. As 0 ∈ Γ, we have the trivial estimate H1(P,Λ)≤ 0.
Therefore |H1(P,Λ)| ≤

c2(P+|Λ|)2

δ in the standard case, and H1(P,Λ) ≤
c2(P+|Λ|)2

δP in the
singular case. This reveals the quadratic nature of H1. Similar properties hold for H2.

If Γ = {λe1|λ > 0} where e1 = (1,0, ...,0)′ ∈ R
m is a unit vector, then Γ is a ray (the

interior is empty). In this case, we have an explicit expression for H1:

H1(P,Λ) = inf
v∈Γ

[
v′(PD′D+R)v+ 2v′(PB + PD′C +D′Λ)

]

=−
((PB + PD′C +D′Λ)−1 )

2

(PD′D+R)11
.

If Γ = {λe1|λ > 0}∪{λe2|λ > 0} where e2 = (0,1,0, ...,0)′ ∈R
m is also a unit vector, then

Γ is a set of two rays. And

H1(P,Λ) = inf
v∈Γ

[
v′(PD′D+R)v+2v′(PB +PD′C +D′Λ)

]

=−
[((PB + PD′C +D′Λ)−1 )

2

(PD′D+R)11
∨
((PB + PD′C +D′Λ)−2 )

2

(PD′D+R)22

]
,

where (PB + PD′C +D′Λ)i is the ith element of the vector (PB + PD′C +D′Λ) and
(PD′D+R)ij is the ijth element of the m×m matrix (PD′D+R), i, j = 1, ...,m. If Γ is
a set of countable rays, we also have explicit expression for H1 similarly.

We introduce the following two multidimensional BSDEs (remind that the arguments t
and ω are suppressed):





dP1(i) =−
[
(2A(i) +C(i)′C(i))P1(i) + 2C(i)′Λ1(i) +Q(i)

+H1(P1(i),Λ1(i), i) +
ℓ∑

j=1
qijP1(j)

]
dt+Λ1(i)

′dW,

P1(T, i) =G(i),

R(i) +P1(i)D(i)′D(i)> 0, for all i ∈M;

(3.1)
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and




dP2(i) =−
[
(2A(i) +C(i)′C(i))P2(i) + 2C(i)′Λ2(i) +Q(i)

+ H2(P2(i),Λ2(i), i) +
ℓ∑

j=1
qijP2(j)

]
dt+Λ2(i)

′dW,

P2(T, i) =G(i),

R(i) +P2(i)D(i)′D(i)> 0, for all i ∈M.

(3.2)

REMARK 3.2. If Γ is symmetric, namely, −v ∈ Γ whenever v ∈ Γ, then H1(P,Λ, i) =
H2(P,Λ, i). Therefore BSDEs (3.1) and (3.2) coincide, and if each BSDE admits a unique
solution, then P1 = P2. In particular, if there is no control constraint, i.e. Γ = R

m, then both
H1 and H2 equal to

−[PB(i)′ + (PC(i) + Λ)′D(i)](R(i) + PD(i)′D(i))−1[PB(i) +D(i)′(PC(i) +Λ)].

BSDEs (3.1) and (3.2) are referred to as the extended stochastic Riccati equations (ES-
REs). When Γ = R

m and ℓ= 1 (namely, there is no control constraint or regime switching),
then they degenerate to the stochastic Riccati equation studied in [15].

DEFINITION 3.3. A vector process (P (i), Λ(i))ℓi=1 is called a solution of the multidi-
mensional BSDE (3.1), if it satisfies (3.1), and (P (i), Λ(i)) ∈ L∞

FW (0, T ;R)×L2
FW (0, T ;Rn)

for all i ∈M. The solution of BSDE system (3.2) is defined similarly.

Usually one would seek the solutions of (3.1) and (3.2) in the space L∞
FW (0, T ;R) ×

L2
FW (0, T ;Rn) for all i ∈ M. This space, however, is not precise enough in the proof of

uniqueness.
In fact, the second part solutions Λ of (3.1) and (3.2) turn out to be in the class of mar-

tingales of bounded mean oscillation, briefly called BMO martingales. To give proper defi-
nitions of their solutions, here we recall some facts about BMO martingales; see Kazamaki
[13]. The process

∫ ·
0Λ(s)

′dW (s) is a BMO martingale if and only if there exists a constant
c > 0 such that

E

[∫ T

τ
|Λ(s)|2ds

∣∣∣FW
τ

]
≤ c

for all {FW
t }t≥0-stopping times τ ≤ T . The Doléans-Dade stochastic exponential

E(

∫ ·

0
Λ(s)′dW (s))

of a BMO martingale
∫ ·
0Λ(s)

′dW (s) is a uniformly integrable martingale. Moreover, if∫ ·
0 Λ(s)

′dW (s) and
∫ ·
0 Z(s)

′dW (s) are both BMO martingales, then under the probability

measure P̃ defined by dP̃
dP

∣∣
FT

= E
(∫ T

0 Z(s)′dW (s)
)
, W̃ (·) :=W (·) −

∫ ·
0 Z(s)ds is a stan-

dard Brownian motion, and
∫ ·
0Λ(s)

′dW̃ (s) is a BMO martingale.
The following space plays an important role in our argument

L2, BMO
FW (0, T ;Rn) =

{
Λ ∈ L2

FW (0, T ;Rn)

∣∣∣∣
∫ ·

0
Λ(s)′dW (s) is a BMO martingale on [0, T ]

}
.
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3.1. Solutions to ESREs: Existence and uniqueness. In this section, we address ourselves
to the solvability of (3.1) and (3.2).

Both (3.1) and (3.2) are highly nonlinear multidimensional BSDEs. There are several re-
sults on the solvability of stochastic Riccati equations or quadratic BSDE systems (see, e.g.,
Hu and Zhou [12], Kohlmann and Tang [15], Tang [25], Hu and Tang [10]). But up to our
knowledge, no existing results could be directly applied to (3.1) or (3.2), because they violate
both the standard Lipschitz condition and the quadratic growth condition.

The following comparison theorem for multidimensional BSDEs can be found in [9] (one
can find a concise version in [8]). We shall use it frequently in the study of BSDEs (3.1) and
(3.2). We provide the sketch of its proof in Appendix for the reader’s convenience.

LEMMA 3.4. Suppose (Y (i),Z(i))ℓi , (Y (i),Z(i))ℓi satisfy the following two ℓ-dimensional

BSDEs, respectively:

Y (t, i) = ξ(i) +

∫ T

t
f(s,Y (s, i), Y (s,−i),Z(s, i), i)ds−

∫ T

t
Z(s, i)′dW (s), for all i ∈M;

and

Y (t, i) = ξ(i) +

∫ T

t
f(s,Y (s, i), Y (s,−i),Z(s, i), i)ds−

∫ T

t
Z(s, i)′dW (s), for all i ∈M,

where Y (s,−i) = (Y (s,1), . . . , Y (s, i− 1), Y (s, i+ 1), . . . , Y (s, ℓ)). Also suppose that, for

all i ∈M,

1. ξ(i), ξ(i) ∈ L2
FW (Ω;R), and ξ(i)≤ ξ(i);

2. there exists a constant c > 0 such that

|f(s, y, z, i)− f(s, y, z, i)| ≤ c(|y − y|+ |z − z|),

for any z, z ∈R
n, y = (y(i), y(−i)), y = (y(i), y(−i)) ∈R

ℓ;

3. f(s, y, z, i) is nondecreasing in y(j), for every i 6= j ∈M; and

4. f(s,Y (s, i), Y (s,−i),Z(s, i), i)≤ f(s,Y (s, i), Y (s,−i),Z(s, i), i).

Then Y (t, i)≤ Y (t, i) for a.e. t ∈ [0, T ] and all i ∈M.

We emphasis that the above lemma requires the global Lipschitz condition, which is not
satisfied in some cases in our below discussion.

We now prove the existence and uniqueness for the solution of BSDE (3.1). That for (3.2)
are similar, so we omit the details. We will treat two cases separately: (1) standard case,
in which R(i) is (uniformly) positive definite; (2) singular case, in which R(i) is positive
semidefinite but G(i) andD(i)′D(i) are (uniformly) positive definite. Here “singular" means
that the control weight matrix R(i) in the cost functional (2.3) could be probably a singular
matrix.

THEOREM 3.5 (standard case). Assume that G(i) ≥ 0, Q(i) ≥ 0, and R(i) ≥ δIm with

some deterministic constant δ > 0, for a.e. t ∈ [0, T ] and all i ∈M. Then BSDE (3.1) admits

a unique solution (P (i), Λ(i))ℓi=1 such that P (i)≥ 0, for all i ∈M.

PROOF. Existence. For i ∈M, P ∈R
ℓ, and Λ ∈R

n×ℓ, set

f(t,P,Λ, i) = (2A(i) +C(i)′C(i) + qii)P (i) + 2C(i)′Λ(i) +Q(i) +
∑

j 6=i

qijP (j).
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As f is linear in P and Λ, there exists a unique solution (P (i), Λ(i))ℓi=1 to the corresponding
BSDE with the generator f and terminal value G. By Assumption 1, there exists a constant
c > 0, such that

2A(i) +C(i)′C(i) + max
k,j∈M

|qkj| ≤ c, Q(i)≤ c, G(i)≤ c, for a.e. t ∈ [0, T ] and all i ∈M.

Hereafter, we shall use c to represent a generic positive constant independent of i, n and t,
which can be different from line to line.

The following ℓ-dimensional BSDE
{
dP (i) =−

[
c
∑ℓ

j=1P (j) + 2C(i)Λ(i) + c
]
dt+Λ(i)′dW,

P (i, T ) = c, for all i ∈M,

admits a unique solution
(
(cℓ+1)ecℓ(T−t)−1

ℓ ,0
)ℓ
i=1

. By Lemma 3.4, we have

P (t, i)≤
(cℓ+ 1)ecℓ(T−t) − 1

ℓ
≤M, for a.e. t ∈ [0, T ] and all i ∈M.

where M = (cℓ+1)ecℓT−1
l .

For k ≥ 1, (t,P,Λ) ∈ [0, T ]×R×R
n, i ∈M, define

Hk(t,P,Λ, i) = sup
P̃∈R,Λ̃∈Rn

{
H1(t, P̃ , Λ̃, i)− k|P − P̃ | − k|Λ− Λ̃|

}
.

Then it is non-positive and uniformly Lipschitz in (P,Λ), and decreasingly approaches to
H1(t,P,Λ, i) as k goes to infinite.

The following BSDE
{
dP k(i) =−

[
f(P k,Λk, i) +Hk(P k(i),Λk(i), i)

]
dt+Λk(i)′dW,

P k(i, T ) =G(i), for all i ∈M,

is an ℓ-dimensional BSDE with a Lipschitz generator, so it admits a unique solution, denoted
by
(
P k(i),Λk(i)

)ℓ
i=1

. Notice that Hk(t,0,0, i) = 0, Q≥ 0, G≥ 0, and

f(t,P,Λ, i) +Hk(t,P (i),Λ(i), i) ≤ f(t,P,Λ, i),

then by Lemma 3.4, we have

0≤ P k(t, i)≤ P (t, i)≤M,

and P k(t, i) is decreasing in k, for each i ∈M.
Let P (t, i) = lim

k→∞
P k(t, i), i ∈M. It is important to note that we can regard

(
P k(i),Λk(i)

)

as the solution of a scalar-valued quadratic BSDE for each i ∈M. Thus by Lemma 9.6.6 in
[4], there exists a process Λ ∈L2

FW (0, T ;Rn×ℓ) such that (P,Λ) is a solution to BSDE (3.1).
We have now established the existence of the solution.

Next, let us prove the uniqueness.
Step 1: For any solution (P (i), Λ(i)) ∈ L∞

FW (0, T ;R+) × L2
FW (0, T ;Rn) of (3.1), we

have a more precise estimate Λ(i) ∈L2, BMO
FW (0, T ;Rn), for all i ∈M.

Actually applying Itô’s formula to P (i)2, we get, for any {FW
t }t≥0 stopping time τ ≤ T ,

E

[∫ T

τ
|Λ(i)|2ds

∣∣∣FW
τ

]
= E[G(i)2|FW

τ ]− P (t, i)2 +E

[∫ T

τ
2P (i)

[
(2A(i) + |C(i)|2)P (i)

+ 2C(i)′Λ(i) +Q(i) +H1(P (i),Λ(i), i) +

ℓ∑

i=1

qijP (j)
]
ds
∣∣∣FW

τ

]
.
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Note that H1 ≤ 0, Assumption 1 and P is uniformly bounded, then

E

[∫ T

τ
|Λ(s, i)|2ds

∣∣∣FW
τ

]
≤ c+E

[∫ T

τ

[
c+2c|Λ(s, i)|

]
ds
∣∣∣FW

τ

]

≤ c+
1

2
E

[∫ T

τ
|Λ(s, i)|2ds

∣∣∣FW
τ

]
.

Thus Λ(i) ∈L2, BMO
FW (0, T ;Rn), for all i ∈M.

Step 2: Log transformation of the BSDE (3.1).
Suppose (P (i), Λ(i))ℓi=1, (P̃ (i), Λ̃(i))ℓi=1 are two solutions of (3.1). Then there exists a

constant M > 0 such that 0≤ P (i), P̃ (i)≤M , and
∫ ·
0Λ(s, i)

′dW (s),
∫ ·
0 Λ̃(s, i)

′dW (s) are
BMO-martingales, for all i ∈M.

For every i ∈M, define processes

(U(t, i), V (t, i)) =

(
ln(P (t, i) + a),

Λ(t, i)

P (t, i) + a

)
,

(Ũ(t, i), Ṽ (t, i)) =

(
ln(P̃ (t, i) + a),

Λ̃(t, i)

P̃ (t, i) + a

)
, for t ∈ [0, T ],

where a > 0 is a constant to be determined later. Then (U(i), V (i)), (Ũ (i), Ṽ (i)) ∈

L∞
FW (0, T ;R)×L2,BMO

FW (0, T ;Rn), for all i ∈M. Furthermore, by Itô’s formula, (U(i), V (i))ℓi=1
satisfy the following multidimensional BSDE:




dU(i) =−
[
(2A(i) +C(i)′C(i))(1− ae−U(i)) + 2C(i)′V (i) +Q(i)e−U(i)

+H̃(U(i), V (i), i) + 1
2V (i)′V (i) +

ℓ∑
j=1

qije
U(j)−U(i)

]
dt+ V (i)′dW,

U(T, i) = ln(G(i) + a), for all i ∈M,

where

H̃(U,V, i) = inf
v∈Γ

[
v′((1− ae−U )D(i)′D(i) +R(i)e−U )v

+2v′((1− ae−U )(B(i) +D(i)′C(i)) +D(i)′V )
]
.

Similar for (Ũ (i), Ṽ (i))ℓi=1.

As 0≤ P (i)≤M , thus e−U(i) = 1
P (i)+a ≥ 1

M+a and 1− ae−U(i) = P (i)
P (i)+a ∈ [0,1). Sim-

ilar inequalities hold when U(i) is replaced by Ũ(i). By Assumption 1 and R ≥ δIm, there
exist constant c > 0 such that

v′((1− ae−U(i))D(i)′D(i) +R(i)e−U(i))v

+ 2v′((1− ae−U(i))(B(i) +D(i)′C(i)) +D(i)′V (i))

≥ v′R(i)e−U(i)v+ 2v′((1− ae−U(i))(B(i) +D(i)′C(i)) +D(i)′V (i))

≥
δ

M + a
|v|2 − c(1 + |V (i)|)|v|.

Hence if |v|> c(M+a)
δ (1 + |V |) := c(1 + |V |), then

δ

M + a
|v|2 − c(1 + |V |)|v|> 0≥ H̃(U,V, i),
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for (U,V ) = (U(t, i), V (t, i)) and (Ũ (t, i), Ṽ (t, i)). Thus,

H̃(U,V, i) = inf
v∈Γ

|v|≤c(1+|V |)

[
v′((1− ae−U )D(i)′D(i) +R(i)e−U )v

+2v′((1− ae−U )(B(i) +D(i)′C(i)) +D(i)′V )
]
.

Step 3: Estimate the difference between U(i) and Ũ(i).
Set Ū(i) = U(i)− Ũ(i), V̄ (i) = V (i)− Ṽ (i), for i ∈M. Then (Ū(i), V̄ (i))ℓi satisfy the

following BSDE:




dŪ(i) =−
[
(Q(i)− 2aA(i)− aC(i)′C(i))(e−U(i) − e−Ũ(i)) + 2C(i)′V̄ (i)

+H̃(U(i), V (i), i)− H̃(Ũ (i), Ṽ (i), i) + 1
2 (V (i) + Ṽ (i))′V̄ (i)

+
ℓ∑

j=1
qij(e

U(j)−U(i) − eŨ(j)−Ũ(i))
]
dt+ V̄ (i)′dW,

Ū(T, i) = 0, for all i ∈M.

Applying Itô’s formula to Ū(i)2, we deduce that

Ū(t, i)2 =

∫ T

t

{
2Ū(i)

[
(Q(i)− 2aA(i)− aC(i)′C(i))(e−U(i) − e−Ũ(i)) + 2C(i)′V̄ (i)

+
1

2
(V (i) + Ṽ (i))′V̄ (i) +

ℓ∑

j=1

qij(e
U(j)−U(i) − eŨ (j)−Ũ(i))

]
− V̄ (i)′V̄ (i)

+ 2Ū(i)(H̃(U(i), V (i), i)− H̃(Ũ(i), Ṽ (i), i))
}
ds−

∫ T

t
2Ū(i)V̄ (i)′dW

:=

∫ T

t

[
L(i) + 2Ū (i)

ℓ∑

j=1

qij(e
U(j)−U(i) − eŨ(j)−Ũ(i))

]
ds−

∫ T

t
2Ū (i)V̄ (i)′dW.

Let us now estimate Ū(i)
(
H̃(U(i), V (i), i)− H̃(Ũ(i), Ṽ (i), i)

)
. Here we encounter the ma-

jor technique issue of the paper. If H̃(U,V, i) was decreasing in U , then

Ū(i)
(
H̃(U(i), V (i), i)− H̃(Ũ(i), Ṽ (i), i)

)

= (U(i)− Ũ(i))
(
H̃(U(i), V (i), i)− H̃(Ũ(i), V (i), i) + H̃(Ũ(i), V (i), i)− H̃(Ũ(i), Ṽ (i), i)

)

≤ (U(i)− Ũ(i))
(
H̃(Ũ(i), V (i), i)− H̃(Ũ(i), Ṽ (i), i)

)
,

which would be growth in V̄ (i) quadratically at most. Unfortunately we do not have the
monotonicity of H̃(U,V, i) in U . To overcome this difficultly, we treat the quadratic term
and linear term separately. Let

H(v, Ũ ,U,V, i) = v′((1− ae−Ũ )D(i)′D(i) +R(i)e−Ũ )v

+ 2v′((1− ae−U )(B(i) +D(i)′C(i)) +D(i)′V ).

Then rewrite H̃ in terms of H,

H̃(U(i), V (i), i)− H̃(Ũ (i), Ṽ (i), i)

= inf
v∈Γ

|v|≤c(1+|V (i)|)

H(v,U,U,V, i)− inf
v∈Γ

|v|≤c(1+|Ṽ (i)|)

H(v, Ũ , Ũ , Ṽ , i).
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The above optimal values will not change when we enlarge the optimization region, so, after
inserting two zero-sum terms, we get

H̃(U(i), V (i), i)− H̃(Ũ(i), Ṽ (i), i)

= inf
v∈Γ

|v|≤c(1+|V (i)|+|Ṽ (i)|)

H(v,U,U,V, i)− inf
v∈Γ

|v|≤c(1+|V (i)|+|Ṽ (i)|)

H(v, Ũ ,U,V, i)

+ inf
v∈Γ

|v|≤c(1+|V (i)|+|Ṽ (i)|)

H(v, Ũ ,U,V, i)− inf
v∈Γ

|v|≤c(1+|V (i)|+|Ṽ (i)|)

H(v, Ũ , Ũ , Ṽ , i).(3.3)

Let a > 0 be a sufficiently small constant such that R(i)− aD(i)′D(i)> 0 for all i ∈M.
Then the map

x 7→ v′((1− ae−x)D(i)′D(i) +R(i)e−x)v, x ∈R,

is decreasing for every i ∈M. Therefore,

(U(i)− Ũ(i))
(

inf
v∈Γ

|v|≤c(1+|V (i)|+|Ṽ (i)|)

H(v,U,U,V, i)− inf
v∈Γ

|v|≤c(1+|V (i)|+|Ṽ (i)|)

H(v, Ũ ,U,V, i)
)
≤ 0.

(3.4)

On the other hand, by the boundedness of U and Ũ ,
∣∣∣∣ inf

v∈Γ
|v|≤c(1+|V (i)|+|Ṽ (i)|)

H(v, Ũ ,U,V, i)− inf
v∈Γ

|v|≤c(1+|V (i)|+|Ṽ (i)|)

H(v, Ũ , Ũ , Ṽ , i)

∣∣∣∣

≤ sup
v∈Γ

|v|≤c(1+|V (i)|+|Ṽ (i)|)

∣∣H(v, Ũ ,U,V, i)−H(v, Ũ , Ũ , Ṽ , i)
∣∣

= sup
v∈Γ

|v|≤c(1+|V (i)|+|Ṽ (i)|)

∣∣∣2v′
(
a(e−U − e−Ũ )(B(i) +D(i)′C(i)) +D(i)′V̄

)∣∣∣

≤ c sup
|v|≤c(1+|V (i)|+|Ṽ (i)|)

|v|(|Ū (i)|+ |V̄ (i)|)

≤ c(1 + |V (i)|+ |Ṽ (i)|)(|Ū (i)|+ |V̄ (i)|).(3.5)

Using (3.3), (3.4) and (3.5), we get

Ū(i)
(
H̃(U(i), V (i), i)− H̃(Ũ (i), Ṽ (i), i)

)

≤ c|Ū (i)|(1 + |V (i)|+ |Ṽ (i)|)(|Ū (i)|+ |V̄ (i)|)

=: c(1 + |V (i)|+ |Ṽ (i)|)Ū (i)2 + cβ(i)′Ū(i)V̄ (i),

where β(i) is an FW
t -adapted process such that |β(i)| ≤ 1 + |V (i)|+ |Ṽ (i)|. Then

L(i)≤ 2Ū(i)
[
(Q(i)− 2aA(i)− aC(i)′C(i))(e−U(i) − e−Ũ(i)) + 2C(i)′V̄ (i)

+
1

2
(V (i) + Ṽ (i))′V̄ (i)

]
− V̄ (i)′V̄ (i)

+ c(1 + |V (i)|+ |Ṽ (i)|)Ū (i)2 + cβ(i)′Ū(i)V̄ (i)

≤ c(1 + |V (i)|+ |Ṽ (i)|)Ū (i)2 +2Ū (i)V̄ (i)′
(
2C(i) +

1

2
(V (i) + Ṽ (i)) + cβ(i)

)
,
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for all i ∈M.
For each fixed i ∈M, let us introduce the processes

J(t, i) = exp

(∫ t

0
c(1 + |V (i)|+ |Ṽ (i)|)ds

)
,

and

N(t, i) = E

(∫ t

0

(
2C(i) +

1

2
(V (i) + Ṽ (i)) + cβ(i)

)′
dW (s)

)
.

Note that N(t, i) is a uniformly integrable martingale. Thus

W̃ i(t) :=W (t)−

∫ t

0

(
2C(i) +

1

2
(V (i) + Ṽ (i)) + cβ(i)

)
ds,

is a Brownian motion under the probability P̃
i defined by

dP̃i

dP

∣∣∣∣∣
FW

T

=N(T, i).

Itô’s formula gives us, for any {FW
t }t≥0-stopping time τ such that 0≤ t≤ τ ≤ T ,

J(t, i)N(t, i)Ū (t, i)2

≤ J(τ, i)N(τ, i)Ū (τ, i)2 +2

∫ τ

t
J(i)N(i)Ū (i)

ℓ∑

j=1

qij(e
U(j)−U(i) − eŨ (j)−Ũ(i))ds

−

∫ τ

t

(
J(i)N(i)Ū (i)2

(
2C(i) +

1

2
(V (i) + Ṽ (i)) + cβ(i)

)
+2J(i)N(i)Ū (i)V̄ (i)

)′

dW.

Let us consider, for n≥ 1, the stopping time

τn = inf

{
u≥ t :

∫ u

t

∣∣∣∣J(i)N(i)Ū (i)2
(
2C(i) +

1

2
(V (i) + Ṽ (i)) + cβ(i)

)

+2J(i)N(i)Ū (i)V̄ (i)

∣∣∣∣
2

ds≥ n

}
∧ T.

We get from the previous equation and the arithmetic-mean and geometric-mean inequality
(AM-GM inequality),

Ū(t, i)2 ≤ E

[
J(τn, i)N(τn, i)Ū(τn, i)

2

J(t, i)N(t, i)

+ 2

∫ τn

t

J(s, i)N(s, i)

J(t, i)N(t, i)
Ū(i)

ℓ∑

j=1

qij(e
U(j)−U(i) − eŨ(j)−Ũ(i))ds

∣∣∣∣F
W
t

]

≤ E

[
J(τn, i)N(τn, i)Ū(τn, i)

2

J(t, i)N(t, i)
+ c

∫ τn

t

J(s, i)N(s, i)

J(t, i)N(t, i)

ℓ∑

j=1

Ū(s, j)2ds

∣∣∣∣F
W
t

]

= Ẽ
i

[
J(τn, i)Ū (τn, i)

2

J(t, i)
+ c

∫ τn

t

J(s, i)

J(t, i)

ℓ∑

j=1

Ū(s, j)2ds

∣∣∣∣F
W
t

]
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= Ẽ
i

[
Ū(τn, i)

2 exp

(∫ τn

t
c(1 + |V (i)|+ |Ṽ (i)|)ds

)

+ c

∫ τn

t

ℓ∑

j=1

Ū(s, j)2 exp

(∫ s

t
c(1 + |V (i)|+ |Ṽ (i)|)du

)
ds

∣∣∣∣F
W
t

]

≤ cẼi

[(
Ū(τn, i)

2 +

∫ T

t

ℓ∑

j=1

Ū(s, j)2ds

)
exp

(∫ T

t
c(|V (i)|+ |Ṽ (i)|)du

) ∣∣∣∣F
W
t

]
(3.6)

where Ẽ
i is the expectation w.r.t. the probability measure P̃

i. By the AM-GM inequality, we
see

Ẽ
i

[
exp

(∫ T

t
c(|V (i)|+ |Ṽ (i)|)ds

) ∣∣∣∣∣F
W
t

]

≤ Ẽ
i

[
exp

(∫ T

t

(
εi(|V (i)|+ |Ṽ (i)|)2 +

c2

4εi

)
ds

)∣∣∣∣∣F
W
t

]
,

which is finite by the John-Nirenberg inequality when εi > 0 is sufficient small. Using bound-
edness of Ū and the dominated convergent theorem, sending n to infinity in (3.6) gives

Ū(t, i)2 ≤ cẼi

[(∫ T

t

ℓ∑

j=1

Ū(s, j)2ds

)
exp

(∫ T

t
c(|V (i)|+ |Ṽ (i)|)du

) ∣∣∣∣F
W
t

]

≤ cẼi

[
exp

(∫ T

t
c(|V (i)|+ |Ṽ (i)|)ds

)∣∣∣∣∣F
W
t

]∫ T

t

ℓ∑

j=1

E(s, j)ds

≤ c

∫ T

t

ℓ∑

j=1

E(s, j)ds,

where

E(t, i) = ess sup
ω∈Ω

Ū(t, i)2.

Taking essential supreme on both sides, we deduce

E(t, i)≤ c

∫ T

t

ℓ∑

j=1

E(s, j)ds.

Thus

0≤
ℓ∑

j=1

E(t, j)≤ cl

∫ T

t

ℓ∑

j=1

E(s, j)ds.

We infer from Gronwall’s inequality that
∑ℓ

j=1E(t, j) = 0, so Ū(t, i) = 0 for a.e. t ∈ [0, T ]
and all i ∈M. This completes the proof of the uniqueness.

THEOREM 3.6 (singular case). Assume that Q(i) ≥ 0, R(i) ≥ 0, G(i) ≥ δ, and

D(i)′D(i) ≥ δIm with some deterministic constant δ > 0, for a.e. t ∈ [0, T ] and all i ∈M.

Then BSDE (3.1) admits a unique solution such that P (i) ≥ c for some constant c > 0, for

all i ∈M.
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PROOF. This case is relatively easy to deal with. We will present the main idea only.
Details are left for the interested readers.

Set, for P ∈R
ℓ
+ and Λ ∈R

n×ℓ.

f(t,P,Λ, i) = (2A(i) +C(i)′C(i) + qii)P (i) + 2C(i)′Λ(i) +Q(i) +H1(t,P (i),Λ(i), i).

The corresponding ℓ-dimensional BSDE with the generator f and terminal valueG is decou-
pled, then by Theorem 4.2 of [12], there exists a solution (P (i), Λ(i)) ∈ L∞

FW (0, T ;R) ×

L2, BMO
FW (0, T ;Rn), such that P (i)≥ c with some constant c > 0, for all i ∈M.
Let g : R+ → [0,1] be a smooth truncation function satisfying g(x) = 0 for x ∈ [0, 12c], and

g(x) = 1 for x ∈ [c,+∞). Repeat the argument of the proof of Theorem 3.5, the following
BSDE: {

dP k(i) =−
[
f(P k,Λk, i) +Hk

c (P
k(i),Λk(i), i)

]
dt+Λk(i)′dW,

P k(i, T ) =G(i), for all i ∈M,

has a solution, (P k(i), Λk(i))ℓi=1, where f(t,P,Λ, i) is the same as in the proof of Theorem
3.5 and

Hk
c (t,P,Λ, i) = sup

P̃∈R,Λ̃∈Rn

{
H1(t, P̃ , Λ̃, i)g(P )− k|P − P̃ | − k|Λ− Λ̃|

}
.

Notice that

f(t,P,Λ, i)≤ f(t,P,Λ, i) +Hk
c (t,P (i),Λ(i), i) ≤ f(t,P,Λ, i),

then

c≤ P (i)≤ P k(i)≤ P (i)≤M.

After taking limit, it gives P (i) = limk P
k(i)≥ c so that g(P (i)) = 1 and

Hk
c (t,P (i),Λ(i), i) =Hk(t,P (i),Λ(i), i).

By this, we proved the existence.
To prove the uniqueness, using P (i)≥ c > 0, we can repeat the proof of Theorem 3.5 with

a= 0. In this case (3.5) is replaced by∣∣∣∣ inf
v∈Γ

|v|≤c(1+|V (i)|+|Ṽ (i)|)

H(v, Ũ ,U,V, i)− inf
v∈Γ

|v|≤c(1+|V (i)|+|Ṽ (i)|)

H(v, Ũ , Ũ , Ṽ , i)

∣∣∣∣

≤ sup
v∈Γ

|v|≤c(1+|V (i)|+|Ṽ (i)|)

∣∣∣2v′D(i)′V̄ (i)
∣∣∣

≤ c(1 + |V (i)|+ |Ṽ (i)|)|V̄ (i)|,

so that we do not need the John-Nirenberg inequality in the proof.

4. Solution to the LQ problem (2.2). In this section, we solve the LQ problem (2.2)
explicitly in terms of the solutions of BSDEs (3.1) and (3.2).

For P ≥ 0 with PD(t, i)′D(t, i) +R(t, i)> 0, and Λ ∈R
n, define

v̂1(t,ω,P,Λ, i) = argmin
v∈Γ

[
v′(PD(t, i)′D(t, i) +R(t, i))v

+2v′(PB(t, i) +PD(t, i)′C(t, i) +D(t, i)′Λ)
]
,

v̂2(t,ω,P,Λ, i) = argmin
v∈Γ

[
v′(PD(t, i)′D(t, i) +R(t, i))v

− 2v′(PB(t, i) +PD(t, i)′C(t, i) +D(t, i)′Λ)
]
.

Similar to Remark 3.2, we have
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REMARK 4.1. If Γ is symmetric, then v̂1(t,P,Λ, i) = −v̂2(t,P,Λ, i). In particular, if
Γ =R

m, then

v̂2(t,P,Λ, i) = (PD(t, i)′D(t, i) +R(t, i))−1(PB(t, i) +PD(t, i)′C(t, i) +D(t, i)′Λ).

THEOREM 4.2. Under conditions assumed in Theorem 3.5 or Theorem 3.6, the LQ prob-

lem (2.2) admits an optimal control, as a feedback function of the time t, the state X , and the

market regime i,

u∗(t,X, i) = v̂1(t,P1(t, i),Λ1(t, i), i)X
+ + v̂2(t,P2(t, i),Λ2(t, i), i)X

−.(4.1)

Moreover, the corresponding optimal value is

min
u∈U

J(x, i0, u(·)) = P1(0, i0)(x
+)2 + P2(0, i0)(x

−)2,

where (P1(i), Λ1(i))
ℓ
i=1 ((P2(i), Λ2(i))

ℓ
i=1) are the unique solutions of (3.1) ((3.2)).

LEMMA 4.3. Under the conditions of Theorem 4.2, the feedback control u∗ defined by

(4.1) is an admissible control for Problem (2.2).

PROOF. By definition, we can see that v̂1(t,P1,Λ1, i), v̂2(t,P2,Λ2, i) ∈ Γ, so is u∗(t,X, i).
It is only left to show that u∗(t,X(t), αt) ∈L

2
F (0, T ;R

m).
Substituting (4.1) into the state process (2.1), we have





dX(t) =
[
A(t,αt)X(t) +B(t,αt)

′(v̂1(t,P1,Λ1, αt)X
+(t) + v̂2(t,P2,Λ2, αt)X

−(t))
]
dt

+
[
C(t,αt)

′X(t) + (v̂1(t,P1,Λ1, αt)X
+(t)

+v̂2(t,P2,Λ2, αt)X
−(t))′D(t,αt)

′
]
dW (t),

X(0) = x, α0 = i0,

(4.2)

Similarly to the proofs of Theorems 3.5 and 3.6, we know there are constants c1 > 0, c2 > 0,
for a.e. t ∈ [0, T ] and all i ∈M, such that

v′(P1(i)D(i)′D(i) +R(i))v + 2v′(P1(i)B(i) + P1(i)D(i)′C(i) +D(i)′Λ1(i))

≥ c1|v|
2 − c2(|P1(i)|+ |Λ1(i)|)|v|.

Notice that c1|v|2 − c2(|P1(i)| + |Λ1(i)|)|v| > 0 ≥ H1(t,P1,Λ1), if |v| > c2
c1
(|P1(i)| +

|Λ1(i)|) := c(|P1(i)|+ |Λ1(i)|), thus

|v̂1(t,P1(i),Λ1(i), i)| ≤ c(|P1(i)|+ |Λ1(i)|).

Similarly, we have

|v̂2(t,P2,Λ2, i)| ≤ c(|P2(i)|+ |Λ2(i)|).

From Theorems 3.5 and 3.6, we know that (P1(i), Λ1(i)), (P2(i), Λ2(i)) ∈L
2
FW (0, T ;R)×

L2, BMO
FW (0, T ;Rn) for all i ∈M. By the basic theorem on pp. 756-757 of Gal’chuk [7], the

SDE (4.2) has a unique strong solution. Furthermore,

|u∗(t,X(t), αt)| ≤ c(|P1(t,αt)|+ |Λ1(t,αt)|+ |P2(t,αt)|+ |Λ2(t,αt)|)|X(t)|.

As X(t) is continuous, it is bounded on [0, T ]. Hence we guarantee that
∫ T

0
|u∗(t,X(t), αt)|

2dt <∞.
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Applying Itô’s lemma to P1(t,αt)X
+(t)2 and P2(t,αt)X

−(t)2, (Here we use Itô’s lemma
for the Markovian chain and we refer to [8]), we have

P1(t,αt)X
+(t)2 + P2(t,αt)X

−(t)2

+

∫ t

0

[
u∗(s,X(s), αs)

′R(s,αs)u
∗(s,X(s), αs) +Q(s,αs)X(s)2

]
ds

= P1(t,αt)X
+(t)2 +P2(t,αt)X

−(t)2

+

∫ t

0

[
X+(s)2v̂1(s,P1,Λ1, αs)

′R(s,αs)v̂1(s,P1,Λ1, αs)

+X−(s)2v̂2(s,P2,Λ2, αs)
′R(s,αs)v̂2(s,P2,Λ2, αs) +Q(s,αs)X(s)2

]
ds

= P1(0, i0)(x
+)2 +P2(0, i0)(x

−)2

+

∫ t

0

{
X+(s)2(2P1(s,αs)(C(s,αs) +D(s,αs)v̂1(s,P1,Λ1, αs))

′ +Λ1(s,αs)
′)

+X−(s)2(2P2(s,αs)(C(s,αs)−D(s,αs)v̂2(s,P2,Λ2, αs))
′

+Λ2(s,αs)
′)
}
dW (s)

+

∫ t

0

{
X+(s)2

∑

j,j′∈M

(P1(s, j)−P1(s, j
′))I{αs−=j′}

+X−(s)2
∑

j,j′∈M

(P2(s, j)−P2(s, j
′))I{αs−=j′}

}
dÑ j′j

s ,

where (N j′j)j′j∈M are independent Poisson processes each with intensity qj′j , and Ñ j′j
t =

N j′j
t −qj′j , t≥ 0 are the corresponding compensated Poisson martingales under the filtration

F .
Noting that X(t) is bounded on [0, T ], the stochastic integrals in the last equation are local

martingales. Thus there exists an increasing sequence of stopping times τn such that τn ↑+∞
as n→+∞ such that

E

[
P1(ι∧ τn, αι∧τn)X

+(ι ∧ τn)
2 +P2(ι∧ τn, αι∧τn)X

−(ι∧ τn)
2

+

∫ ι∧τn

0

[
u∗(s,X(s), αs)

′R(s,αs)u
∗(s,X(s), αs) +Q(s,αs)X(s)2

]
ds

]

= P1(0, i0)(x
+)2 +P2(0, i0)(x

−)2,(4.3)

for any stopping time ι≤ T .
For the standard case, we have

δE

∫ T∧τn

0
|u∗(s,X(s), αs)|

2ds≤ P1(0, i0)(x
+)2 + P2(0, i0)(x

−)2,

where δ > 0 is given in Theorem 3.5. Letting n→∞, it follows from the monotone conver-
gent theorem that u∗(t,X(t), αt) ∈L

2
F (0, T ;R

m).
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For the singular case, there exists a constant c > 0, such that P1(i), P2(i)≥ c for all i ∈M
by Theorem 3.6. Then from (4.3), we have

cE
[
X(ι ∧ τn)

2
]
≤ E

[
P1(ι∧ τn, αι∧τn)X

+(ι ∧ τn)
2 +P2(ι∧ τn, αι∧τn)X

−(ι ∧ τn)
2
]

≤ P1(0, i0)(x
+)2 +P2(0, i0)(x

−)2.

Letting n→∞, it follows from Fatou’s lemma that

E

[
X(ι ∧ T )2

]
≤ c,(4.4)

for any stopping time ι≤ T . This further implies

E

∫ ι∧T

0
X(s)2ds≤

∫ T

0
E
[
X(s)2

]
ds≤ cT.(4.5)

By Itô’s Lemma, we have

X(t)2 = x2 +

∫ t

0

[
(2A(s,αs) +C(s,αs)

′C(s,αs))X(s)2

+2X(s)
(
(B(s,αs) +D(s,αs)

′C(s,αs))
′u∗(s,X(s), αs)

)

+ u∗(s,X(s), αs)
′D(s,αs)

′D(s,αs)u
∗(s,X(s), αs)

]
ds

+

∫ t

0
2X(s)(C(s,αs)

′X(s) + u∗(s,X(s), αs)
′D(s,αs)

′)dW (s).

Because X(t) is continuous, it follows that

2X(s)(C(s,αs)
′X(s) + u∗(s,X(s), αs)

′D(s,αs)
′) ∈L2, loc

F (0, T ;Rn).

Therefore, there exists an increasing localizing sequence τn ↑∞ as n→∞, such that

x2 +E

∫ T∧τn

0
u∗(s,X(s), αs)

′D(s,αs)
′D(s,αs)u

∗(s,X(s), αs)ds

= E

[
X(T ∧ τn)

2
]
−E

∫ T∧τn

0

[
(2A(s,αs) +C(s,αs)

′C(s,αs))X(s)2

+ 2X(s)
(
(B(s,αs) +D(s,αs)

′C(s,αs))
′u∗(s,X(s), αs)

)]
ds.

Let δ > 0 be given in Theorem 3.6. By (4.4) and (4.5), the above by the AM-GM inequality
leads to

δE

∫ T∧τn

0
|u∗(s,X(s), αs)|

2ds≤ c+ cE

∫ T∧τn

0

[
X(s)2 +2|X(s)||u∗(s,X(s), αs)|

]
ds

≤ c+ c(1 +
2c

δ
)E

∫ T∧τn

0
X(s)2ds+

δ

2
E

∫ T∧τn

0
|u∗(s,X(s), αs)|

2ds

≤ c+
δ

2
E

∫ T∧τn

0
|u∗(s,X(s), αs)|

2ds.

After rearrangement, it follows from the monotone convergent theorem that

E

∫ T

0
|u∗(s,X(s), αs)|

2ds≤ c.

This completes the proof.
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We are now ready to prove Theorem 4.2.

PROOF. For any u(·) ∈ U , applying Itô’s formula to P1(t,αt)X
+(t)2 andP2(t,αt)X

−(t)2,
we have

P1(t,αt)X
+(t)2 +P2(t,αt)X

−(t)2

= P1(0, i0)(x
+)2 + P2(0, i0)(x

−)2

+

∫ t

0

{
I{X(s)≥0}P1(s,αs)u(s)

′D(s,αs)
′D(s,αs)u(s)

+ 2X+(s)P1(s,αs)C(s,αs)
′D(s,αs)u(s)

+ 2X+(s)P1(s,αs)B(s,αs)
′u(s) + 2X(s)+Λ1(s,αs)

′D(s,αs)u(s)

−X+(s)2[Q(s,αs) +H1(s,P1(s,αs),Λ1(s,αs), αs)]

+ I{X(s)<0}P2(s,αs)u(s)
′D(s,αs)

′D(s,αs)u(s)

− 2X−(s)P2(s,αs)C(s,αs)
′D(s,αs)u(s)

− 2X−(s)P2(s,αs)B(s,αs)
′u(s)− 2X−(s)Λ2(s,αs)

′D(s,αs)u(s)

−X−(s)2[Q(s,αs) +H2(s,P2(s,αs),Λ2(s,αs), αs)]

}
ds

+

∫ t

0

{
2P1(s,αs)(C(s,αs)

′X+(s)2 + u′sD(s,αs)
′X+(s)) +X+(s)2Λ1(s,αs)

′

+ 2P2(s,αs)(C(s,αs)
′X−(s)2 − u′sD(s,αs)

′X−(s)) +X−(s)2Λ2(s,αs)
′

}
dW (s)

+

∫ t

0

{
X+(s)2

∑

j,j′∈M

(P1(s, j)− P1(s, j
′))I{αs−=j′}

+X−(s)2
∑

j,j′∈M

(P2(s, j)−P2(s, j
′))I{αs−=j′}

}
dÑ j′j

s ,

where (N j′j)j′j∈M are independent Poisson processes each with intensity qj′j , and Ñ j′j
t =

N j′j
t −qj′j , t≥ 0 are the corresponding compensated Poisson martingales under the filtration

F .
Note that X(t) is continuous, the last two terms in the above equation are local martin-

gales. Therefore, there exists an increasing localizing sequence of stopping times τn ↑ +∞
as n→+∞ such that

E
[
P1(T ∧ τn, αT∧τn)X

+(T ∧ τn)
2 +P2(T ∧ τn, αT∧τn)X

−(T ∧ τn)
2
]

= P1(0, i0)(x
+)2 + P2(0, i0)(x

−)2

+ E

∫ T∧τn

0

{
I{X(s)≥0}P1(s,αs)u(s)

′D(s,αs)
′D(s,αs)u(s)

+ 2X+(s)P1(s,αs)C(s,αs)
′D(s,αs)u(s)

+ 2X+(s)P1(s,αs)B(s,αs)
′us + 2X+(s)Λ1(s,αs)

′D(s,αs)u(s)

+ I{X(s)<0}P2(s,αs)u(s)
′D(s,αs)

′D(s,αs)u(s)
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− 2X−(s)P2(s,αs)C(s,αs)
′D(s,αs)u(s)

− 2X−(s)P2(s,αs)B(s,αs)
′u(s)− 2X−(s)Λ2(s,αs)

′D(s,αs)u(s)

−X+(s)2H1(s,P1(s,αs),Λ1(s,αs), αs)−X−(s)2H2(s,P2(s,αs),Λ2(s,αs), αs)

−X(s)2Q(s,αs)

}
ds.

where we combined the two terms involving Q. After rearrangement and combining similar
terms,

E

[
P1(T ∧ τn, αT∧τn)X

+(T ∧ τn)
2 +P2(T ∧ τn, αT∧τn)X

−(T ∧ τn)
2

+

∫ T∧τn

0

(
Q(s,αs)X(s)2 + u′sR(s,αs)u(s)

)
ds

]

= P1(0, i0)(x
+)2 +P2(0, i0)(x

−)2 +E

∫ T∧τn

0
φ(s,X(s), u(s), αs)ds,(4.6)

where

φ(s,X(s), u(s), αs)

= u(s)′
(
R(s,αs) + I{X(s)≥0}P1(s,αs)D(s,αs)

′D(s,αs)

+ I{X(s)<0}P2(s,αs)D(s,αs)
′D(s,αs)

)
u(s)

+ 2X+(s)(P1(s,αs)C(s,αs)
′D(s,αs) +P1(s,αs)B(s,αs)

′ +Λ1(s,αs)
′D(s,αs))u(s)

− 2X−(s)(P2(s,αs)C(s,αs)
′D(s,αs) +P2(s,αs)B(s,αs)

′ +Λ2(s,αs)
′D(s,αs))u(s)

−X+(s)2H1(s,P1(s,αs),Λ1(s,αs), αs)−X−(s)2H2(s,P2(s,αs),Λ2(s,αs), αs).

Define an Ft-adapted process

v(t) =

{
u(t)
|X(t)| , if |X(t)|> 0;

0, if X(t) = 0.

Notice that Γ is a cone, so the process v is valued in Γ. If X(s)≥ 0, then

φ(s,X(s), u(s), αs) =X(s)2
{
v(s)′

(
R(s,αs) + P1(s,αs)D(s,αs)

′D(s,αs)
)
v(s)

+ 2(P1(s,αs)C(s,αs)
′D(s,αs) + P1(s,αs)B(s,αs)

′

+Λ1(s,αs)
′D(s,αs))v(s)−H1(s,P1(s,αs),Λ1(s,αs), αs)

}
.

By the definition ofH1(t,P,Λ, i), this is non-negative. Similarly, we have φ(s,X(s), u(s), αs)≥
0 when X(s)< 0. Hence, it follows from (4.6) that

E

[
P1(T ∧ τn, αT∧τn)X

+(T ∧ τn)
2 +P2(T ∧ τn, αT∧τn)X

−(T ∧ τn)
2

+

∫ T∧τn

0

(
Q(s,αs)X(s)2 + u′sR(s,αs)u(s)

)
ds

]

≥ P1(0, i0)(x
+)2 +P2(0, i0)(x

−)2.
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It is not hard to verify E

[
sup

t∈[0,T ]
X(t)2

]
<∞ by standard theory of SDE. Let n→∞, by the

dominated convergence and monotone convergence theorems, we have

E

{∫ T

0

(
Q(t,αt)X(t)2 + u(t)′R(t,αt)u(t)

)
dt+G(αT )X(T )2

}

≥ P1(0, i0)(x
+)2 +P2(0, i0)(x

−)2,

where the equality holds at (4.1).

5. Application to mean-variance portfolio selection problems. Consider a financial
market consisting of a risk-free asset (the money market instrument or bond) whose price is
S0 and m risky securities (the stocks) whose prices are S1, . . . , Sm. And assume m≤ n, i.e.
the number of risky securities is no more than the dimension of the Brownian motion. The
asset prices Sk , k = 0,1, . . . ,m, are driven by SDEs:

{
dS0(t) = r(t,αt)S0(t)dt,

S0(0) = s0,

and



dSk(t) = Sk(t)

(
µk(t,αt)dt+

n∑
j=1

σkj(t,αt)dWj(t)
)
,

Sk(0) = sk,

where, for every k = 1, . . . ,m and i ∈ M, r(t, i) is the interest rate process, µk(t, i) and
σk(t, i) := (σk1(t, i), . . . , σkn(t, i)) are the appreciation rate process and volatility rate pro-
cess of the kth risky security corresponding to a market regime αt = i.

Define the appreciate vector

µ(t, i) = (µ1(t, i), . . . , µm(t, i))′,

and volatility matrix

σ(t, i) =




σ1(t, i)
...

σm(t, i)


≡ (σkj(t, i))m×n, for each i ∈M.

In the rest part of this paper, we shall assume r(·, ·, i), µk(·, ·, i), σkj(·, ·, i) ∈ L∞
FW (0, T ;R),

for all k = 1, . . . ,m, j = 1, . . . , n, and i ∈M. Also there exists a constant δ > 0 such that
σ(t, i)σ(t, i)′ ≥ δIm for a.e. t ∈ [0, T ] and all i ∈M.

A small investor, whose actions cannot affect the asset prices, will decide at every time
t ∈ [0, T ] what amount πj(t) of his wealth to invest in the jth risky asset, j = 1, . . . ,m.
The vector process π(·) := (π1(·), . . . , πm(·))′ is called a portfolio of the investor. Then the
investor’s self-financing wealth process X(·) corresponding to a portfolio π(·) is the unique
strong solution of the SDE:

{
dX(t) = [r(t,αt)X(t) + π(t)′b(t,αt)]dt+ π(t)′σ(t,αt)dW (t),

X(0) = x, α0 = i0,
(5.1)

where b(t,αt) := µ(t,αt)− r(t,αt)1m and 1m is the m-dimensional vector with all entries
being one.
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REMARK 5.1. This is an incomplete financial market model. The incompleteness comes
from two rescources. On one hand, the number of risky securities may be less than the di-
mension of the Brownian motion so that one can not perfectly hedge the risk; On the other
hand, the Markov chain αt, which is independent of the Brownian motion, brings another
market uncertainty.

The admissible portfolio set is defined as

U =
{
π ∈ L2

F (0, T ;R
m) | π(·) ∈ Γ a.s. a.e.

}
.

For any π ∈ U , the SDE (5.1) has a unique strong solution. In the following two subsections,
we will consider two different portfolio constraint sets: Γ = R

m and Γ = R
m
+ , respectively.

Economically speaking, the former means there is no trading constraint; while the later means
no-shorting is allowed in the market.

REMARK 5.2. Our argument can be applied to consider general closed, not necessarily
convex, cone portfolio constraint.

For a given expectation level z ∈R, the investor’s problem is to

Minimize Var(X(T )) = E
[
(X(T )− z)2

]
,

s.t.

{
E(X(T )) = z,

π ∈ U .
(5.2)

To deal with the constraint E(X(T )) = z, we introduce a Lagrange multiplier −2λ ∈ R

and obtain the following relaxed optimization problem:

Minimize E(X(T )− z)2 − 2λ(EX(T )− z) = E(X(T )− (λ+ z))2 − λ2 =: Ĵ(π,λ),

(5.3)

s.t. π ∈ U .

Because Problem (5.2) is a convex optimization problem, Problems (5.2) and (5.3) are linked
by the Lagrange duality theorem (see Luenberger [23])

min
π∈U ,E(X(T ))=z

Var(X(T )) = max
λ∈R

min
π∈U

Ĵ(π,λ).(5.4)

This allows us to solve Problem (5.2) by a two-step procedure: First solve the relaxed problem
(5.3), then find a λ∗ to maximize minπ∈U Ĵ(π,λ).

5.1. Feasibility of Problem (5.2). We shall say that the mean-variance problem (5.2)
is feasible for a given z if there is a portfolio π ∈ U which satisfies the target constraint
E(X(T )) = z.

Economically speaking, it is irrational to consider those portfolios with expected returns
z < xEe

∫
T

0
r(t,αt)dt. Although general cases can be considered, for notation simplicity, we

will focus on z ≥ xEe
∫

T

0
r(t,αt)dt.

Define

Γ̂ := {y ∈R
m | x′y ≤ 0 for all x ∈ Γ}.

The following result gives an equivalent condition for the feasibility of (5.2).
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THEOREM 5.3 (feasibility). Let (ψ(i), ξ(i)) ∈ L2
FW (0, T ;R) × L2

FW (0, T ;Rn) for all

i ∈M be the unique solution of the following linear multidimensional BSDE:



dψ(t, i) =−

(
r(t, i)ψ(t, i) +

ℓ∑
j=1

qijψ(t, j)
)
dt+ ξ(t, i)′dW (t),

ψ(T, i) = 1, for all i ∈M.

Then the mean-variance problem (5.2) is feasible for any z ≥ xEe
∫

T

0
r(t,αt)dt if and only if

(5.5)
∫ T

0
P

(
ψ(t,αt)b(t,αt) + σ(t,αt)ξ(t,αt) /∈ Γ̂

)
dt > 0.

PROOF. For any π ∈ U and real number β ≥ 0, we construct a portfolio πβ(t) := βπ(t).
Then πβ ∈ U . Let Xβ be the wealth process corresponding to πβ . Then Xβ(t) =X0(t) +
βX1(t), where X0 follows the SDE

{
dX0(t) = r(t,αt)X0(t)dt,

X0(0) = x, α0 = i0,

and X1 follows the SDE
{
dX1(t) = [r(t,αt)X1(t) + π(t)′b(t,αt)]dt+ π(t)′σ(t,αt)dW (t),

X1(0) = 0, α0 = i0.

Applying Itô’s lemma to X1(t)ψ(t,αt), we have

E
(
Xβ(T )

)
= E

(
X0(T )

)
+ βE

(
X1(T )

)

= xEe
∫

T

0
r(t,αt)dt + βE

∫ T

0
π(t)′(ψ(t,αt)b(t,αt) + σ(t,αt)ξ(t,αt))dt.(5.6)

We now prove the “ if ” part. Let f be a measurable function such that f(y) ∈ Γ, |f(y)| ≤ 1
and

y′f(y) = max
x∈Γ, |x|≤1

x′y,

for any y ∈R
m. Then y′f(y) = 0 for y ∈ Γ̂, and y′f(y)> 0 for y /∈ Γ̂. Choose

π(t) = f
(
ψ(t,αt)b(t,αt) + σ(t,αt)ξ(t,αt)

)
,

in (5.6), then under (5.5), the last integral is positive. So for any z ≥ xEe
∫

T

0
r(t,αt)dt, there

exists β ≥ 0 such that E
(
Xβ(T )

)
= z.

Conversely, suppose that (5.2) is feasible for any z ≥ xEe
∫

T

0
r(t,αt)dt. Then for any z >

xEe
∫

T

0
r(t,αt)dt, there is a π ∈ U , such that E(X(T )) = E(X0(T )) + E(X1(T )) = z. Notice

that E(X0(T )) = xEe
∫

T

0
r(t,αt)dt, thus it is necessary that there is a π ∈ U such that

E(X1(T )) = E

∫ T

0
π(t)′(ψ(t,αt)b(t,αt) + σ(t,αt)ξ(t,αt))dt > 0.

If (5.5) was not true. Then ψ(t,αt)b(t,αt) + σ(t,αt)ξ(t,αt) ∈ Γ̂ a.s, for a.e. t ∈ [0, T ]. It
would follow that

π(t)′(ψ(t,αt)b(t,αt) + σ(t,αt)ξ(t,αt))≤ 0, a.s, for a.e. t ∈ [0, T ],

for any π ∈ U , leading to a contradiction.
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From the proof, we immediately see that

COROLLARY 5.4. The mean-variance problem (5.2) is feasible for all z ≥ xEe
∫

T

0
r(t,αt)dt,

if and only if, it is feasible for some z > xEe
∫

T

0
r(t,αt)dt.

Because we are only interested in the feasible case, for the rest part of this subsection, we
alway assume (5.5) holds.

REMARK 5.5. From the proof, we also see that, when Γ is symmetric, the mean-variance
problem (5.2) is feasible for all z ∈R, if and only if, it is feasible for some z 6= xEe

∫
T

0
r(t,αt)dt.

5.2. Random regime switching market without portfolio constraint. In this subsection,
we assume the portfolio is unconstrained, i.e. Γ =R

m.
In this case Γ̂ = {0} and the feasible condition (5.5) is equivalent to

E

∫ T

0

∣∣∣ψ(t,αt)b(t,αt) + σ(t,αt)ξ(t,αt)
∣∣∣dt > 0.

We remark that Problem (5.2) is feasible for all z ∈ R under the above condition. Further-
more, both (3.1) and (3.2) reduce to the same one multidimensional BSDE:





dP (i) =−
[
2r(i)P (i)− 1

P (i) (P (i)b(i) + σ(i)Λ(i))′ (σ(i)σ(i)′)−1 (P (i)b(i) + σ(i)Λ(i))

+
ℓ∑

j=1
qijP (j)

]
dt+Λ(i)′dW,

P (T, i) = 1,

P (t, i)> 0, for a.e. t ∈ [0, T ] and all i ∈M.

(5.7)

From Theorem 3.6, we know (5.7) admits a unique solution (P (i),Λ(i))ℓi=1 , such that
c ≤ P (t, i) ≤ C and

∫ ·
0Λ(s, i)dW (s) is a BMO martingale, for some constants C > c > 0

and all i ∈M.
To construct a solution for Problem (5.3), we need to consider the following linear multi-

dimensional BSDE:




dH(i) =
[
r(i)H(i) + b(i)′ (σ(i)σ(i)′)−1 σ(i)η(i)

+ 1
P (i)Λ(i)

′
(
σ(i)′ (σ(i)σ(i)′)−1 σ(i)− In

)
η(i)

− 1
P (i)

∑
j 6=i

qijP (j)(H(j)−H(i))
]
dt+ η(i)′dW,

H(T, i) = 1, for all i ∈M.

(5.8)

Its solution is defined as

DEFINITION 5.6. A vector process (H(i), η(i))ℓi=1 is called a solution of the mul-
tidimensional BSDE (5.8), if its satisfies (5.8), and (H(i), η(i)) ∈ L∞

FW (0, T ;R) ×

L2, BMO
FW (0, T ;Rn) for all i ∈M.

REMARK 5.7. When r, µ, σ are deterministic, we have H is deterministic and η ≡ 0.
Furthermore, when m= n, (5.7) and (5.8) coincide with the ODEs in [30].



24

Briand and Confortola [2] obtained the existence and uniqueness of the solution of BSDEs
with stochastic Lipschitz condition, but limited to 1-dimensional case. The system (5.8) is
a linear BSDE, but it does not satisfy the Lipschitz condition (because Λ is unbounded).
Furthermore, it is multidimensional, so their results can not be directly applied here.

We now address ourselves to the solvability of (5.8). Define a closed convex set B as

B =
{
U ∈ L∞

FW (0, T ;Rℓ) | 0≤ eAtU(t, i)≤B for a.e. t ∈ [0, T ] and every i ∈M
}

with the norm

|U |∞ := max
i∈M

ess sup
(t,ω)∈[0,T ]×Ω

eAtU(t, i),

whereA andB are two positive scalars to be chosen later. Then (B, | · |∞) is a compact metric
space.

We now use contraction mapping method to show

THEOREM 5.8. BSDE (5.8) admits a unique solution (H(i), η(i))ℓi=1.

PROOF. We start with the existence. Fixed anyU ∈ B. For each fixed i ∈M, the following
1-dimensional linear BSDE, by [14] (or [4]),




dH(i) =

[
r(i)H(i) + H(i)

P (i)

∑
j 6=i

qijP (j)−
1

P (i)

∑
j 6=i

qijP (j)U(j) + b(i)′ (σ(i)σ(i)′)−1 σ(i)η(i)

+ 1
P (i)Λ(i)

′
(
σ(i)′ (σ(i)σ(i)′)−1 σ(i)− In

)
η(i)

]
dt+ η(i)′dW,

H(T, i) = 1,

has a unique adapted solution (H(i), η(i)) ∈ L∞
FW (0, T ;R) × L2,BMO

FW (0, T ;Rn). We call
the map U 7→ (H(1), . . . ,H(ℓ)) as Θ.

We next show Θ(B)⊂B for proper chosen A and B. For each fixed i ∈M, set

c(i) = σ(i)′
(
σ(i)σ(i)′

)−1
b(i) +

1

P (i)

(
σ(i)′

(
σ(i)σ(i)′

)−1
σ(i)− In

)
Λ(i).

By Theorem 3.6,
∫ ·
0 c(i)

′dW (s) is a BMO martingale and W̃ i(t) :=W (t) +
∫ t
0 c(s, i)ds is a

Brownian motion under the equivalent probability measure P̃
i defined by

dP̃i

dP

∣∣∣∣
FT

= E

(
−

∫ T

0
c(s, i)′dW (s)

)
.

Let Ẽi denote the corresponding expectation. Let

e(t, i) = exp

(
−

∫ t

0

[
r(s, i) +

1

P (s, i)

∑

j 6=i

qijP (s, j)

]
ds

)
.

Applying Itô’s formula to e(t, i)H(t, i), we have

H(t, i) = e(t, i)−1
Ẽ
i
t

[
e(T, i) +

∫ T

t
e(i)

1

P (i)

∑

j 6=i

qijP (j)U(j)ds

]
,(5.9)
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which is non-negative. Because e, e−1, q and P are all uniformly bounded, it follows

eAtH(t, i)≤ cẼi
t

[
eAt +

∫ T

t
eA(t−s)

∑

j 6=i

eAsU(j)ds

]

≤ cẼi
t

[
eAT +

∫ T

t
eA(t−s)|U |∞ds

]

≤ ceAT +
c

A
|U |∞.

This by definition leads to

|H|∞ ≤ ceAT +
c

A
|U |∞.

Note c does not depend on A in above. It is not hard to see from the above inequality that
Θ(B)⊂B, provided

B = ceAT +
c

A
B,(5.10)

in which case B = ceAT

1−c/A , so that B goes to infinity if A does so.
We now show Θ is a strict contraction, provided that A is sufficiently large and B satisfies

(5.10). For any U , Ũ ∈ B, let H =Θ(U), H̃ =Θ(Ũ), and set

∆H(t, i) =H(t, i)− H̃(t, i), and ∆U(t, i) =U(t, i)− Ũ(t, i).

Then by (5.9),

eAt|∆H(t, i)| ≤ e(t, i)−1
Ẽ
i
t

[∫ T

t
eA(t−s)e(s, i)

1

P (s, i)

∑

j 6=i

qijP (s, j)e
As|∆U(s, j)|ds

]
,

which implies, again by the boundedness of the coefficients,

eAt|∆H(t, i)| ≤ c|∆U |∞Ẽ
i
t

[∫ T

t
eA(t−s)ds

]
≤
c

A
|∆U |∞,

or

|∆H|∞ ≤
c

A
|∆U |∞.

This means Θ is a strict contraction mapping on B, provided A > c and B satisfies (5.10).
Since (B, | · |∞) is a compact metric space, the contraction mapping Θ has a fixed point H
in B. Clearly, (H,η) solves the system (5.8). This proves the existence.

It is left to show the uniqueness. Suppose (H,η) solves the system (5.8). If we can show
that H ≥ 0. Then because H ∈ L∞

FW (0, T ;Rℓ), we have H ∈ B for A sufficiently large and
B satisfying (5.10). Because Θ is a contraction mapping on B, which has at most one fixed
point, we conclude that (5.8) has at most one solution. Our problem now reduce to showing
that H ≥ 0.

The coefficients of (5.8) do not satisfy the Lipschitz condition in Lemma 3.4, so we cannot
directly apply this lemma to prove that H ≥ 0. But we can use the idea of its proof to deduce
our conclusion. Applying Itô’s formula to (H(t, i)−)2, we have

(H(t, i)−)2 =−

∫ T

t

(
2(H(i)−)2r(i) +

2(H(i)−)2

P (i)

∑

j 6=i

qijP (j)
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+
2H(i)−

P (i)

∑

j 6=i

qijP (j)H(j)

)
ds

−

∫ T

t
2H(i)−η(i)′dW̃ i −

∫ T

t
I{H(s,i)≤0}|η(i)|

2ds.(5.11)

By AM-GM inequality,

−H(i)−H(j) =−H(i)−H(j)++H(i)−H(j)− ≤H(i)−H(j)− ≤
1

2
(H(i)−)2+

1

2
(H(j)−)2.

Dropping the last integral and using the the boundedness of the coefficients, we deduce from
(5.11) and the above inequality that

(H(t, i)−)2 ≤ c

∫ T

t

(
(H(i)−)2 +

∑

j 6=i

(H(j)−)2
)
ds−

∫ T

t
2H(i)−η(i)′dW̃ i(t).

Taking conditional expectation Ẽ
i
t on both sides gives

(H(t, i)−)2 ≤ c

∫ T

t

ℓ∑

j=1

Ẽ
i
t

[
(H(j)−)2

]
ds.

Set

E(t, i) = ess sup
ω∈Ω

(
H(t, i)−

)2
,

then

E(t, i)≤ c

∫ T

t

ℓ∑

j=1

E(s, j)ds.

Thus

0≤
ℓ∑

j=1

E(t, j)≤ cℓ

∫ T

t

ℓ∑

j=1

E(s, j)ds.

It then follows from Gronwall’s inequality that
∑ℓ

j=1E(t, j) = 0, so H(t, i) ≥ 0 for a.e.
t ∈ [0, T ] and all i ∈M.

REMARK 5.9. If the interest rate r(·, ·, i)≥ 0, we can proveH(t, i)≤ 1, for a.e. t ∈ [0, T ]
and all i ∈M by similar method as in Theorem 5.8, which means that H(t, i) is a genuine
discount.

Denote K(i) = P (i)H(i), and L(i) = P (i)η(i) + K(i)Λ(i)
P (i) , then (5.8) is, by Itô’s lemma,

equivalent to




dK(i) =

[(
b(i)′ (σ(i)σ(i)′)−1 b(i)− r(i) + Λ(i)′σ(i)′(σ(i)σ(i)′)−1b(i)

P (i)

)
K(i)

+
(
b(i) + σ(i)Λ(i)

P (i)

)′
(σ(i)σ(i)′)−1 σ(i)L(i)−

ℓ∑
j=1

qijK(j)

]
dt+L(i)′dW,

K(T, i) = 1, for all i ∈M.

We use the process K instead of H to present our following results.
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THEOREM 5.10. The relaxed problem (5.3) has an optimal feedback control

π∗(t,X, i) =−
(
σ(t, i)σ(t, i)′

)−1

[(
b(t, i) +

σ(t, i)Λ(t, i)

P (t, i)

)
X

− (z + λ)
K(t, i)b(t, i) + σ(t, i)L(t, i)

P (t, i)

]
.(5.12)

Moreover, the corresponding optimal value is

min
π∈U

Ĵ(π,λ) = P (0, i0)x
2 − 2(z + λ)K(0, i0)x+ (z + λ)2 − (z + λ)2M − λ2,(5.13)

where M = E
∫ T
0 O(t,αt)dt, and

O(t, i) =

(
K(t, i)b(t, i) + σ(t, i)L(t, i)

)′
(σ(t, i)σ(t, i)′)−1 (K(t, i)b(t, i) + σ(t, i)L(t, i)

)

P (t, i)

for i ∈M.

PROOF. The proof is similar to that of Theorem 4.2, so we leave the details to the inter-
ested readers. Just notice that by applying Itô’s lemma to P (t,αt)X(t)2 and K(t,αt)X(t),
we have

E(X(T )− (z + λ))2

= E
[
P (T,αT )X(T )2 − 2(z + λ)K(T,αT )X(T ) + (z + λ)2

]

= P (0, i0)x
2 − 2(z + λ)K(0, i0)x+ (z + λ)2

+ E

∫ T

0

{
P (s,αs)

(
π(s)− π∗(s,X(s), αs)

)′
σ(s,αs)σ(s,αs)

′
(
π(s)− π∗(s,X(s), αs)

)

− (z + λ)2O(s,αs)

}
ds.

THEOREM 5.11. The optimal portfolio of Problem (5.2) corresponding to E(X(T )) = z,

as a feedback function of the time t, the wealth level X , and the market regime i, is

π∗(t,X, i) =−
(
σ(t, i)σ(t, i)′

)−1

[(
b(t, i) +

σ(t, i)Λ(t, i)

P (t, i)

)
X

− (z + λ∗)
K(t, i)b(t, i) + σ(t, i)L(t, i)

P (t, i)

]
,(5.14)

where

λ∗ =
z −Mz −K(0, i0)x

M
.

The mean-variance frontier is

Var(X(T )) =
1−M

M

(
E(X(T ))−

K(0, i0)

1−M
x
)2

+
(
P (0, i0)−

K(0, i0)
2

1−M

)
x2,(5.15)

with 0<M < 1.
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PROOF. Obviously, O ≥ 0, so is M . If M = 0, then K(t,αt)b(t,αt) + σ(t,αt)L(t,αt) =
0. Applying Itô’s lemma to K(t,αt)X(t), we have for any π ∈ U ,

E(X(T )) =K(0, i0)x+E

∫ T

0

{
π(t)′

(
K(t,αt)b(t,αt) + σ(t,αt)L(t,αt)

)

+X(t)
(
K(t,αt)b(t,αt) + σ(t,αt)L(t,αt)

)′ (
σ(t, i)σ(t, i)′

)−1

×
(
b(t,αt) +

σ(t,αt)Λ(t,αt)

P (t,αt)

)}
dt

=K(0, i0)x.

This is a contradiction. Thus M > 0. Therefore, by Theorem 5.10,

min
π∈U

Ĵ(π,λ) =−Mλ2 +2(z −Mz −K(0, i0)x)λ+ z2 −Mz2 +P (0, α0)x
2 − 2K(0, α0)zx

is a strictly concave quadratic function of λ so that

max
λ∈R

min
π∈U

Ĵ(π,λ) = min
π∈U

Ĵ(π,λ∗),

where λ∗ is the unique maximizer

λ∗ =
z −Mz −K(0, i0)x

M
.

This together with the duality relationship (5.4), by substituting λ∗ into (5.12) and (5.13),
gives the optimal portfolio (5.14) and the optimal value

Var(X(T )) = P (0, i0)x
2 − 2(z + λ∗)K(0, i0)x+ (z + λ∗)2 − (z + λ∗)2M − (λ∗)2

=
1−M

M
z2 −

2xK(0, i0)

M
z +

K(0, i0)
2

M
x2 + P (0, i0)x

2.

After completing square, this leads to the mean-variance frontier (5.15), provided M 6= 1.
We now show M < 1 indeed. Write

Σ̃t = In − σ(t,αt)
′
(
σ(t,αt)σ(t,αt)

′
)−1

σ(t,αt)

which is is positive semidefinite by definition. Applying Itô’s formula to P (t,αt)H(t,αt)
2,

we have

1−P (0, i0)H(0, i0)
2

= E

∫ T

0

{
P (t,αt)H(t,αt)

2b(t,αt)
′
(
σ(t,αt)σ(t,αt)

′
)−1

b(t,αt)

+ 2H(t,αt)L(t,αt)
′σ(t,αt)

′
(
σ(t,αt)σ(t,αt)

′
)−1

b(t,αt) +
L(t,αt)

′L(t,αt)

P (t,αt)

+
H(t,αt)

2

P (t,αt)
Λ(t,αt)

′Σ̃tΛ(t,αt)−
2H(t,αt)

P (t,αt)
L(t,αt)

′Σ̃tΛ(t,αt)

+H(t,αt)
2

ℓ∑

j=1

qαtjP (t, j)− 2H(t,αt)

ℓ∑

j=1

qαtjP (t, j)H(t, j)

+

ℓ∑

j=1

qαtjP (t,αt)H(t,αt)
2

}
dt
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= E

∫ T

0

{
P (t,αt)H(t,αt)

2b(t,αt)
′
(
σ(t,αt)σ(t,αt)

′
)−1

b(t,αt)

+ 2H(t,αt)L(t,αt)
′σ(t,αt)

′
(
σ(t,αt)σ(t,αt)

′
)−1

b(t,αt)

+
L(t,αt)

′σ(t,αt)
′
(
σ(t,αt)σ(t,αt)

′
)−1

σ(t,αt)L(t,αt)

P (t,αt)

+
L(t,αt)

′Σ̃tL(t,αt)

P (t,αt)
+
H(t,αt)

2

P (t,αt)
Λ(t,αt)

′Σ̃tΛ(t,αt)

−
2H(t,αt)

P (t,αt)
L(t,αt)

′Σ̃tΛ(t,αt) +

ℓ∑

j=1

qαtjP (t, j)
(
H(t,αt)−H(t, j)

)2
}
dt

= E

∫ T

0

{
O(t,αt) +

(
L(t,αt)−H(t,αt)Λ(t,αt)

)′
Σ̃t

(
L(t,αt)−H(t,αt)Λ(t,αt)

)

P (t,αt)

+
∑

j 6=αt

qαtjP (t, j)
(
H(t,αt)−H(t, j)

)2
}
dt.

Recall that M = E
∫ T
0 O(t,αt)dt, Σ̃t ≥ 0, and qij ≥ 0 for any i 6= j, so the above gives 1−

P (0, i0)H(0, i0)
2 ≥M , or 1−M ≥ P (0, i0)H(0, i0)

2. On the other hand we have P (0, i0)>
0 by Theorem 3.6, and

H(0, i0) = Ẽ
i


e(T, i) +

∫ T

0
e(s, i)

1

P (s, i)

∑

j 6=i

qijP (s, j)H(s, j)ds


> 0,

by (5.9). So we conclude that M < 1.

REMARK 5.12. From the above proof, we see that the second term in (5.15) is always
non-negative. It becomes zero, only when the Markov chain αt has only one state and m=
n, namely we are in a complete market. This in theory confirms the assertion in Remark
5.1. Otherwise, it is positive, meaning that the systemic risk is positive (namely, one cannot
perfectly hedge the risk).

COROLLARY 5.13. The minimum variance point on the mean-variance frontier is
(√

P (0, i0)−
K(0, i0)2

1−M
x,

K(0, i0)

1−M
x

)
.

Moreover, the corresponding optimal feedback portfolio is

π∗min(t,X, i) =−
(
σ(t, i)σ(t, i)′

)−1

[(
b(t, i) +

σ(t, i)Λ(t, i)

P (t, i)

)(
X − zH(t, i)

)

− zσ(t, i)η(t, i)

]
.

REMARK 5.14. Due to the minimum variance point, when the target E(X(T )) is re-

stricted to
[
K(0,i0)
1−M x,∞

)
in (5.15), one defines the efficient frontier for the mean-variance
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problem (5.2). And in this case, the corresponding Lagrange multiplier λ∗ = z−Mz−K(0,i0)
M ≥

0.

THEOREM 5.15 (Mutual Fund Theorem). Suppose an optimal portfolio π⋆(·) given by

(5.14) corresponds to an expected return z⋆ > zmin =
K(0,i0)
1−M x. Then an admissible portfolio

π(·) is efficient if and only if there exists a constant ρ≥ 0 such that

π(t) = (1− ρ)π⋆min(t) + ρπ⋆(t), t ∈ [0, T ].

Moreover, the corresponding expected return is (1− ρ)zmin + ρz⋆.

The proof is similar to Theorem 5.3 in [30], we leave the details to the interested reader.

5.3. Random regime switching market with no-shorting constraint. Although our subse-
quent analysis can be applied to the case that not all the securities are allowed to short, i.e.
Γ = R

m0

+ ×R
m−m0 for some m0 ≤m. For notation simplicity, we simply consider the case

that all the securities are not allowed to short, i.e. Γ = R
m
+ in this subsection. In this case

Γ̂ =R
m
− .

In this subsection we assume

ASSUMPTION 2. The interest process r(·) is deterministic, so that it is independent of
the market regime process α.

Under this assumption, ψ(i) is a positive constant and ξ(i) = 0 in Theorem 5.3, for every
i ∈M. So the feasible condition (5.5) is equivalent to

(5.16)
m∑

k=1

E

∫ T

0
bk(t,αt)

+dt > 0.

Moreover, ESREs (3.1) and (3.2) become, respectively,




dP1(i) =−
[
(2rP1(i) +H1(P1(i),Λ1(i), i) +

ℓ∑
j=1

qijP1(j)
]
dt+Λ1(i)

′dW,

P1(T, i) = 1,

P1(t, i)> 0, for all i ∈M;

(5.17)

and




dP2(i) =−
[
(2rP2(i) +H2(P2(i),Λ2(i), i) +

ℓ∑
j=1

qijP2(j)
]
dt+Λ2(i)

′dW,

P2(T, i) = 1,

P2(t, i)> 0, for all i ∈M,

(5.18)

where

H1(t,ω,P,Λ, i) = inf
v∈Rm

+

[
v′Pσ(t, i)σ(t, i)′v+ 2v′(Pb(t, i) + σ(t, i)Λ)

]
,

H2(t,ω,P,Λ, i) = inf
v∈Rm

+

[
v′Pσ(t, i)σ(t, i)′v− 2v′(Pb(t, i) + σ(t, i)Λ)

]
.

Again by Theorem 3.6, we know (5.17) and (5.18) have solutions, which are denoted by
(P1(i), Λ1(i))

ℓ
i=1 and (P2(i), Λ2(i))

ℓ
i=1, respectively, from now on.
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LEMMA 5.16. Under Assumption 2, we have

P1(0, i0)e
−2

∫
T

0
r(s)ds ≤ 1, P2(0, i0)e

−2
∫

T

0
r(s)ds < 1.

PROOF. Consider the following BSDE with Lipschitz coefficients:



dP (i) =−

[
(2rP (i) +

ℓ∑
j=1

qijP (j)
]
dt+Λ(i)′dW,

P (T, i) = 1, for all i ∈M.

It has a unique solution
(
e2

∫
T

t
r(s)ds,0

)ℓ
i=1

. Notice that H1(t,P,Λ, i)≤ 0, H2(t,P,Λ, i)≤ 0,

we have P1(0, i0)≤ e2
∫

T

0
r(s)ds and P2(0, i0)≤ e2

∫
T

0
r(s)ds by Lemma 3.4.

Applying Itô’s formula to P2(t,αt)e
−2

∫
T

t
r(s)ds, we get

1− P2(0, i0)e
−2

∫
T

0
r(s)ds =−E

∫ T

0
e−2

∫
T

t
r(s)dsH2(t,P2,Λ2, αt)dt.

Now suppose P2(0, i0) = e2
∫

T

0
r(s)ds. Then H2(t,P2,Λ2, αt) = 0 and P2(t,αt) = e2

∫
T

t
r(s)ds

for t ∈ [0, T ]. Thus
(
e2

∫
T

t
r(s)ds,0

)ℓ
i=1

is the unique solution of (5.18). Consequently,

H2(t,P2,0, αt) = 0 for t ∈ [0, T ]. It follows

0 =H2(t,P2,0, αt) = P2 inf
v∈Rm

+

[
v′σ(t,αt)σ(t,αt)

′v− 2v′b(t,αt)
]
≤ P2 inf

v∈Rm

+

[
Cv′v− 2v′b(t,αt)

]

where C > 0. By choosing vt = ε(b1(t,αt)
+, . . . , bm(t,αt)

+) ∈R
m
+ with ε > 0 in above, we

get

0 = E

∫ T

0
H2(t,P2,0, αt)≤ (Cε2 − 2ε)E

∫ T

0
e2

∫
T

t
r(s)ds

m∑

k=1

(bk(t,αt)
+)2dt.

Noticing (5.16), we see the right hand side is negative for sufficiently small ε > 0, leading to
a contraction. Therefore P2(0, i0)e

−2
∫

T

0
r(s)ds < 1.

In the present setting, we have

v̂1(t,ω,P,Λ, i) = argmin
v∈Rm

+

[
v′(Pσ(t, i)σ(t, i)′)v+ 2v′(Pb(t, i) + σ(t, i)Λ)

]
,

v̂2(t,ω,P,Λ, i) = argmin
v∈Rm

+

[
v′(Pσ(t, i)σ(t, i)′)v− 2v′(Pb(t, i) + σ(t, i)Λ)

]
.

As for the relaxed problem (5.3), we have the following analog result of Theorem 4.2.

THEOREM 5.17. Under Assumption 2, the relaxed problem (5.3) has an optimal feedback

control

π∗(t,X, i) = v̂1(t,P1,Λ1, i)

(
X − (λ+ z)e−

∫
T

t
r(s)ds

)+

+ v̂2(t,P2,Λ2, i)

(
X − (λ+ z)e−

∫
T

t
r(s)ds

)−

.

Moreover, the corresponding optimal value is

min
π∈U

Ĵ(π,λ) = P1(0, i0)(x− (λ+ z)e−
∫

T

0
r(s)ds)2+ + P2(0, i0)(x− (λ+ z)e−

∫
T

0
r(s)ds)2− − λ2.
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Next we will find the best Lagrange multiplier λ∗. Clearly

min
π∈U

Ĵ(π,λ) =

{
f(λ), if λ≤ xe

∫
T

0
r(s)ds − z;

g(λ), if λ≥ xe
∫

T

0
r(s)ds − z,

where

f(λ) = (P1(0, i0)e
−2

∫
T

0
r(s)ds − 1)λ2 +2P1(0, i0)e

−
∫

T

0
r(s)ds(ze−

∫
T

0
r(s)ds − x)λ

+P1(0, i0)(x− ze−
∫

T

0
r(s)ds)2,

h(λ) = (P2(0, i0)e
−2

∫
T

0
r(s)ds − 1)λ2 +2P2(0, i0)e

−
∫

T

0
r(s)ds(ze−

∫
T

0
r(s)ds − x)λ

+P2(0, i0)(x− ze−
∫

T

0
r(s)ds)2.

Using z ≥ xe
∫

T

0
r(s)ds, P1(0, i0)e

−2
∫

T

0
r(s)ds ≤ 1 and P2(0, i0)e

−2
∫

T

0
r(s)ds < 1 by Lemma

5.16, one can easily deduce

max
λ≤xe

∫
T
0 r(s)ds−z

f(λ) = f(xe
∫

T

0
r(s)ds − z),

max
λ≥xe

∫
T
0

r(s)ds−z

h(λ) = h(λ∗) =
P2(0, i0)e

−2
∫

T

0
r(s)ds

1− P2(0, i0)e
−2

∫
T

0
r(s)ds

(
z − xe

∫
T

0
r(s)ds

)2
,

where

λ∗ =
P2(0, i0)e

−
∫

T

0
r(s)ds(ze−

∫
T

0
r(s)ds − x)

1−P2(0, i0)e
−2

∫
T

0
r(s)ds

≥ xe
∫

T

0
r(s)ds − z.

Furthermore,

h(λ∗)≥ h(xe
∫

T

0
r(s)ds − z) = f(xe

∫
T

0
r(s)ds − z).

Thus λ∗ attains the maximum of min
π∈U

Ĵ(π,λ).

The above analysis boils down to the following theorem.

THEOREM 5.18. Suppose Assumption 2 holds. The optimal portfolio of Problem (5.2)
corresponding to E(X(T )) = z, as a feedback function of the time t, the wealth level X , and

the market regime i, is

π∗(t,X, i) =−v̂2(t,P2,Λ2, i)
(
X − (λ∗ + z)e−

∫
T

t
r(s)ds

)
.

The efficient frontier is

Var(X(T )) =
P2(0, i0)e

−2
∫

T

0
r(s)ds

1−P2(0, i0)e
−2

∫
T

0
r(s)ds

(
E(X(T ))− xe

∫
T

0
r(s)ds

)2
,

where E(X(T ))≥ xe
∫

T

0
r(s)ds.

REMARK 5.19. In this case, we have assumed that the interest rate r is a deterministic
function which is independent of ω and the Markov chain, thus the risk adjust processH(t, i)

of (5.8) must be of the form (H(t, i), η(t, i)) = (e−
∫

T

t
r(s)ds, 0) for all i ∈M. Then from the

proof of Theorem 5.11, we know 1− K(0,i0)2

P (0,i0)
=M , which leads the efficient frontier above a

harf line, even though the number of the stock may less than the dimension of the Brownian
motion and the appearance of the Markov chain. Economically speaking, one can put all the
money into the risk-free asset to reduce the risk to 0.
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6. Concluding remarks. In this paper, we developed a constrained stochastic LQ prob-
lem with regime switching and random coefficients. And we succeeded in obtaining the opti-
mal state feedback control and optimal cost value via two systems of highly nonlinear BSDEs
which are introduced in this paper for the first time. The solvability of these two systems of
equations is interesting in its own from the point view of BSDE theory. At last, we solved
two continuous-time mean-variance portfolio selection problems with regime switching and
random coefficients with/without trading constraint by a system of linear BSDEs with un-
bounded coefficients. Extensions in other directions can be interesting as well. For instance,
(1) The mean-variance portfolio selection problem with no-shorting constraint if the interest
rate r is a stochastic process. (2) The constrained LQ control problem with regime switch-
ing in infinite time horizon with deterministic or random coefficients. (3) The solvability of
matrix-valued system of ESREs.

APPENDIX: PROOF OF LEMMA 3.4

For t ∈ [0, T ] and every i ∈M, set

δY (t, i) = Y (t, i)− Y (t, i), δZ(t, i) = Z(t, i)−Z(t, i).

Applying Itô’s formula to (δY (t, i)+)2, we have

E(δY (t, i)+)2 = E

∫ T

t
2δY (s, i)+

[
f(s,Y (s, i), Y (s,−i),Z(s, i), i)

− f(s,Y (s, i), Y (s,−i),Z(s, i), i)
]
ds

−E

∫ T

t
IδY (s,i)≥0|δZ(s, i)|

2ds

≤ E

∫ T

t
2cδY (s, i)+(|δY (s, i)|+

∑

j 6=i

δY (s, j)+ + δZ(s, i))ds

−E

∫ T

t
IδY (s,i)≥0|δZ(s, i)|

2ds

≤ cE

∫ T

t

ℓ∑

i=1

(δY (s, i)+)2ds,

by the AM-GM inequality. Thus

ℓ∑

i=1

E(δY (t, i)+)2 ≤ c

∫ T

t

ℓ∑

i=1

E(δY (s, i)+)2ds.

It then follows from Gronwall’s inequality that
∑ℓ

i=1E(δY (t, i)+)2 = 0, thus Y (t, i) ≤
Y (t, i) for a.e. t ∈ [0, T ] and all i ∈M.
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