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ABSTRACT

The rapid integration of Artificial Intelligence (AI) into various sectors has yielded significant 
benefits, such as enhanced business efficiency and customer satisfaction, while posing challenges, 
including privacy concerns, algorithmic bias, and threats to autonomy. In response to these multifaceted 
issues, this study proposes a novel integrative theoretical framework for Responsible AI (RAI), 
which addresses four key dimensions: technical, sustainable development, responsible innovation 
management, and legislation. The responsible innovation management and the legal dimensions form 
the foundational layers of the framework. The first embeds elements like anticipation and reflexivity 
into corporate culture, and the latter examines AI-specific laws from the European Union and the 
United States, providing a comparative perspective on legal frameworks governing AI. The study’s 
findings may be helpful for businesses seeking to responsibly integrate AI, developers who focus 
on creating responsibly compliant AI, and policymakers looking to foster awareness and develop 
guidelines for RAI.
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INTRoDUCTIoN

The International Data Corporation forecasts that global spending on Artificial Intelligence (AI), 
encompassing software, hardware, and services, will reach $154 billion in 2023, a 26.9% increase from 
2022, and is expected to exceed $300 billion in 2026 with a compound annual growth rate of 27.0% from 
2022 to 2026 (IDC, 2023). One classical definition for AI comes from Kaplan and Haenlein (2019) as 
“a system’s ability to interpret external data correctly, to learn from such data, and to use those learnings 
to achieve specific goals and tasks through flexible adaptation” (p. 15). The European Commission 
defined AI as any software that analyzes and interprets data to simulate human intelligence, including 
identifying patterns, making predictions, or generating creative content (EC, 2023).
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The pervasive influence of AI is revolutionizing traditional business models and operational 
strategies. Mkrttchian & Voronin (2021) illustrate this in the tourism industry, where technologies 
like blockchain and digital twin avatars are reshaping operations. Similarly, Zhang (2023) explore 
the digital transformation in sports tourism in Hainan Province, demonstrating how digitalization, 
through the “Daubechies wavelet transform and Roughness Analysis Techniques (DRAT) model” (p. 
7), deconstructs and redefines the industry with innovative technologies and new consumer-business 
collaboration models. This paradigm shift, as noted by Iansiti and Lakhani (2020) and Tarafdar et al. 
(2019), is fundamentally altering how companies operate and compete, extending beyond the realms 
of technology to redefine entire business ecosystems.

However, alongside these advancements, businesses face significant moral responsibilities due to 
potential risks such as discrimination and lack of transparency in data usage (Munoko et al., 2020). As 
organizations increasingly embed AI into their core operations, the evolution of traditional information 
technology (IT) governance becomes crucial. From a professional standpoint, effective IT governance 
is a pivotal mechanism that leverages information and processes to amplify profits and future benefits 
(Khther & Othman, 2013). De Haes & Van Grembergen (2009) emphasized the critical role of IT in 
maintaining business sustainability, and Wu et al. (2015) highlighted that strategic alignment serves 
as a crucial mediator in enhancing business operational efficiency. Thus, integrating a responsible AI 
(RAI) framework into an organization’s IT strategy, which ensures that AI’s deployment aligns with 
business objectives, regulatory requirements, and ethical considerations, is essential. RAI, as defined 
by De Laat (2021), means that AI should be “fair and non-biased, transparent and explainable, secure 
and safe, privacy-proof, accountable, and to the benefit of mankind” and revolves around governance, 
mechanisms, and participation (Dignum, 2019, pp. 102–104).

From a theoretical perspective, despite some studies addressing AI’s integration into managerial 
procedures (Ransbotham et al., 2017), there is a lack of frameworks encompassing all dimensions 
relevant to responsible AI integration. Kearns and Sabherwal (2006) emphasize that implementing 
a practical IT governance framework can yield significant business value, suggesting the potential 
benefits of a well-structured AI governance approach. However, companies may fail to extract value 
from digital transformation due to the disconnection between strategy formulation and implementation. 
This study aims to bridge this gap by developing a comprehensive framework for integrating AI into 
businesses responsibly. Two primary research inquiries guide this study by employing a comprehensive 
review of existing AI principles and practices: What are all the dimensions essential for integrating AI 
into businesses in a responsible manner, and can an integrative framework be developed that unifies 
these dimensions to facilitate the effective adoption of AI systems?

The remainder of this article is structured as follows: The Literature Review section explores 
the existing literature on RAI, highlighting the growing need for comprehensive frameworks and 
discussing the limitations of previous approaches. In the subsequent section, the proposed integrative 
framework, a multidimensional approach to RAI, is presented. Following this, the Discussion section 
delves into the implications of the framework, drawing connections with current practices and 
theoretical perspectives. Finally, the Conclusion synthesizes the findings and suggests directions for 
future research.

LITeRATURe ReVIew

The Need for AI Governance within the Company
The adoption of AI is driven by exponential data growth, algorithmic advancements, cloud 
technologies, smart network evolution, cyber insecurity, and costly development errors, necessitating 
robust governance to ensure responsible AI deployment (Papagiannidis et al., 2023). Schneider (2022) 
highlights four main challenges in AI governance: the complex and opaque nature of AI outputs, 
unpredictable results that may evade control, data-driven biases in AI decisions, and rapid technological 
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advancements. Wirtz et al. (2022) conducted a comprehensive literature review, identifying six AI 
risks: (1) technological, data, and analytical AI risks, which pertain to the underlying technology, 
data, and analytics involved in AI systems; (2) informational and communicational AI risks, such 
as manipulation of information and communication channels; (3) economic AI risks, including the 
potential misuse of market power by AI-driven entities; (4) social AI risks, encompassing issues 
like social discrimination arising from AI systems; (5) ethical AI risks, referring to AI’s inability 
to reflect human qualities such as fairness and accountability; and (6) legal and regulatory AI risks, 
highlighting concerns that increasing scrutiny might hamper innovation and development in AI. 
Technological change rates are crucial, as Chatterjee et al. (2022) found that technological turbulence 
negatively impacts automated decision-making and operational efficiency in business-to-business 
relationships. Furthermore, resistance to compliance, investment costs, and a reactive approach to 
privacy practices pose additional challenges, underlining the need for a RAI approach to address 
these issues effectively (Halder et al., 2022).

From a particular perspective, several high-profile incidents involving well-known companies and 
brands have resulted from the increasing prevalence of AI technologies, highlighting the significance 
of addressing AI-related risks and the need for robust AI governance. The following are some examples 
recently explored:

1.  Apple’s Siri gender bias allegations: a 2021 UNESCO study found that Siri and other voice 
assistants reinforced gender bias by defaulting to female-sounding voices (West et al., 2021). 
The study argued that these AI systems perpetuated detrimental stereotypes by promoting the 
notion that women are submissive and should be aided. In response, Apple and other companies 
have begun providing users with multiple vocal options for their virtual assistants, addressing 
the gender bias concern.

2.  Incidents involving ChatGPT: in March 2023, OpenAI faced accusations from the Italian Data 
Protection Authority for allegedly lacking a valid legal basis for collecting and processing personal 
data for training ChatGPT. Additionally, it claimed that OpenAI lacked an age-verification 
mechanism to protect children from exposure to inappropriate content and did not comply with the 
General Data Protection Regulation. This led to the chatbot being banned in Italy (Goujard, 2023).

3.  Incidents involving Microsoft: users of Bing Chat observed that, during prolonged interactions, the 
chatbot not only tended to generate false information but also unexpectedly displayed emotional 
responses, suggesting the emergence of a seemingly unintended personality-like aspect in its 
responses (De Vynck et al., 2023).

Frameworks for Responsible AI
The growing recognition of AI development’s importance has led to various guidelines and frameworks 
to ensure AI technologies’ ethical, transparent, and accountable use. Dignum (2019) classifies existing 
approaches to implementing ethical reasoning in AI systems into three broad categories. Top-down 
approaches derive specific decisions from general principles, employing a given ethical theory within 
a computational framework and applying it to particular situations. Bottom-up approaches infer 
general rules from individual cases, providing the AI agent with sufficient observations of others’ 
actions in comparable situations and the means to aggregate these observations. Hybrid approaches 
combine aspects of both top-down and bottom-up approaches, fostering the moral reflection deemed 
indispensable for ethical decision-making.

Most existing frameworks are principled approaches, linking sustainable AI as a multidisciplinary 
perspective in AI ethics (Larsson, 2020). Schiff et al. (2020) proposed a set of criteria for a practical 
framework for sustainable AI. The framework should be broad, considering AI’s impacts across many 
ethical issues and social and economic life aspects. It should also be operationalizable, allowing users 
to turn conceptual principles and goals into specific strategies. Additionally, it should be flexible, 
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able to adapt to various AI systems and organizational settings, and iterative, applied throughout the 
life cycle of an AI. The framework should be guided, with clear documentation for users of moderate 
skill to use, customize, and troubleshoot across different contexts. Finally, it should be participatory, 
incorporating input from stakeholders from various disciplines, particularly those who may be impacted 
by the AI system, including the public.

Jobin et al. (2019) analyzed 84 ethical guidelines, identifying 11 critical principles for RAI 
development: transparency, justice and fairness, non-maleficence, responsibility, privacy, beneficence, 
freedom and autonomy, trust, dignity, sustainability, and solidarity. Similarly, Eitel-Porter (2021) 
supports the notion of ethical AI and emphasizes five essential principles: fairness, accountability, 
transparency, explainability, and privacy. In this vein, organizations documented a set of high-level 
principles for sustainable AI. For instance, OpenAI1 emphasizes its commitment to minimize harm, 
build trust, be a pioneer in trust and safety, and learn and iterate to improve data modeling.

exploring the Limitations of the Principles-Approach for AI
Although defining rules for ethical, responsible, and sustainable AI using a principle-based approach 
is crucially important, this approach does have a few drawbacks that should be considered.

1.  The interpretation of principles can vary, making it challenging to translate them into specific 
guidelines or standards that can be easily implemented (Floridi et al., 2018) and making it difficult 
for businesses to select which framework they should adopt (Qiang et al., 2023).

2.  Principles are not always legally enforceable, which may limit their impact (Brundage et al., 2018).
3.  Principles may not be universally applicable across different cultural and social contexts (Gunkel, 2018).
4.  There may be a limited range of stakeholders involved in the development of principles, resulting 

in a lack of input from individuals and communities that could be affected by the use of AI 
(Diakopoulos et al., 2017).

5.  According to Mittelstadt (2019), principles alone cannot guarantee ethical AI and may not provide 
clear guidance on how to ensure transparency and explainability in AI systems. Also, the same 
author mentioned, “outside of academic contexts, AI development lacks proven methods to 
translate principles into practice” (p. 5).

6.  As AI technology evolves and new use cases emerge, principles that may have been applicable 
in the past may not be sufficient to address contemporary ethical and social issues that arise 
(Jobin et al., 2019).

Proposed Integrative Theoretical Framework
These limitations suggest that while principles can be a useful starting point for developing guidelines 
for RAI, other approaches should complement them. Despite inherent limitations, it is argued that 
establishing foundational principles representing the technical dimension is crucial for effectively 
applying ethical AI (Eitel-Porter, 2021). Yet the technical dimension alone is insufficient; additional 
elements need to be considered, as shown in Fig. 1.

The second dimension involves translating responsible innovation management (RIM) principles 
into practice. The third dimension addresses the legislative aspect, focusing on the laws governing 
AI to ensure safe outcomes. The fourth and final dimension outlines sustainable AI impact pathways, 
ensuring that the implementation of AI does not harm the environment, economy, or society and is 
aligned with the sustainable development goals (SDGs).

The selection of these four dimensions—technical, legal, responsible innovation management, 
and influence on SDGs—is justified by their consistency with the current discourse and research on 
RAI. A comprehensive review of the relevant literature and extant theoretical frameworks reveals 
that these dimensions capture the most significant elements of RAI while remaining comprehensive 
and manageable. Also, the framework reflects the multidisciplinary nature of AI because each 
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dimension is derived from distinct research areas in different disciplines, making the framework 
inherently pluridisciplinary. This cross-disciplinary enables a more comprehensive understanding of 
RAI, integrating diverse perspectives and insights to resolve the complex challenges associated with 
AI development and implementation. In addition, by combining these dimensions, the framework 
avoids introducing complexity or redundancy.

Technical Dimension
Data are the raw material for information (Zins, 2007) and are considered the new oil (The Economist, 
2017). In the realm of managing and processing this invaluable resource, IT, as defined by Boar (1997), 
encompasses technologies dedicated to the collection, storage, transformation, and dissemination of 
information. Within this expansive domain of IT, AI stands as a beacon, transforming raw data into 
actionable insights and automating a myriad of complex tasks. However, the intricate relationship 
between AI and data gives rise to various technical challenges, like overfitting and data leakage, that 
can influence the efficacy of AI models, as illustrated and referenced in Table 1.

In recent years, scholars such as Jobin et al. (2019), Floridi & Cowls (2022), and Royakkers et al. 
(2018) have explored frameworks founded on principles to foster socially beneficial AI. Jobin et al. 
(2019) observed that while no single principle appeared in all declarations, themes of transparency, 
justice and fairness, non-maleficence, responsibility, and privacy appeared in more than half of 
them. Similarly, a systematic review of the literature on ethical technology revealed that themes of 
privacy, security, autonomy, justice, human dignity, technology control, and the balance of powers 
frequently recurred (Royakkers et al., 2018). One of the main reasons principles like transparency 
and accountability are emphasized in AI, much like in IT, is their proven benefits in various digital 
transformations such as in e-governance, where, as Yimer (2021) stated, “Once transparency is 
established, accountability will control government officials” (p. 4).

This article conducted a frequency test on ten AI-related declarations from 2017 to 2021 to identify 
prevailing ethical considerations in AI. Principles that appeared in at least half of these declarations 
were selected. This approach was adopted to emphasize the most frequently cited principles, which 
were therefore regarded as more prevalent and significant. This threshold of 50% ensured a balance 
between capturing the most vital principles and avoiding the inclusion of less agreed-upon or less-

Figure 1. Responsible AI framework



International Journal of Digital Strategy, Governance, and Business Transformation
Volume 13 • Issue 1

6

discussed aspects. Adopting this method facilitated a more efficient and targeted examination of 
AI’s fundamental principles. These principles were divided into two main themes: (1) added value 
or impact on sustainability and (2) technical requirements for sustainable AI development. The latter 
encapsulates the technical aspects, emphasizing accountability, privacy, transparency, safety, fairness, 
and autonomy.

The established principles offer solutions and measures to address various technical challenges 
in AI development:

1.  Accountability: ensures clear ownership and responsibility for any technical issues (Johnson, 
2015). This framework:
a.  Offers avenues for rectifying mistakes or biases, thereby mitigating problems like overfitting 

and underfitting.
b.  Creates a culture of responsibility (Ramasastry, 2015), promoting best practices to prevent 

issues like data-quality errors and memory-management challenges.
2.  Fairness: advocates for equitable treatment in algorithms (Giovanola & Tiribelli, 2022), focusing on:

a.  Addressing data-sampling biases that might skew predictions or classifications.
b.  Mandating that algorithms do not perpetuate or introduce harmful biases, thus reducing the 

chance of model misclassification due to overlooked bias.
3.  Safety: prioritizes the robustness and integrity of AI models by:

a.  Emphasizing prevention of overfitting and underfitting, ensuring models are reliable.
b.  Guarding against technical challenges like data leakage that can compromise model validity 

and user trust.

Table 1. Key technical issues faced in AI implementation
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4.  Transparency: advocates for AI clarity and openness (Larsson & Heintz, 2020):
a.  Transparent modeling helps in diagnosing issues, allowing for the identification and 

rectification of problems like overfitting or feature redundancy.
b.  Boosts trust and understanding among stakeholders, ensuring models are used responsibly.

5.  Privacy: focuses on the ethical handling and protection of data (Atlam & Wills, 2020):
a.  Emphasizes safeguarding sensitive information and mitigating risks associated with data 

leakage.
b.  Advocates for respectful data processing, crucial for training reliable models and maintaining 

user trust.
6.  Autonomy: ensures that AI systems can operate independently without human intervention while 

maintaining safety and compliance (Firlej & Taeihagh, 2021):
a.  Reduces the risks associated with manual errors, which can lead to issues like data-quality 

challenges or sampling biases.
b.  Advocates for built-in checks and safeguards, ensuring that the AI’s independent actions 

don’t lead to unintended technical consequences such as quantization error or model drift.

Responsible Innovation Management Dimension
The concept of responsible innovation (RI) calls for firms to transform societal members’ values and 
behaviors toward socio-ethical issues (Ceicyte & Petraite, 2018). According to Stilgoe et al. (2013), 
RI means “taking care of the future through collective stewardship of science and innovation in the 
present” (p. 1570). For the same authors, RI is simultaneously “old and new” (p. 1568), while for Tian 
and Tian (2021), it is considered a “new” (p. 3) approach that focuses on governance and innovation 
assessment, promoting democratization through stakeholder and public participation and addressing 
ethical and social concerns from the inception of innovation to mitigate any negative consequences. 
Accordingly, the concept is interpretively flexible, and there are competing narratives.

Although different approaches to responsible innovation exist (e.g., Burget et al., 2017), the 
framework for RI invented by Stilgoe et al. (2013) is one of the most dominant approaches in the 
literature on RI. Their framework consists of four dimensions: anticipation, reflexivity, inclusion and 
deliberation, and responsiveness, in addition to “knowledge management” introduced by Lubberink 
et al. (2017, p. 721), illustrated with more details in Table 2.

Anticipation requires a systematic approach to considering the known, probable, plausible, and 
potential impacts of innovation under development (Stilgoe et al., 2013). Reflexivity can be defined as 
the practice of critically evaluating one’s actions, responsibilities, values and motivations, knowledge, 
and perceived realities and their impact on managing the innovation process toward desired outcomes 
(Lubberink et al., 2017). Inclusion suggests businesses should utilize multi-stakeholder partnerships to 
involve nonexpert members in responsible innovation efforts, striving for diverse inputs and approaches 
in the governance process (Silva et al., 2019). Responsiveness necessitates that the innovation process 
and its managers possess the ability to respond to the consequences arising from the implementation 
of the first three dimensions (Long et al., 2020). For instance, Koch and Altinkemer (2021) propose 
a framework that offers managers a structured tool for analysis when confronted with the emergence 
of new technologies, assisting them in determining appropriate investments and applications within 
their organizations.

Knowledge management can be defined as the process of creating or acquiring knowledge to 
address gaps in the processes and outcomes of innovation and integrating it into the innovation 
process (Lubberink et al., 2017). In this regard, various tools can be identified. One is a knowledge 
repository for configuring, analyzing, and comparing multiple business models (Gottschalk et al., 
2023). Microsoft SharePoint, Confluence, and MediaWiki are examples of knowledge repositories. 
Also, learning-management systems (e.g., Moodle and Canvas) and document-management systems 
such as Dropbox and Google Drive are vital tools of knowledge management used by businesses 
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(Gupta et al., 2022). Decision-support systems (e.g., PowerBI) enhance and support organizations in 
decision-making processes (Kou et al., 2011).

In order not to remain solely within a theoretical framework, it is vital to consider how these 
RI dimensions can be applied practically. For example, Papagiannidis et al. (2023) provide practical 
insights, suggesting that companies must adopt new procedures when integrating AI to maintain 
competitive advantages and improve efficiency. These procedures can be linked to the RI dimensions. 
For instance, during the anticipation phase, companies evaluate how AI influences employees’ roles 
and responsibilities, as AI is usually employed to automate repetitive tasks that employees generally 
dislike. In the reflexivity phase, organizations must set clear procedures, encompassing ongoing 
critical assessments of the AI systems’ efficacy and addressing ethical considerations. The inclusion 
phase requires managers to establish transparent policies and guidelines that are well-communicated 
to and understood by employees. In terms of responsiveness, companies should use dashboards as 
an instrument for people and AI systems to communicate with each other. This ensures the company 
can quickly change in response to new ideas and challenges. Finally, for knowledge management, 
dashboards also function as information-management tools, monitoring key performance indicators 
and metrics, aiding in the integration of new knowledge into the innovation process.

Another practical aspect where RI can play a significant role is integrating AI into disruptive 
business models. As AI technologies continue to revolutionize various industries, they form the 
backbone of several innovative business models. Schmidt & Van der Sijde (2022) identify five 
archetypes of disruptive business models where AI can be a game-changer: (1) matchmakers, (2) 
standardizers, (3) service providers, (4) open collaborators, and (5) performance reducers. In the context 
of RI, these models must be approached with anticipation, reflexivity, inclusion, responsiveness, and 
knowledge management. For instance, AI algorithms in matchmaker models should anticipate the 
societal implications of data matching and ensure the privacy and security of user data. In open-
collaborator models, inclusion is vital as diverse stakeholder inputs should be sought to make the 
collaborative processes more transparent and ethically sound. Also, in the context of RI, fostering an 
inclusive environment is crucial. A key aspect of inclusion is encouraging employee participation in 
innovation communities. Wendelken et al. (2014) underline that these motivations can be extrinsic, 
like career advancement, learning opportunities, monetary rewards, and recognition, or intrinsic, such 
as altruism, a sense of community, enjoyment, and personal connection to the task.

Legal Dimension
Recent technological advancements in AI, cloud computing, 5G, and Web3 necessitate either 
more regulatory actions, which may include laws, regulations, and antitrust initiatives, or more 
international data standards, improved data architecture, and greater interoperability of data via 
improved interfaces (Dąbrowska et al., 2022). The findings of Halder et al. (2022) underscored the 
influence of legal policy on organizations’ privacy practices, emphasizing the pivotal role of legal 
frameworks in shaping responsible AI governance. The relevant legal frameworks for AI will depend 
on the specific context and application of AI challenges or following national or international laws. 
For instance, concerns about data privacy and protection have led to various laws and regulations 
worldwide. Table 3 compares some fundamental laws highlighting the differences in AI regulations 
between the EU and the United States (US). We employed descriptive and analytical approaches in 
our comparative analysis of AI legal frameworks between the EU and the US. We detailed specific 
laws and regulations in each region (descriptive comparison) and analyzed their implications for AI 
practices (analytical comparison). Furthermore, we contrasted the centralized legislative approach 
in the EU with the decentralized approach in the US, highlighting each system’s unique challenges 
and benefits.

The EU has proactively regulated AI, establishing a comprehensive regulatory framework 
prioritizing data protection and responsible AI development. General Data Protection Regulation 
(GDPR), a landmark piece of legislation, sets stringent standards for data collection, processing, and 
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Table 2. Criteria for responsible innovation
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usage, ensuring that individuals retain control over their personal information. Building upon GDPR, 
the EU advanced its regulatory framework by introducing the Data Governance Act (2021). This 
act was designed to bolster data governance, facilitate data sharing, and support the cultivation of 
responsible AI. In June 2023, the EU unveiled a revised version of the act, which broadened the scope to 
encompass a more comprehensive array of AI systems and reinforced a risk-based regulatory approach. 
Furthermore, it augmented the mandates for transparency and accountability while intensifying the 
antidiscrimination provisions, thereby setting a more robust standard for AI practices within the EU. 
Although these mandates are not exclusively AI-focused, they hold significant implications for the 
development and deployment of AI technologies. The Digital Services Act aims to regulate online 
platforms by introducing new requirements, such as conducting risk assessments, implementing 
transparency measures, and addressing illegal content. These requirements will significantly impact 
AI-powered platforms, such as those that use AI for content moderation or targeted advertising. 
The Digital Markets Act (DMA) aims to ensure fair competition in the digital market by imposing 
obligations on large online platforms’ gatekeepers, which will significantly impact large AI companies 
such as Google and Meta, as they are considered gatekeepers under the DMA.

AI regulation in the United States is currently a patchwork of state laws and regulations. There 
is no federal law that regulates AI explicitly, and the laws that do exist vary from state to state. This 
patchwork approach to AI regulation has some advantages and disadvantages. On the one hand, it 
allows states to experiment with different approaches to regulating AI and to tailor their laws to the 
specific needs of their residents. On the other hand, it can create uncertainty for businesses operating 
in multiple states and can make it difficult for consumers to understand their rights. Table 3 gives 
examples of laws in different US states.

AI and Sustainability
Definition of Sustainable AI
Van Wynsberghe (2021) defines sustainable AI as “a movement to foster change in the entire life 
cycle of AI products (i.e., idea generation, training, re-tuning, implementation, governance) towards 
greater ecological integrity and social justice” (p. 213). Bolte et al. (2022) drew from Van Wynsberghe 
(2021) to define sustainable AI in two dimensions: AI for sustainability, which involves using AI to 
achieve the United Nations’ sustainable development goals (SDGs), and sustainability of AI, which 
focuses on the environmental impacts of creating and utilizing AI technologies.

A comprehensive literature review made by Nishant et al. (2020) reveals that research on AI for 
sustainability is hindered by (1) excessive reliance on historical data in machine learning models, (2) 
uncertain human behavioral responses to AI-based interventions, (3) increased cybersecurity risks, 
(4) negative impacts of AI applications, and (5) difficulties in measuring the effects of intervention 
strategies. Sustainability is regarded as the triple bottom line (Elkington, 1998) of balancing the three 
components of economy, environment, and society, which align with the SDGs. Academic researchers 
such Yong et al. (2020) argue that these three aspects hold equal importance for a business’s success. 
This section investigates the relationship between AI and sustainability.

Opportunities and Challenges for AI for Sustainability
AI and Environment. AI has the potential to influence the environment in several areas positively. 
Gupta et al. (2023) provide compelling evidence of AI’s positive influence on sustainable 
entrepreneurship. Their extensive review highlights AI’s capacity to contribute to environmental and 
economic goals, particularly in developing nations. For instance, it can improve resource management 
by enhancing energy efficiency, optimizing water usage, and facilitating waste management (Ahmad et 
al., 2021). AI can also help mitigate climate change by reducing greenhouse-gas emissions, improving 
climate predictions, and enhancing disaster response (Saggar & Nigam, 2023). Also, AI can contribute 
to biodiversity conservation by monitoring species, restoring habitats, reducing marine pollution, 
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improving vegetation classification, enhancing agriculture, and monitoring forests (Nishant et al., 
2020). However, AI also negatively impacts the environment. Energy-intensive model training and 
power-consuming data centers can increase energy consumption (Strubell et al., 2020). Additionally, 
AI can generate e-waste (Contreras-Koterbay, 2020).

AI and Society. Both positive and negative societal alterations are possible as an outcome of AI. 
Let’s examine how it influences sectors such as health care and education, which serve as examples 
of AI’s widespread impact. In health care, AI can aid in diagnostics, treatment planning, and drug 
discovery, leading to better patient outcomes (Lee & Yoon, 2021). Yet privacy concerns with patient 
data, potential biases in AI algorithms influencing treatment recommendations (Lian et al., 2021), and 
unequal access to AI-powered health care remain significant obstacles despite these advancements 
(Kumar et al., 2021). In education, AI can facilitate personalized learning in education, thereby 
improving student outcomes and experiences (Luckin & Cukurova, 2019). Conversely, one of the 

Table 3. Some examples of AI laws in the EU and the US
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negative aspects of AI in education is the “digital divide,” which exacerbates inequalities between 
students with access to advanced technology and those without access. In regions like Africa, the 
educational divide is pronounced due to structural challenges and disparities among business operators, 
as Kazim (2021) detailed. While initiatives such as the African Union’s 2063 strategy aim to address 
this, the role of responsibly implementing AI to help bridge these gaps is significant. Yet overreliance 
on AI may reduce human interaction in education (M. U., 2023).

Moving from specific sectors to a more general perspective, some concerns include the potential 
malicious use of AI, especially in the military (Ayamga et al., 2021), the negative impact of fake news 
on the mental health of some people and their reputations (Bachura et al., 2022), and existing biases 
in algorithms contributing to adverse outcomes in areas such as e-justice (Fryer, 2020).

AI and Economy. The Economist (2017) proclaimed, “The world’s most valuable resource is 
no longer oil, but data.” According to Verhezen (2020), AI and algorithms will significantly change 
the competitive landscape. As a result of digitization, the economy is shifting from “financial 
capitalism” to “data capitalism” (p. 61); businesses and their boards need to alter their operational 
and strategic approaches to flourish in new ecosystems characterized by personalized services as 
integral components of digital-services strategies. The widespread adoption of AI technologies has 
the potential to impact the economy significantly both negatively and positively.

1.  Employment and workforce: AI has the potential to transform the workforce by automating 
tasks, increasing productivity, and creating new job opportunities in AI-related fields (Hunt et 
al., 2022). Yet job loss due to automation and the widening skills gap are concerns that need to 
be addressed (Georgieff & Hyee, 2022).

2.  Economic growth and productivity: AI can improve efficiency and productivity across industries, 
contributing to economic growth (PwC, 2018). On the other hand, AI may hamper economic 
growth and exacerbate income (Puaschunder, 2020).

3.  Businesses: AI positively alters human resource management within all phases: sourcing, hiring, 
and training (Vrontis et al., 2022). Also, by adopting AI in business-to-business marketing, Chen 
et al. (2022) found seven positive outcomes: efficiency improvements, accuracy improvements, 
better decision-making, customer relationship improvements, sales increases, cost reductions, and 
risk reductions. Conversely, AI could contribute to market monopolization through businesses’ 
exclusive ownership of original data sources (Rikap, 2022).

4.  Innovation and research: AI can spur innovation and the development of new products/services, 
accelerate research and development processes, and improve collaboration and information 
sharing (Guo et al., 2023).

5.  Financial services and fintech: AI can improve risk assessment, fraud detection, and trading, as 
well as enhance customer service and personal finance management (Boustani, 2022). However, 
AI may also increase systemic risk in financial markets and contribute to financial exclusion for 
vulnerable populations (Bookstaber, 2017).

6.  Agriculture and food industry: AI can optimize farming practices, increase crop yields, reduce 
food waste, improve supply-chain efficiency, and maximize land and water use (Bachmann et 
al., 2022). Despite these benefits, AI-driven farming may exacerbate existing inequalities in 
agriculture, and overreliance on AI may reduce resilience to unforeseen challenges (Gwagwa 
et al., 2021).

Best Practices for Responsible AI Development
Businesses must adopt best practices that consider AI systems’ environmental, social, and economic 
impacts to promote their responsible development. Some of these best practices include:
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1.  Aligning AI development with the SDGs: some of the most widely recognized frameworks used 
by businesses include the Global Reporting Initiative (Vigneau et al., 2015), the Sustainability 
Accounting Standards Board (Rodriguez et al., 2017), the Task Force on Climate-Related Financial 
Disclosures (Chua et al., 2022), and the United Nations Global Compact (Orzes et al., 2018).

2.  Promoting collaboration between AI developers, policymakers, and other stakeholders: collective 
impact is a practical framework to facilitate multi-stakeholder collaboration in sustainable AI 
development (Kania & Kramer, 2011; Chirumalla et al., 2022). This framework comprises five 
fundamental terms: establishing a common agenda, establishing shared measurement systems, 
engaging in mutually reinforcing activities, sustaining continuous communication, and having 
support organizations that serve as a backbone. Another framework is the Cynefin framework, 
which helps stakeholders address and select appropriate strategies for collaboration based on 
the problem’s characteristics (Snowden & Boone, 2007). Numerous tools and resources can 
also facilitate multi-stakeholder collaboration in AI and sustainability. For instance, Stakeholder 
Circle2 can assist in prioritizing stakeholders based on their importance and influence on the 
project. Platforms like Slack, Microsoft Teams, Basecamp, or Partnership Proposition Canvas 
also enhance communication, resource sharing, and project management among stakeholders.

DISCUSSIoN

The rapid advancements in AI are significantly reshaping the business world, creating a mix of 
opportunities and challenges. Plekhanov et al. (2022) note that digital transformation introduces 
complex strategic challenges, including the need for organizational awareness of AI principles, 
particularly in sustainability (Van Wynsberghe, 2021). This is exemplified by Demdoum et al. (2021), 
who observed a limited focus on environmental considerations in southeastern Algeria, reflecting 
a global trend of inadequate management of AI’s environmental impact (Kar et al., 2022). There’s 
a growing necessity for more effective governmental and consumer actions to promote sustainable 
AI practices.

Given these complexities, a comparison with existing frameworks can offer further insights. 
Scholars such as Mikalef et al. (2022), Dignum (2019), and Trocin et al. (2023) have documented the 
opportunities, challenges, and principles for RAI, and this study advances knowledge in this domain by 
providing a framework for implementing AI responsibly. From an international organization standpoint, 
OECD Principles on AI (2019) offer high-level, values-based principles for RAI, emphasizing benefits 
to people and the planet, transparency, and accountability. The European Commission’s Ethics 
Guidelines for Trustworthy AI (2019) identify seven trustworthiness requirements, ranging from 
human oversight to societal well-being (HLEGAI, 2019). From a scholar’s standpoint, Nylén (2021) 
provides a valuable framework focused on digital innovation strategy, emphasizing user experience, 
value proposition, digital evolution scanning, skills, and improvisation. Similarly, Correani et al. 
(2020) emphasize the importance of defining the scope of digital transformation, highlighting data’s 
critical role in supporting transformed activities, tasks, and services that create value for customers.

In contrast to these frameworks, the proposed integrative framework does not focus on one 
approach (i.e., users). It offers a comprehensive perspective by delving deeper into AI’s technical, 
legal, and sustainable aspects, potentially rendering it versatile and adaptable across various sectors. 
This breadth of analysis enables this study to cater to a diverse readership audience that includes data 
analysts, due to its technical depth, and legal and managerial policymakers, who may derive value 
from its implications for governance and strategic planning.

The strength of the proposed framework also resides in its potential generalizability across 
countries or regions. While the legal dimension may vary across jurisdictions due to the variety 
of AI-related laws and regulations, the underlying principles of responsible AI remain consistent. 
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Within this context, organizations must be aligned with local and international legislation to ensure 
the usefulness of implementation. Thus, adopting a comprehensive and integrative framework into 
the digital strategy is crucial to navigating AI challenges and ensures that organizations remain 
committed to fairness, accountability, transparency, and security as they innovate and scale. This 
study fosters awareness about RAI by highlighting ethical and legal considerations, encouraging 
stakeholder engagement, providing an integrative framework for responsible practices, and guiding 
diverse stakeholders toward ethical AI implementation.

Having outlined the strengths of the RAI framework, it is relevant to explore the policy 
implications of the current study, which are designed to benefit a broad spectrum of stakeholders in 
the field of AI, particularly businesses, developers, and policymakers:

• Businesses: the RAI framework serves as a comprehensive guide for companies to integrate AI 
responsibly, embodying the principles of responsible innovation (Stilgoe et al., 2013). It can 
enhance competitive advantage, improve customer trust, and mitigate AI deployment risks like 
biases or privacy violations. A primary implication recommends establishing an RAI assessment 
analogous to the IT Governance Assessment Process delineated by Peterson (2004) to thoroughly 
evaluate the framework’s dimensions and subdimensions. For instance, it is crucial to ensure 
that technical challenges, such as quantization error, are mitigated or resolved by providing 
adequate education to the team and, where necessary, implementing techniques like QEBVerif as 
a quantization error-bound verification method (Zhang et al., 2023). Within this context, Zhu et 
al. (2023) developed a multi-strategy relation extraction model to reduce noise in nonstructured 
teaching resources for online education, which aligns with our RAI framework’s emphasis on 
responsibly addressing technical challenges in AI deployment.

• Developers: AI developers can use the RAI framework as a blueprint for creating AI systems that 
are inherently responsible and aligned with ethical standards. While the technical dimension of the 
framework provides specific guidelines on principles like fairness, transparency, and safety, it’s 
essential to recognize that the technical dimension alone is insufficient for RAI. Developers are 
encouraged to consider their work’s broader ethical, social, and organizational implications. This 
comprehensive approach, which goes beyond mere technical solutions, can lead to the creation 
of AI systems that are more trustworthy, socially responsible, and aligned with human values.

• Policymakers: policymakers can draw valuable insights from the RAI framework in creating 
regulatory environments that foster responsible AI innovation and safeguard public interests. 
This is particularly relevant considering the varying approaches to AI regulation, as seen in the 
EU’s recent updates to the AI Act and the diverse state-level regulations in the US. The RAI 
framework’s principles provide a comprehensive basis for policymakers to navigate these differing 
legal landscapes, guiding AI development toward applications that are innovative, ethical, and 
beneficial to society across different jurisdictions.

Additionally, our study highlights the importance of shared responsibility among stakeholders. 
In line with Peterson’s (2004) definition of IT governance as a distribution of decision-making rights 
and responsibilities, our framework advocates for “fruitful collaboration” (Sartori & Theodorou, 
2022, p. 1) among various stakeholders, including policymakers, developers, and consumers, to 
effectively execute the framework. This perspective is consistent with the implications drawn 
by González-Tejero et al. (2023), who emphasize the need to build upon existing links between 
researchers, organizations, and governments. They argue for the development of principles to ensure 
the sustainable use of technologies and the implementation of infrastructures and systems that support 
the development of entrepreneurship in the digital-information revolution. Their findings reinforce our 
call for collaborative approaches in AI governance, underlining the significance of multi-stakeholder 
engagement in fostering responsible and sustainable AI practices. Furthermore, transparency in 
AI applications is a crucial policy implication, where regulatory bodies might mandate companies 
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to comprehensively disclose the nature, purpose, and methods of their AI deployments, ensuring 
adherence to RAI principles.

CoNCLUSIoN

In an era where AI rapidly transforms multiple domains and sectors, adopting and deploying 
RAI dimensions are more critical than ever. This study contributes to the field by presenting an 
integrated and comprehensive framework for RAI that not only encompasses technical principles 
such as accountability, privacy, transparency, safety, fairness, and autonomy but also extends to legal 
compliance, responsible innovation management, and alignment with SDGs. RIM is crucial, as it 
operationalizes ethical AI practices within corporate culture. Incorporating elements like anticipation 
and reflexivity ensures that organizations proactively identify and adapt to potential AI impacts, 
fostering ethical decision-making and inclusive stakeholder engagement. In parallel, the legal 
dimension is indispensable for navigating the complex legalities surrounding AI and safeguarding 
against potential ethical transgressions. While the RIM and legal dimensions play foundational roles 
in embedding responsible practices for AI, it’s important to emphasize that all framework dimensions, 
including the technical and sustainability dimensions, are integral and interdependent. This research’s 
primary scientific contribution lies in synthesizing these diverse dimensions into a cohesive framework, 
thereby offering a multifaceted approach to RAI that has not been extensively explored in existing 
literature that can be adopted globally. This study also serves as a valuable resource for stakeholders 
in AI for businesses seeking to navigate the complexities of RAI development and deployment, 
encouraging responsible use of AI technologies.

While the framework sets a foundational structure for RAI, it acknowledges the challenges in 
its implementation. The need for rigorous enforcement mechanisms and transparent accountability 
measures is emphasized, highlighting the practical aspects of applying the framework in real-world 
scenarios. Additionally, its global applicability and the requirement for customization according to 
varying legal jurisdictions underscore its versatility and adaptability. Despite these significant strides, 
it should be noted that the study has limitations in that it primarily focuses on business applications 
of AI and does not encompass the full spectrum of AI technologies, such as military applications.

This study paves the way for future academic research in AI and holds significant implications for 
the practical development and regulation of AI technologies. Comparative analysis could show how 
AI adoption varies across regions and its consequences. Developing indicators for each framework 
dimension can be helpful to assessment and evaluation instruments. Longitudinal studies observing 
changes over time may facilitate understanding the evolving nature of AI and its repercussions. 
Furthermore, an important direction for future research involves empirically applying our RAI 
framework in specific sectors, such as the technology industry, to test its principles and adaptability 
in real-world scenarios. This sector-specific application could provide deeper insights into our 
framework’s practical utility and effectiveness. In regard to regulatory implications, the comprehensive 
nature of our RAI framework offers a blueprint for shaping future legislation and policy decisions in 
AI. It underscores the need for adaptive regulatory measures to keep pace with AI’s rapid evolution, 
ensuring ethical, transparent, and inclusive practices are maintained as technology advances. This 
forward-looking approach is crucial for navigating the changing landscape of AI and ensuring its 
responsible evolution, both in development and regulation.
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