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ABSTRACT
This paper studies the achievable delay margin using lead-lag filter structures for Electric Power Steering
systems. We propose an approximation of the delay margin as an explicit function of filter parameters.
Our results provide useful guidelines for adjusting the different filter parameters to ensure system stability
in the presence of a time delay. Simulation results show that the proposed filter structures can attenuate
vibrations and improve steering feel and road feel. As a consequence, the influence of the delay on the
system can be minimised with little performance degradation.

ARTICLE HISTORY
Received 12 January 2022
Accepted 23 March 2023

KEYWORDS
Time-delay systems; electric
power steering; delay
margin; linear filters;
automotive control; steering
and road feel

1. Introduction

Thanks to technological advances, Electric Power Steer-
ing (EPS) is replacing hydraulic power steering. Among the
advantages of EPS, we can list: variable assistance gains, engine
independence, and fuel economy (Y. Li et al., 2018). However,
the design of control laws for EPS requires further robustness, in
particular, to copewith computational andmeasurement delays.

In this context, control laws were proposed to increase
robustness and improve performance. In D. Lee, Kim, et al.
(2018), the robustness of a linearised system is studied by
bounding the gain and phase margins, and an optimisation-
based computation of poles and zeros of a lead-lag compensator
is proposed. In Zaremba et al. (1997), the bandwidth is con-
sidered in an optimisation-based control law design to !nd a
balance between useful information transmitted to the driver
and disturbances. In Zaremba et al. (1998), an objective func-
tion allows to adjust the information transmitted from the road
to the driver. As performance indicators in EPS, we can con-
sider the driver’s steering feel and road feel (Marouf et al., 2012).
Steering feel is related to how the steering torque is transmit-
ted to the driver and how the vehicle responds to steering
wheel manoeuvres – see, e.g. Zaremba et al. (1998) and Y. Li
et al. (2018). In M. H. Lee et al. (2005), a torque map based on
a third-order polynomial was proposed to improve the steer-
ing sti"ness and return-to-centre performance of the steering
system. Moreover, to achieve a satisfactory road feel, the driver
must receive appropriate feedback from the forces generated by
the contact between the tire and the road – see, e.g. Sugitani
et al. (1997) andMarouf et al. (2012). In D. Lee et al. (2021), the
steering feel design problem is distinguished from the system
stability problem while tuning the !lter parameters. In those
papers, however, the impact of the delays on the stability of the
system has not been considered explicitly. To !ll this gap, in this
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paperwe study the delaymargin of themain feedback loop asso-
ciated with EPS systems. These delays are internal since they
are generated by the processing of local measurements and by
the time required to compute the control input in real time.
In contrast to the communication and network transmission
delays, the internal delays are generally small. Moreover, even
when they are time-varying, these delays remain bounded (X.
Li et al., 2009). As a consequence, the apparent delays can still
be made constant by bu"ering data up to a certain (known)
worst-case maximum delay, using a timestamp – see, e.g. D. Lee
and Spong (2006). On the other hand, in Baek and Kang (2020),
delays are introduced in the control law design to obtain a
given closed-loop convergence rate despite disturbances and
unmodelled dynamics.

Compared to other design speci!cations, the delay margin
is particularly important for EPS since, for these systems, feed-
back loop delays appear as the main destabilising term. Indeed,
for the delay-free dynamics, a proportional assistance scheme
results in a stable closed-loop for any control gain. In contrast,
a delay in the feedback loop can destabilise the system unless a
!ltering term is included to increase the delaymargin of the EPS
system. For this reason, the feedback loop analysed in our paper
consists of a stable second-order system in feedback with dif-
ferent !lter structures and is subject to delays. The considered
second-order system represents the pinion subsystem dynam-
ics, which is the EPS subset that ismost sensitive to delays. There
exists already a large literature on !lter design for EPS systems,
where optimal !lter parameters are proposed for a !xed !lter
structure. However, this is usually done without accounting for
the delays in the feedback loop – see, e.g. Zaremba et al. (1998)
and D. Lee, Kim, et al. (2018). In addition, most existing results
in this area aim to design!lters byminimising an objective func-
tion. To achieve the performance requirements of the steering

© 2023 Informa UK Limited, trading as Taylor & Francis Group

http://www.tandfonline.com
https://crossmark.crossref.org/dialog/?doi=10.1080/00207179.2023.2201648&domain=pdf&date_stamp=2023-04-26
http://orcid.org/0000-0003-0992-9417
mailto:ali.diab@centralesupelec.fr
mailto:alikdiab@outlook.com


2 A. DIAB ET AL.

system, they impose constraints on the !lter gain, such as the
phase margin and the location of poles and zeros, in general
leading to high-order !lters. Such high-order !lters are prone
to undesirable e"ects on the system. Moreover, the controller
synthesis accounting for these constraints imposes the resolu-
tion of a complex nonlinear optimisation problem. In contrast,
our results aim to maximise the delay margin using low-order
!lters, which lead to analytical bounds for the delay margin and
preserve the steering system performance.

In this paper, for several of the previously considered !lter
structures, we carry out the stability analysis, which provides
delay margin approximations in an explicit form as a func-
tion of the !lter parameters. Importantly, we have focused on
!lter structures for which an analytical bound for the delay
margin, or the delay margin itself, is explicitly obtained. For
the Proportional-Derivative (PD) !lter, a lower bound of the
derivative gain parameter is obtained, providing explicit lower
bounds of the achievable delay margin and an asymptotic value
of the optimal !lter parameter. The main bene!t of the pre-
sented results is that these explicit forms provide guidance for
the design of !lters that take into account delay margin require-
ments. In the case of the proportional-derivative !lter, the
obtained bounds are related to the results in D. Ma et al. (2019),
where the derivative gainmaximising the delaymargin has been
analysed for unstable systems.

The paper is organised as follows: Section 2 presents the EPS
systemmodel and introduces the considered !lter structures. In
Section 3, explicit equations of the delay margin are presented
with the di"erent !lter structures and present the main result
at Theorems 3.4 and 3.5. The simulation section compares the
performance of the !lters for selected !lter parameters; a com-
parison with a state-of-the-art controller is also included. The
mathematical proofs of the proposed results are given in the
Appendix.

2. EPSmodel and problem statement

We consider the following model for the EPS dynamics

Jwθ̈w = ks(θp − θw) − σwθ̇w + Td

Jpθ̈p = ks(θw − θp) − σpθ̇p − Tr + Ta,
(1)

where θw and θp are, respectively, the steering wheel angle and
the pinion angular position. The road reaction torqueTr and the
driver steering torque Td are inputs of the system. The sti"ness
ks of the torque sensor provides

Ts = ks(θw − θp),

the torque that appears in (1). Figure 1 shows the mechanical
model of an EPS system. The remaining model parameters and
their numerical values are reported in Table 1, in Section 4.

Figure 2 illustrates the control #ow chart of the proposed
control scheme of an electric power steering system. The
input u1 is the total torque applied to the pinion subsystem,
which is equal to the sum of the reaction torque associated with
the road torque Tr and the torque generated by the mechani-
cal link between the steering wheel and the pinion subsystems.
In a general form, we use the assist torque map κ : R → R,

Figure 1. Scheme of the EPS system.

Table 1. EPS parameters – see D. Lee, Kim, et al. (2018).

Symbol Description Value

ks torque sensor stiffness 143.24 Nm/rad
Jw steering wheel moment of inertia 0.044 Kg.m2

σw steering wheel viscous damping 0.25 Nm.s/rad
Jp pinion moment of inertia 0.11 Kg.m2

σp pinion viscous damping 1.35 Nm.s/rad
K assist gain 35

Figure 2. Block diagram of the EPS pinion subsystem.

and functions f : Rn × R → Rn, g : Rn × R → R to design the
assist torque T̄a as follows

Tref
a (t) = κ(θw(t) − θp(t))Ts(t)

ẋ(t) = f (x(t),Tref
a (t))

T̄a(t) = g(x(t),Tref
a (t))

Ta(t) = T̄a(t − τ ),

(2)

where x is the state variable of a !lter andTref
a is a signal de!ning

a reference for the assist torque (D. Lee, Yi, et al., 2018). The
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actual assist torque Ta corresponds to the output of the !lter T̄a
delayed by τ seconds.

Whenever the assist torque map κ is constant, that is κ(θw −
θp) = K, we say K > 0 is the assist gain – see, e.g. Yamamoto
et al. (2019). If, moreover, f and g are linear mappings, sys-
tem (2) is a linear system and it can be expressed in the Laplace
domain as

Ta(s) = Kks e−τ sC(s)(θw(s) − θp(s)), (3)

with C the Laplace transform of a linear !lter. The parameter K
is determined by a steady-state analysis of the system. In steady
state, K is proportional to the ratio between the road torque
and the driver torque. For a given road condition, if the value
of K is small, the force applied by the driver should be higher
to compensate for the road reaction forces. Therefore, the value
of K is chosen to limit the forces the driver must apply, which
guarantees a certain level of comfort from the assisted system.

The resulting linear system (1)–(3) is represented in Figure 3
with its intermediate signals as in (2). In this paper, we study
the feedback loop introduced by the delayed control law in the
pinion subsystem. Namely, we focus on the subsystem depicted
in Figure 4. More precisely, we study the stability of the transfer
function between u1 and θp given by

G(s) = 1
Kks




Kks

Jps2+σps+ks

1 + Kks
Jps2+σps+ks

C(s) e−τ s



 .

De!ning ω0 =
√

ks
Jp and ζ = σp

2
√

ksJp
, and introducing s̄ = s

ω0

and τ̄ = τω0, we have that the above transfer function is
expressed as

G(s̄) = 1
Kks

(
P(s̄)

1 + P(s̄)C(s̄) e−τ̄ s̄

)
, (4)

Figure 3. Block diagram of the EPS system.

Figure 4. Block diagram of the pinion subsystem.

Table 2. Filter structures.

C1(s) C2(s) C3(s) C4(s) C5(s)

1 s
ωa

+ 1
s
ωa

+1
s
ωb

+1
s2+2ζf s+1(
s
ωp

+1
)(

s
ωq

+1
)

(s2+2ζf s+1)
(

s
ωa

+1
)

(
s
ωp

+1
)(

s
ωq

+1
)

with

P(s̄) = K
s̄2 + 2ζ s̄ + 1

. (5)

For a given control law C(s̄), the delay margin (Middleton
& Miller, 2007) of the pinion subsystem (4) is de!ned by

'τ̄ = sup {τ̄ ≥ 0 : G(s̄) is stable ∀ τ ≤ τ̄ } .

Remark 2.1: Since the actual s̄ is a scaling of s, the delay mar-
gin is given by 'τ = 'τ̄/ω0 in the above expressions. To keep
the notation simple, we will use s instead of s̄ in the rest of the
paper. Thus, when using G(s) and P(s), we refer to (4) and (5),
respectively.

The goal of this paper is to compute delay margin estimates
of the feedback loop for !ve di"erent structures of the linear !l-
terC. These structures are partially inspired by approaches from
the literature, for instance those in Zaremba et al. (1997) and
D. Lee, Kim, et al. (2018), where !xed-structure compensators
have been proposed to stabilise the system andminimise torque
vibrations. The suggested structures combine traditional lead-
lag compensators. In particular, we will study the structures ofC
presented in Table 2: C1 is the !lter without any compensation,
C2 is an ideal PD !lter where ωa is the inverse of the deriva-
tive coe$cient, while C3 adds extra dynamics to the PD !lter
to make it proper and to reduce the high-frequency gain (D.
Lee, Kim, et al., 2018). The !lterC4 is de!ned to compensate for
the dynamics of the second-order system and impose a second-
order behaviour with two real poles (Zaremba et al., 1997) to
provide an improved delay margin. Finally, to prevent the per-
formance degradation of C4, the !lter C5 combines C4 and
C2. For an EPS system without delay, when the system distur-
bances are not considered, the stability of the feedback loop can
be achieved without using a !lter, taking C1(s) = 1. However,
when time delays are included in the feedback loop, we pro-
pose to introduce a cascade of N lead-lag !lters, where N is
determined by the desired robustness level of the system. In this
paper, we focus on !lters with a limited order to allow an ana-
lytical computation of the delay margin or a lower bound of it
as a function of the !lter parameters. Moreover, in applications,
low-order!lters are often preferred because of their simplicity of
implementation (Chen et al., 2008). Note that the !lter param-
eters are usually chosen based on the parameters of the EPS
system, namely the assist gain K and the damping coe$cient ζ .
Below, we will omit the dependence of the !lter parameters on
the EPS system parameters, hence, when there is no ambiguity,
we will write ωi instead of ωi(K, ζ ), for i ∈ {a, b, p, q}.

3. Robustness with respect to delays

In this section, we study the e"ect of the !lter parameters on the
delay margin of the EPS system for the di"erent !lter structures
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considered in Table 2. A separate study of each !lter is detailed
below.

3.1 Delaymargin with C1

We start analysing the robustness of the system without any
compensation !lter, that is for C(s) = 1. The following result
is well known. Its proof can be found in Niculescu (2001,
Proposition 4.20 and Proposition 4.22).

Proposition 3.1: Let G be given by (4), with P given by (5), where
K> 0 and ζ > 0.

(i) The delay margin of G with C = C1 is in!nite if and only
if

K ≤ 1 and ζ 2 >
1 −

√
1 − K2

2
; (6)

(ii) If (6) does not hold, then the delay margin'τ̄ is given by

'τ̄ =






tan−1 2ζ ω̂c
ω̂2
c−1

ω̂c
, if ω̂c > 1,

π

2
, if ω̂c = 1,

− tan−1 2ζ ω̂c
1−ω̂2

c
+ π

ω̂c
, if ω̂c < 1,

where

ω̂c =

√
2 − 4ζ 2 +

√
(2 − 4ζ 2)2 − 4 + 4K2

2
. (7)

The following corollary gives an explicit upper bound for the
delay margin in the case of Item (ii) of Proposition 3.1. This
upper bound explicitly shows the dependence of the delay mar-
gin in terms of the assist gain K, which is the main parameter
that limits the delay margin.

Corollary 3.2: If (6) does not hold, the delay margin is a strictly
decreasing function of K and is upper-bounded by

'τ̄ ≤






4ζ
−4ζ 2 +

√
(2 − 4ζ 2)2 − 4 + 4K2

, if ω̂c > 1,
π

2
, if ω̂c = 1,

√
2π

√
2 − 4ζ 2 +

√
(2 − 4ζ 2)2 − 4 + 4K2

, if ω̂c < 1.

(8)

The proof of the above corollary relies on Lemma A.1 in the
Appendix.

Remark 3.1: From the expressions (7) and (8), for a !xed ζ ,
there exist K0(ζ ) and α(ζ ) such that, for all K ≥ K0, we have
'τ̄ ≤ α/K. From this upper bound we can thus observe that a
large value of the assist gain K results in a small delay margin.
Moreover, from (6), for K ≤ 1 there always exist a value of ζ such

that the delay margin is in!nite. Since ζ depends only on the sys-
tem parameters σp, ks, and Jp, and since K is a design parameter,
using (6) we can always obtain an in!nite delay margin with

0 < K <





2ζ
√
1 − ζ 2, if 0 < ζ ≤

√
1
2
,

1, otherwise.

One should stress that, even if theoretically the delay margin can
be increased by decreasing the value of K, in practice this cannot
be done since the parameter K describes the amount of assistance
provided to the driver.

3.2 Improving the delaymargin with the lead !lter C2

In this section,we consider the second-order stable system in (5)
in feedback with the !lter

C2(s) = s
ωa

+ 1. (9)

The proposition below characterises the delay margin for sys-
tem (4) with C = C2 in terms of the parameter ωa.

Proposition 3.3: Let G be given by (4), with P given by (5), where
K> 0 and ζ > 0.

(i) The delay margin of G with C = C2 is in!nite if and only
if

K ≤ 1 and
1
ω2
a

<
2
√
1 − K2 + 4ζ 2 − 2

K2 . (10)

Moreover, there exists a value of ωa such that (10) holds if
and only if (6) holds;

(ii) If (10) does not hold, then the delay margin 'τ̄ (ωa) as a
function of ωa is given by

'τ̄ (ωa) =





tan−1 ω̃c(ωa)
ωa

+ tan−1 2ζ ω̃c(ωa)
ω̃2
c (ωa)−1

ω̃c(ωa)
, if ω̃c(ωa) > 1,

π

2
+ tan−1 1

ωa
, if ω̃c(ωa) = 1,

tan−1 ω̃c(ωa)
ωa

− tan−1 2ζ ω̃c(ωa)
1−ω̃2

c (ωa)
+ π

ω̃c(ωa)
, if ω̃c(ωa) < 1,

(11)

where

ω̃c(ωa)

=

√√√√√
K2

ω2
a

+ 2 − 4ζ 2 +
√(

K2

ω2
a

+ 2 − 4ζ 2
)2

− 4 + 4K2

2
.

(12)

The proof of the above proposition is given in the Appendix.
Note that when (6) is satis!ed the delay margin of G with C1 is
in!nite, it is therefore useless to add a lead !lter C2 in this case
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to increase the delay margin. Moreover, when (6) is satis!ed,
condition (10) can also be satis!ed provided a large value of the
parameter ωa is used, and thus an in!nite delay margin can be
achieved. For this reason, the next theorem is restricted to the
case where (6) is not satis!ed. In this case, we also have that (12)
is strictly positive.

Determining from (11) an explicit expression for the value of
the parameter ωa that maximises the delay margin can be di$-
cult. Nevertheless, we can obtain upper bounds for the values of
ωa that maximise the delay margin as in the following theorem.

Theorem3.4: If (6) does not hold true, themaximumdelaymar-
gin of G with K> 0, ζ > 0, and C = C2, is attained at ωa = ω∗

a
satisfying

ω∗
a(ζ ,K) < ω̄∗

a(ζ ,K),

where the upper bound ω̄∗
a(ζ ,K) is expressed as

(I) 4
√

1
5 (4 + 8K2 + 4c21 + 64c42), if K> 1 and K ≥ 2ζ ,

(II) 4
√

1
5 (4 + 8K2c0 + 4c21c20 + 64c42c40), if K ≤ 1 and K ≥ 2ζ ,

(III) 4
√
4 + 4K2 + 2(c21 + c23) + 32(c42 + c44), if K> 1 and K <

2ζ ,
(IV) 4

√
4 + 4K2c0 + 2(c21 + c23)c20 + 32(c42 + c44)c40, if K ≤ 1

and 2ζ
√
1 − ζ 2 < K < 2ζ ,

where c0 = 2−4ζ 2√
(2−4ζ 2)2−4+4K2

, c1 = 4ζK2ω̂2
c

(ω̂2
c−1)2 , c2 = 4ζK2

(ω̂2
c−1)2 , c3 =

K2π
ω̂c

, and c4 = K2π
ω̂3
c
, with ω̂c as in (7).

First note that the four cases of Theorem 3.4, depicted in
Figure 5, correspond to the set of values for K and ζ that do
not satisfy (6). The proof of the above theorem is detailed in the
Appendix. It is divided into three steps. The !rst step concerns
the four cases and shows that there exists a maximum value for
the delay margin as a function of the parameter ωa. The second
step details how the bounds are obtained for cases I and II, while
the !nal step shows how to obtain the bounds for cases III and
IV.

For a !xed value of K and for several values of ζ , the upper
bounds ω̄∗

a (given by Theorem 3.4) are compared in Figure 6
to the !lter parameters ω∗

a that maximise the delay margin
(obtained by computing the optimal value of the delay mar-
gin with a line search). The curves for the delay margin as
a function of ωa were plotted from relations (11)-(12). One
can observe from this !gure that the sharpness of the obtained
bound depends on the value of ζ .

Using Proposition 3.3, we can compute the delay margin for
each !xed value of ωa. The value of ωa that provides the max-
imal delay margin is denoted ω∗

a(K, ζ ). The uniqueness of this
optimum, for large values of K, is proven in Theorem 3.5 below.
Moreover, even if an analytical expression of ω∗

a is not available,
the following result shows that the value of ω∗

a does not depend
on ζ , and it gives an asymptotic estimation of its value, for large
values of K.

Figure 5. The four different cases where (6) does not hold true.

Figure 6. Delay margin as a function of ωa as in (11)–(12), for K = 35 and for
different values of ζ : The crosses in red correspond to the optimal delay mar-
gin for each value of ω∗

a , while the blue circles provide the upper bound ω̄
∗
a and

the corresponding delay margin using (11)–(12) and the bounds of ω∗
a , given by

Theorem 3.4.

Theorem 3.5: For any !xed value of ζ > 0, we have

lim
K→+∞

ω∗
a(K, ζ )
α
√
K

= 1,

where α > 0 is the unique solution of the implicit equation

β(α)

αγ (α)
tan−1 β(α)

α
−
β2(α) + β2(α)

α2γ (α)

1 + β2(α)
α2

= 0, (13)

with β(α) =

√
1
α2

+
√

1
α4

+4
2 and γ (α) =

√
1
α4

+ 4.

The proof of the above theorem is detailed in the Appendix.

Remark 3.2: The nonlinear equation (13) can be solved numer-
ically, and it gives an approximate value α ≈ 0.7820.
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Using Item (ii) of Proposition 3.3 and the lower bounds for
tan−1 from Mortici and Srivastava (2014, Equation (1)), the
delay margin'τ̄ (ωa) of (4) satis!es

'τ̄ (ωa) ≥
tan−1 ω̃c(ωa)

ωa

ω̃c(ωa)
> h̄(ωa), ∀ ωa,

where

h̄(ωa) = 3
ωa + 2

√
ω2
a + ω̃2

c (ωa)
.

With the above lower bound for 'τ̄ given by h̄(ωa) and the
asymptotic behaviour given by Theorem 3.5 we can state:

Corollary 3.6: The optimal value of the delay margin of (4) with
C = C2 is lower bounded as

'τ̄ (ω∗
a(K, ζ )) >

3

α
√
K + 2

√
α2K + ω̃2

c (α
√
K)

,

where α is the solution to (13) and ω̃c is de!ned as in (12).

3.3 Analysis of the lead-lag !lter C3

A lead compensator increases the system crossover frequency
and makes the plant very sensitive to high-frequency noise. To
mitigate the high-frequency noise ampli!cation while making
the !lter proper, we can replace C2(s) by a lead-lag !lter as

C3(s) =
s
ωa

+ 1
s
ωb

+ 1
, ωa, ωb > 0.

The frequency ωb should be selected to prevent delay margin
deterioration. The goal of this section is to obtain the achiev-
able delaymargin with a lead-lag structure. Namely, to study the
e"ect of parametersωa andωb on the delaymargin of system (4)
controlled by C3.

Proposition 3.7: Let G be given by (4), with P given by (5), where
K> 0 and ζ > 0.

(i) The delay margin of G with C = C3 is in!nite if and only if





K ≤ 1,
ω2
b ≥ 2 − 4ζ 2,
1
ω2
b

− K2

ω2
a

≥ 2 − 4ζ 2,
or

{
K ≤ 1,
−4p3 − 27q2 < 0,

(14)
where

p = 1 − (2 − 4ζ 2)2

3
−
(
2 − 4ζ 2

3
+ K2

ω2
a

)
ω2
b −

ω4
b
3

and

q = 2 − 4ζ 2

3
− 2(2 − 4ζ 2)3

27

+
(
2
3

− K2 − (2 − 4ζ 2)2

9
− (2 − 4ζ 2)K2

3ω2
a

)
ω2
b

+
(
2 − 4ζ 2

9
+ K2

3ω2
a

)
ω4
b +

2ω6
b

27
;

(ii) If (14) does not hold, and ωb ≥ ωa, then, the delay margin
'τ̄ (ωa,ωb) is given by

'τ̄ (ωa,ωb) =





tan−1 (ωb−ωa)ωc
ωbωa+ω2

c
+ tan−1 2ζωc

ω2
c−1

ωc
, if ωc > 1,

π

2
+ tan−1 ωb − ωa

ωbωa + 1
, if ωc = 1,

tan−1 (ωb−ωa)ωc
ωbωa+ω2

c
− tan−1 2ζωc

1−ω2
c

+ π

ωc
, if ωc < 1,

where ωc is a function of ωa and ωb, given by the maximum
real positive root of the polynomial equation

ω6
c
ω2
b

+
(

1 − 2 − 4ζ 2

ω2
b

)

ω4
c −

(
K2

ω2
a

+ 2 − 4ζ 2 − 1
ω2
b

)

ω2
c

+ 1 − K2 = 0.

Proof: Similar to the proof of Proposition 3.3. !

Proposition 3.8: Given the system in (5) without delay, the
system is unstable with !lter C3 if and only if

ωb
ωa

<

ωb+Kωb
ωb+2ζ − 1 − 2ζωb

K
.

Proof: The claim is an immediate consequence of the Routh
stability criterion in dimension 3, as detailed in Zabczyk (2002,
Theorem 2.4). !

In Figure 7, for the pair of parameters K = 35 and ζ = 0.17,
we depict the delay margin contours as a function of the param-
eters ωa and ωb of the !lter C3. To simplify the illustration of
these curves we use ωa = ρωb, with positive values of ρ. The
dashed black curve gives the value of ρ that maximises the delay
margin, as a function of ωb, de!ned by

ρ∗(ωb) = argmax
ρ

{'τ̄ (ρωb,ωb)},

which is obtainedwith a line search; at every pointωb, we obtain
the value of ρ that maximises the delay margin.

As indicated by Theorem 3.5, for large values of K, the
asymptotic behaviour of the optimal values of parameter ωa,
using C2, is ω∗

a(K, ζ ) ≈ α
√
K. In Figure 7, the solid line cor-

responds to ωa = α
√
K, thus to the points verifying ρ =

α
√
K/ωb. For large values of ωb, !lter C3 is equivalent to !l-

ter C2. Hence, following Theorem 3.5, with a large value of K
(which is the case in the example since K = 35), we should
retrieve themaximal values of the delaymargins achievablewith
C2 takingω∗

a(K, ζ ) = α
√
K, for large values ofωb. For large val-

ues of ωb, we also observe this asymptotic behaviour when the
optimal delay margin curve approaches the predicted curve for
C2.
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Figure 7. Delay margin contours, in (ms), for K = 35 and ζ = 0.17.

3.4 Dynamic compensation-based !lters C4 and C5

Finally, we consider the !lter

C4(s) =
s2 + 2ζf s + 1

(
s
ωp

+ 1
) (

s
ωq

+ 1
) , (15)

already studied inZaremba et al. (1997). Imposing ζf = ζ in this
!lter introduces a compensation of the stable dynamics of P(s)
and transforms it into

L(s) = P(s)C4(s)

= K
s2 + 2ζ s + 1

s2 + 2ζ s + 1(
s
ωp

+ 1
) (

s
ωq

+ 1
)

= K
s2

ωpωq
+ 2

(
1

2ωp + 1
2ωq

)
s + 1

.

From this expression, the analysis of !lter C4 can be derived
from Proposition 3.1, since it is the same transfer function for
the feedback loop of the system, with

ζ =
(
1
2

√
ωq

ωp
+ 1

2

√
ωp

ωq

)

and ω0 = √
ωpωq. (16)

Moreover, to further increase the delay margin, the !lter (15)
could also be combined with a lead compensator (9), thus
resulting in the !lter

C5(s) =

(
s2 + 2ζf s + 1

) ( s
ωa

+ 1
)

(
s
ωp

+ 1
) (

s
ωq

+ 1
) .

In this case, the analysis is equivalent to that of Section 3.2 since

L(s) = P(s)C5(s)

=
K
(

s
ωa

+ 1
)

s2
ωpωq

+ 2
(

1
2ωp + 1

2ωq

)
s + 1

.

Unlike the lead and lead-lag !lters, where themaximum achiev-
able delay margin with !xed values of K and ζ is limited
when (6) does not hold, the !lters C4 and C5 can arbitrarily
increase the delay margin of a stable system by compensating
systempoles and introducingwell-damped ones. However, even
if the !lter zeros exactly compensate the system poles, a well-
damped system dynamics can decrease the performance of the
system in terms of the steering feel and the road feel.

3.5 Stability of the coupled system and disturbance
rejection

In contrast with the previous sections, where the coupling
between the two subsystemswas not taken into account, here we
analyse the stability of the electric power steering system con-
sidering the coupling between the steering wheel and the pinion
subsystems.Moreover, the sensitivity of the proposed controller
with respect to input disturbances is also considered.

Usually, in an electric power steering system, the driver
torque is estimated using the torque sensor. In fact, the driver
torque can be written as Td = Ts + δd = ks(θw − θp) + δd,
where δd is the error between the driver torque input Td and
the measured signal Ts. Introducing this last expression in (1),
the electric power steering system can be represented in the Lin-
ear Fractional Transformation (LFT) form as shown in Figure 8,
where v is de!ned as

v(s) =
(e−τ s − 1)ks(θw(s) − θp(s))

τ s
and the system. is de!ned by

ks(θw(s) − θp(s)) = Gv(s)v(s) + Gd(s)δd(s) + Gr(s)Tr(s),
(17)

where

Gv(s) = − τ sKksC(s)
Jps2 + σps + ks + KksC(s)

,

Gd(s) =
(Jps2 + σps)ks

(Jps2 + σps + ks + KksC(s))(Jws2 + σws)
,

and

Gr(s) = ks
Jps2 + σps + ks + KksC(s)

.

Figure 8. LFT representation of the EPS system.
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Note that
∣∣∣∣
e−τ s − 1
τ s

∣∣∣∣ ≤ 1.

From the above feedback loop, we can analyse the stability with
respect to the delay by applying the small gain theorem (Lu
et al., 1991), therefore yielding the stability of the feedback loop
if

|Gv(s)| ≤ 1.

Moreover, to guarantee disturbance rejection with respect to
road torque noise, the !lter must ensure a small magnitude
for the transfer function Gr in the high-frequency range. At
steady state, the magnitude of the transfer function Gr is equal
to 1/(1 + K), for all structures of !lters C. This transfer func-
tion must also have a su$cient bandwidth to provide the
driver a feedback torque of the forces acting on the wheels (X.
Ma et al., 2018). In addition, to guarantee disturbance rejec-
tion with respect to driver torque estimation error, the !lter
must ensure a small magnitude for the product Gd(s)δd(s)
over the whole frequency range. At steady state, from (1), we
have Td(0) = ks(θw(0) − θp(0)), hence δd(0) = 0 and therefore
|Gd(0)δd(0)| = 0. In the high-frequency range, the magnitude
of the transfer function Gd must be small. In Section 4.6, these
criteria on the transfer functionsGd andGr are checked over the
whole frequency-domain range to assess disturbance rejection
for the considered set of system and control parameters.

Remark 3.3: In standard vehicle designs, a self-alignment torque
is produced at the wheels, aiming to return them to the centre posi-
tion. This torque results from the reaction forces generated by the
contact between the tires and the road. Even if this torque stabilises
the steering system and increases its robustness, in the stability
analysis of the coupled system, we considered the worst-case sce-
nario, in which Tr = 0Nm – see, e.g. Diab et al. (2022). Therefore
the above analysis is pessimistic since it neglects an additional
stabilising torque.

4. Simulations

To illustrate the theoretical results of Section 3, we simulate the
EPS systemusing the parameter values detailed inTable 1. These
values are taken from D. Lee, Kim, et al. (2018), in which a
standard column-type EPS system is considered (correspond-
ing to a Hyundai Motors i30 vehicle). In Sections 4.1 and 4.2,
we illustrate numerically the results of Theorems 3.4 and 3.5
obtained for the lead !lter C2. These simulations give an insight
of the delaymargin achievable usingC2. Then, in Section 4.3, we
compare the delay margins obtained using the !lter structures
described in Table 2. Afterward, in Section 4.4, we compare
these !lters considering the steering and road feel performances
of the EPS system. In Section 4.5, we test the robustness of
our !lter face to a time-varying delay. Finally, in Section 4.7,
we provide a comparison with a recent controller in the liter-
ature (D. Lee, Kim, et al., 2018), where the controller design
is based on the solution to an optimisation problem without
taking into account the delay margin of the system. To present
realistic values for parameters ωa, ωb, ωp, and ωq, we use their
actual (non-normalised) values (see Remark 2.1).

4.1 Maximumachievable delaymargin with a lead !lter

In Figure 9(a), we consider the plant (5) with the !lter C2, in
which we allow the assist gain K to vary in the interval [1, 100],
!xing ζ = 0.17, see Table 1. For each value ofK, we compare the
value of ω∗

a(K, ζ ) with its upper bound and its asymptote α
√
K

using the results of Theorems 3.4 and 3.5, respectively. For a
large value of the assist gainK, Figure 9(a) illustrates the asymp-
totic behaviour outlined in Theorem 3.5. Figure 9(b) shows the
delaymargin obtained using the three values presented in Figure
9(a), namely, the optimal value ω∗

a(K, ζ ), its upper bound, and
its asymptotic value. Note that the delaymargin curve computed
with ωa = ω∗

a is an upper bound for the other two curves and
converges asymptotically to the red curve, for large values of K.
Since our !lters were designed for a normalised frequency, the
delaymargins for the actual systemare recovered by dividing the
result by ω0 (which is dimensionless). Figure 9(b) shows that,
for K > 1, the maximum achievable delay margin with !lter C2
is limited.

4.2 Analytical approximation of the delaymargin for the
lead !lter

In the remainder of this section, we !x K = 35 and ζ = 0.17,
as in D. Lee, Kim, et al. (2018). Following Proposition 3.3, we
compute the maximum achievable delay margin for K = 35,
which is equal to'τ̄ (ω∗

a(35, 0.17)) = 3.58ms. In Theorem 3.4,
we showed that for a given value of the assist gain K and a given
value of the damping coe$cient ζ of the EPS system, the value of
the lead !lter parameter that maximises the delay margin of the
EPS system is upper-bounded by ω̄∗

a . Then, to estimate the delay
margin achievablewith a lead!lter, we approximate the parame-
ter of the lead !lter by the explicit value of its upper boundωa =
ω̄∗
a , given in Theorem 3.4. For ωa = ω̄∗

a = 40.39Hz, the delay
margin is 3.27ms compared to the maximum achievable delay
margin 3.58ms obtained at ωa = ω∗

a = 27.48Hz. The value ω∗
a

giving the maximum delay margin is obtained by solving the
implicit equation corresponding to (A9) in the Appendix, with
its left-hand side set to zero. Figure 10 shows the achievable
delay margin of the EPS system with a lead !lter in function
of the !lter parameter. The !gure illustrates that Theorem 3.4
gives a close approximation of the achievable delay margin.

4.3 Comparison between the delaymargins of the
di"erent !lter structures

Recall thatC1(s) = 1. For the lead !lterC2, we set the parameter
of this !lter at the value ωa = ω∗

a that achieves the maximum
delay margin. For the lead-lag !lter C3, we chose ωa = ω∗

a in
the same way as for the lead !lter and we add a lag that corre-
sponds to a more realistic implementation of this !lter, !xing
the parameter ωb to the highest possible value allowed by the
sensor noise level. Following D. Lee, Kim, et al. (2018), we set
ωb to 159.15Hz.

EPS systems must have su$cient bandwidth to respond
seamlessly to the fastest driver inputs while maintaining road
feel through the mechanical steering mechanism (Marouf
et al., 2012). In D. Lee, Kim, et al. (2018), a nonlinear optimi-
sation problem is solved to maximise the phase margin and the
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Figure 9. (a) Upper bound and asymptotic value ofω∗
a as a function of K. (b) Comparison between the different delay margin bounds (for filter C2) with the choice ofωa

resulting from Theorems 3.4 and 3.5.

Figure 10. Delay margin as a function of ωa , for K = 35 and ζ = 0.17: The red
cross corresponds to the optimal delay margin for the optimal value ω∗

a , while the
blue circleprovides theupperbound ω̄∗

a and the correspondingdelaymargin, given
by Theorem 3.4.

gain margin of the controlled system. In Zaremba et al. (1998),
the bandwidth is considered in the optimal synthesis proce-
dure of the controller to balance between useful information
transmitted from the road to the driver and the unwanted dis-
turbance and noise. In our approach, we select C4 to satisfy the
following items:

(i) Compensate the dynamics of the EPS system, that is ζf = ζ ;
(ii) Preserve the bandwidth for the initial EPS system, that is

ωpωq = ω2
0;

(iii) Set the delay margin to 5.00ms.

Finally, the parameters of the !lter C5 are selected to satisfy
the following items:

(i) Compensate the dynamics of the EPS system, that is ζf = ζ ;

(ii) Preserve the same bandwidth for the initial EPS system,
that is ωpωq = ω2

0;
(iii) Set the delay margin to 5.00ms with ωa = ω∗

a .

Table 3 summarises the values of the !lter parameters and
the corresponding delay margin for the system parameters of
Table 1, and three values for parameter σp: σp = 1.35Nm.s/rad,
σp = 12.18Nm.s/rad, and σp = 16.79Nm.s/rad. A higher
delay margin can be achieved with the !lters C4 and C5 follow-
ing the discussion in Section 3.4. However, this degrades the
performance of the system, evaluated in terms of steering and
road feel. The di"erences in the performance between two !lters
giving the same delay margin are discussed below.

4.4 Comparison between di"erent !lter structures in
terms of steering feel and road feel

We now set the value of the delay in the feedback loop to τ =
4ms. We will study three di"erent cases corresponding to the
three di"erent values of parameter σp detailed in Table 3.

To illustrate the behaviour of the obtained !lters, we consider
two criteria. The !rst criterion (the ‘road feel’), is assessed by
the driver torque Td that would be required to keep the steer-
ing wheel at θw = 0 deg. Namely, the torque T∗

d satisfying T
∗
d =

−ksθp. In this situation, the input to the steering wheel dynam-
ics (in the bottom of Figure 3) is equal to zero. This torque from
the driver then eliminates the e"ect of the road reaction torque
on the steering wheel. From the system equations, we obtain the
following transfer function

T∗
d (s)

Tr(s)
= ks

Jps2 + σps + ks + KksC(s) e−τ s
. (18)

An illustrative frequency response of the transfer function (18)
is represented in Figure 12(b). Steering systems must have suf-
!cient bandwidth to respond seamlessly to the driver fastest
inputs while at the same time preserving the feel of the
road through the mechanical steering mechanism (Zaremba
et al., 1997). Moreover, the resonance peak must be limited to
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Table 3. Delay margin of the pinion subsystem obtained with the different filter structures analysed in this paper.

Filter C1(s) C2(s) C3(s) C4(s) C5(s)

Structure 1 s
ωa

+ 1
s
ωa

+1
s
ωb

+1

s2

ω20
+ 2ζ
ω0

s+1
(

s
ωp

+1
)(

s
ωq

+1
)

(
s2

ω20
+ 2ζ
ω0

s+1
)(

s
ωa

+1
)

(
s
ωp

+1
)(

s
ωq

+1
)

Filter parameters (Hz) ωa = 27.48 ωa = 27.48 ωp = 1.07 ωp = 2.13
σp = 1.35 Nm.s/rad ωb = 159.15 ωq = 30.75 ωq = 15.50

ωa = 35.67
Delay margin (ms) 0.27 3.58 2.69 5.00 5.00
Filter parameters (Hz) ωa = 35.67 ωa = 35.67 ωp = 1.07 ωp = 2.13
σp = 12.18 Nm.s/rad ωb = 159.15 ωq = 30.75 ωq = 15.50

ωa = 35.67
Delay margin (ms) 2.54 5.00 4.13 5.00 5.00
Filter parameters (Hz) ωa = 39.15 ωa = 39.15 ωp = 1.07 ωp = 2.13
σp = 16.79 Nm.s/rad ωb = 159.15 ωq = 30.75 ωq = 15.50

ωa = 35.67
Delay margin (ms) 3.64 5.87 5.00 5.00 5.00

Notes: The default system parameters are reported in Table 1. Additional settings of pinion damping σp were considered to
increase the value of the delay margin.

Figure 11. Torque map of the EPS.

prevent vibrations in the steering wheel that can worsen the
driver feeling of the road forces. For the second criterion (the
‘steering feel’), the EPS system is simulated under a steering
input signal given by a sinusoid of amplitude 30 deg and of
frequency 0.2Hz, applied during a single period. Di"erently
from the ‘road feel’ assessment test, a nonlinear torque map, the
function κ in (2), has been included to provide a more realis-
tic representation of the steering feel (Y. Li et al., 2018, Figure
8). The considered torque map is represented in Figure 11.
For the obtained trajectory, we plot the driver steering torque
Td as a function of the steering wheel angle θw. The steering
feel is quanti!ed from the ‘hysteresis’ curves of driver steering
torque versus steering wheel angle given by sinusoidal input.
The amplitude of the steering wheel angle for the zero steer-
ing wheel torque is used to quantify the hysteresis. The higher
the hysteresis is, the worse the steering feel is for the driver. An
illustration of the hysteresis curve is provided in Figure 12(d).

First case (σp = 1.35Nm.s/rad). In this case, for !lters C1,
C2, and C3, the feedback loop is unstable since the Nyquist
plots of C1,C2, and C3 encircle the critical point (Figure 12(a)).
Indeed, the delaymargins inTable 3 are smaller than 4ms forC1,

C2, and C3, when σp = 1.35Nm.s/rad. In Figure 12(b), for C4
and C5, the closed-loop transfer function of the road reaction
torque to the driver torqueT∗

d exhibits two resonant frequencies.
These resonances may produce vibrations that are transmitted
to the steering wheel and degrade the road feel. Figure 12(c)
shows the time response of the torque required by the driver to
lock the steering wheel in the centre position for an input road
torque signal given by a sequence of constant values. The !gure
shows that the response with !lter C5 presents a slightly faster
response and smaller overshoot. For the same delay margin, the
!lter C4 has poorer performance than C5. As shown in Figure
12(d), the!lterC4 presents a larger hysteresis, associatedwith an
increased damping of the steering system. This slightly reduces
the steering feel. Moreover, the !lters C4 and C5 allow for arbi-
trarily high delay margins, a property that cannot be obtained
using C2 (see Proposition 3.3). However, the !lters C2 and C5
are not realistic. For this reason, we must consider the second
and third cases described below, where we increase the value of
the pinion damping to make !lter C3 stable in the presence of
the prescribed delay.

Second case (σp = 12.18Nm.s/rad). In this case, except
for C1, all !lters considered in Table 2 ensure a stable feed-
back loop – see Table 3. With !lter C2, the feedback loop can
achieve a delay margin of 5.00ms. But, since this is an ideal !l-
ter, the value of the pinion damping has to be further increased
to achieve a delay margin of 5.00ms with !lter C3, which can be
implemented physically.

Third case (σp = 16.79Nm.s/rad). As in the previous case,
except for C1, all !lters considered in Table 2 ensure a stable
feedback loop with the delay τ = 4ms, as it can be observed
in Figure 13(a). In Figure 13(b), we show that !lter C3 can
improve the bandwidth of the closed-loop transfer function of
the road reaction torque to the driver torque T∗

d and reduce
the resonant frequency. Figure 13(c) shows that the response
with the !lter C3 presents a slightly smaller time constant but
also reduced overshoot. The !lter C4 has a poorer perfor-
mance than C3 for the same delay margin. As shown in Figure
13(d), !lter C4 presents a larger hysteresis, associated with an
increased damping of the steering system. This hysteresis gen-
erates an additional force that the driver must provide during
manoeuvres.



INTERNATIONAL JOURNAL OF CONTROL 11

Figure 12. First case (σp = 1.35 Nm.s/rad). Top: (a) Nyquist plot of L(s) = P(s)C(s) e−τ s. (b) Frequency responses of the road reaction torque to the driver torque. Bottom:

Driver comfort assessment tests. (c) Driver torque for a road torque input given by a square signal. (d) Hysteresis curve to assess the steering feel.

Table 4. Summary of the comparison between the five considered filter structures.

Filter Advantages Drawbacks

C1 Standard filter in the case without delay Poor delay margin
C2 Increases the delay margin Preserves steering system performance Limited delay margin Non-causal filter
C3 Increases the delay margin Preserves steering system performance Limited delay margin
C4 Arbitrarily high delay margin Degrades the steering system performance
C5 Arbitrarily high delay margin Degrades the steering system performance Non-causal filter

Table 4 summarises the advantages and drawbacks of each
!lter structure in terms of the stability margins as well as the
performance of the steering system.

4.5 Time-varying delay case

In this section, we consider !lter C3 with σp = 16.79Nm.s/rad,
which is the one that provided the best performance in
Section 4.4. For this !lter, we simulate a time-varying delayed
signal to test its robustness to a time-varying delay. The tests
were carried out considering time-varying delays within the
delay range for which the stability is guaranteed for !xed delays.
We considered a time-varying delay (in ms) of the form

τ (t) = τ0 + ε sin(ωt),

where τ0 = 4ms. Simulations are illustrated in Figures 14(a,b),
where the considered values of parametersω and ε are provided
in the legend of each plot. It is shown that the variations of the
delay around a constant average value, as in the above expres-
sion, do not have a signi!cant e"ect on the performance of the
!lter.

4.6 Controller sensitivity with respect to rejection of
disturbances

In this section, we also consider !lter C3 with σp = 16.79
Nm.s/rad. For this !lter, we plot in Figure 15 the Bode diagrams
of the transfer functions Gd and (1 + K)Gr . We considered a
constant delay τ = 4ms. It is shown that the magnitudes of the
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Figure 13. Third case (σp = 16.79 Nm.s/rad). Top: (a) Nyquist plot of L(s) = P(s)C(s) e−τ s. (b) Frequency responses of the road reaction torque to the driver torque. Bottom:

Driver comfort assessment tests. (c) Driver torque for a road torque input given by a square signal. (d) Hysteresis curve to assess the steering feel.

Figure 14. Driver comfort assessment tests for σp = 16.79 Nm.s/rad, with a time-varying delay. (a) Driver torque for a road torque input given by a square signal. (b)
Hysteresis curve to assess the steering feel.
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Figure 15. Frequency responses of the transfer function Gd , Gr , and Gv for σp =
16.79 Nm.s/rad, with a constant delay τ = 4ms.

transfer functions Gd and Gr are small in the high-frequency
range. Moreover, the transfer functionGr has a su$ciently large
bandwidth that provides the driver feedback on the force acting
on the wheels.

4.7 Comparisonwith existing results

In this section, a comparison with a recent state-of-the-art con-
troller is carried out. For the parameters values given in Table 1
with σp = 1.35Nm.s/rad, the selected optimal controller pro-
posed in D. Lee, Kim, et al. (2018) is a cascade of three lead-lag
!lters, given by

C6(s) =
( s
55.3 + 1

) ( s
32.7 + 1

) ( s
80.2 + 1

)
( s
1000 + 1

) ( s
6 + 1

) ( s
713 + 1

) .

The design of the above control does not take into account
delays in the loop. We measured the delay margin of the above

Figure 16. Driver comfort assessment tests for σp = 1.35 Nm.s/rad, with a constant delay τ = 1.5ms. (a) Driver torque for a road torque input given by a square signal.
(b) Hysteresis curve to assess the steering feel.

controller to be 1.8ms, which is signi!cantly smaller in compar-
ison to the delay margin of 2.69ms of C3. Moreover, for a delay
of 1.5ms, we apply the road feel and steering feel tests and, for
both tests, a worse performance is obtained for C6 as illustrated
in Figure 16.

5. Conclusions

Motivated by its applications to the analysis of EPS systems
stability, we studied a feedback loop consisting of a second-
order system in feedback with a control !lter and delays. Since
the analytic expression of exact delay margins is di$cult to
obtain, explicit formulas to lower bound them were proposed.
For di"erent !lter con!gurations, we showed that improved
delay margins could be obtained by reducing the assist gain or
by increasing the damping of the system. However, in addition
to the robustness with respect to delays, the simulation results
indicate that an increased damping can have a negative impact
on the subjective steering feel and road feel performances.
Future work will propose a trade-o" between performance
measures (in terms of steering feel and road feel) and delay
margins.
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Appendix 1. Technical proofs
The following lemma, see Boros and Moll (2005) and D. Ma et al. (2019),
will be used to prove Proposition 3.3 and at several other places of the paper.

Lemma A.1: Suppose that ξ ≥ 0, η ≥ 0. Then,

(i) tan−1 ξ + tan−1 η =






tan−1 ξ + η

1 − ξη
, ξη < 1,

π

2
, ξη = 1,

tan−1 ξ + η

1 − ξη
+ π , ξη > 1;

(ii) tan−1 ξ − tan−1 η = tan−1 ξ−η
1+ξη ;

(iii) ξ
1+ξ2 ≤ tan−1 ξ ≤ ξ ;

(iv) 0 ≤ tan−1 ξ < π
2 .

Proof of Proposition 3.3: Item (i). Let ω̃c(ωa) be the unity-gain crossover
frequency of the open-loop transfer function P(s)C2(s). If it exists, the
frequency ω̃c(ωa) is necessarily a positive real root of the polynomial
equation

ω̃4
c (ωa) −

(
K2

ω2
a

+ 2 − 4ζ 2
)
ω̃2
c (ωa) + 1 − K2 = 0. (A1)

Observe that the closed-loop delay margin is in!nite if and only if the
Nyquist diagram of the open-loop transfer function does not intersect the
unity gain circle (at a strictly positive frequency). Hence, to have an in!nite
delay margin, the above polynomial should not have any strictly positive
real root. By Routh’s criterion, this is equivalent to condition (10) of the
Proposition’s !rst item.

Item (ii). The open-loop transfer function is given by

P(s)C2(s) =
K
(

s
ωa

+ 1
)

s2 + 2ζ s + 1
. (A2)

Denote by p1 and p2 the two poles of the system. Since the system is stable,
there exist two real numbers α > 0 and β ≥ 0 such that p1 = −α + jβ and
p2 = −α − jβ . From (A2), we have α = ζ and α2 + β2 = 1.

De!ne s = jω. The phase of the open-loop transfer function is given by

φ(ω) = tan−1 ω

ωa
− tan−1 ω + β

α
− tan−1 ω − β

α
− π .

The delay margin is given by

'τ̄ (ωa) = φ(ω̃c(ωa)) + π

ω̃c(ωa)
,

where

ω̃c(ωa) =

√√√√√
K2

ω2
a

+ 2 − 4ζ 2 +
√(

K2

ω2
a

+ 2 − 4ζ 2
)2

− 4 + 4K2

2

is the largest root of Equation (A1). Indeed, d
dω ( φ(ω)+π

ω ) is a strictly
decreasing function of ω. Using Lemma A.1.(i), we obtain the solutions of
the delay margin'τ̄ (ωa) stated in the proposition. !

Proof of Theorem 3.4: At the optimal valueω∗
a we have that

d'τ̄
dωa (ω∗

a) = 0.
Based on this observation, we have that any interval I = [ω̄∗

a ,∞) satisfying
d'τ̄ (ωa)

dωa ≤ 0, ∀ωa ∈ I, yields an upper bound ω̄∗
a for ω∗

a . The goal in the
steps detailed below is to obtain small values for ω̄∗

a .
First step. Consider the derivative of ω̃c(ωa) in (12) with respect to ωa,

dω̃c(ωa)

dωa
= − K2X(ωa)

ω3
aω̃c(ωa)

, (A3)

where

X(ωa) = ω̃2
c (ωa)√(

K2

ω2
a

+ 2 − 4ζ 2
)2

− 4 + 4K2
. (A4)

Since we assume that (6) does not hold, following Proposition 3.3.(i), con-
dition (10) does not hold. Therefore ω̃c(ωa) is well de!ned and ω̃c(ωa) is
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well de!ned and veri!es ω̃c(ωa) > 0, ∀ωa > 0. Moreover,
√(

K2

ω2
a

+ 2 − 4ζ 2
)2

− 4 + 4K2 > 0, ∀ ωa > 0,

therefore X(ωa) > 0, hence (A3) is negative. It follows that ω̃c(ωa) is a
strictly decreasing function of ωa. In addition, from (12) we have

lim
ωa→+∞

ω̃c(ωa) = ω̂c,

with ω̂c as in (7). Since ω̃c is strictly decreasing on ωa, the above limit
implies

ω̃c(ωa) > ω̂c, ∀ ωa > 0. (A5)
In (A4), replacing the expression of ω̃c(ωa) given by (12) leads to

X(ωa) =
K2

ω2
a

+ 2 − 4ζ 2 +
√(

K2

ω2
a

+ 2 − 4ζ 2
)2

− 4 + 4K2

2
√(

K2

ω2
a

+ 2 − 4ζ 2
)2

− 4 + 4K2
. (A6)

We can show that

X(ωa) ≤
{
1, if K > 1,
c0, if K ≤ 1 and 2ζ

√
1 − ζ 2 < K.

(A7)

Indeed, since we assume that (6) does not hold let us consider the two cases
below:

• For K > 1, (cases I and III)

K2

ω2
a

+ 2 − 4ζ 2 <

√(
K2

ω2
a

+ 2 − 4ζ 2
)2

− 4 + 4K2, ωa > 0.

This implies that, from (A6), X(ωa) ≤ 1;
• For K ≤ 1 and 2ζ

√
1 − ζ 2 < K, (cases II and IV)

K2

ω2
a

+ 2 − 4ζ 2 ≥

√(
K2

ω2
a

+ 2 − 4ζ 2
)2

− 4 + 4K2, ωa > 0.

In this case, from (A6), we have

X(ωa) ≤
K2

ω2
a

+ 2 − 4ζ 2
√(

K2

ω2
a

+ 2 − 4ζ 2
)2

− 4 + 4K2
< c0,

where the second inequality is obtained by observing that, in this case,
the function X(ωa) is strictly increasing, and by letting ωa → ∞.

Second step. For K ≥ 2ζ (cases I and II), from (7) we obtain ω̂c(K, ζ ) ≥
1. Indeed, the function ω̂c is strictly increasing with respect to K and
ω̂c(K, ζ ) = 1 when K = 2ζ . Moreover, from (A5), we have ω̃c(ωa) > ω̂c,
∀ωa > 0 which gives ω̃c(ωa) > 1, ∀ωa > 0. In this case, using Item (ii) of
Proposition 3.3, we have

'τ̄ (ωa) =
tan−1 ω̃c(ωa)

ωa
+ tan−1 2ζ ω̃c(ωa)

ω̃2
c (ωa)−1

ω̃c(ωa)
, (A8)

of which the derivative with respect to ωa gives

d'τ̄ (ωa)

dωa
= d

dωa




tan−1 ω̃c(ωa)

ωa
+ tan−1 2ζ ω̃c(ωa)

ω̃2
c (ωa)−1

ω̃c(ωa)



 .

Multiplying the above expression by ω̃2
c (ωa), we obtain

ω̃2
c (ωa)

d'τ̄ (ωa)

dωa

=
ω̃c(ωa)

d
dωa

(
ω̃c(ωa)
ωa

)

1 + ω̃2
c (ωa)
ω2
a

− dω̃c(ωa)

dωa
tan−1 ω̃c(ωa)

ωa

+
ω̃c(ωa)

d
dωa

(
2ζ ω̃c(ωa)
ω̃2
c (ωa)−1

)

1 +
(

2ζ ω̃c(ωa)
ω̃2
c (ωa)−1

)2 − dω̃c(ωa)

dωa
tan−1 2ζ ω̃c(ωa)

ω̃2
c (ωa) − 1

. (A9)

From (12), we have the following derivatives

d
dωa

(
ω̃c(ωa)

ωa

)
= − ω̃c(ωa)

ω2
a

− K2X(ωa)

ω4
aω̃c(ωa)

(A10)

and

d
dωa

(
2ζ ω̃c(ωa)

ω̃2
c (ωa) − 1

)
= 2ζK2(ω̃2

c (ωa) + 1)X(ωa)

ω3
aω̃c(ωa)(ω̃2

c (ωa) − 1)2

= −2ζ(ω̃2
c (ωa) + 1)

(ω̃2
c (ωa) − 1)2

(
dω̃c(ωa)

dωa

)
. (A11)

Replacing (A3), (A10), and (A11) in (A9) and using Item (iii) of
Lemma A.1, in the Appendix, we have

ω̃2
c (ωa)

d'τ̄ (ωa)

dωa

≤
− ω̃2

c (ωa)
ω2
a

− K2X(ωa)
ω4
a

1 + ω̃2
c (ωa)
ω2
a

+ K2X(ωa)

ω4
a

(
1 + 4ζωaω̃

2
c (ωa)

(ω̃2
c (ωa) − 1)2

)

=
− ω̃2

c (ωa)
ω2
a

+ K2X(ωa)
ω4
a

(
ω̃2
c (ωa)
ω2
a

+ 4ζω2
aω̃

2
c (ωa)+4ζ ω̃4

c (ωa)
ωa(ω̃2

c (ωa)−1)2

)

1 + ω̃2
c (ωa)
ω2
a

=
ω̃2
c (ωa)
ω2
a

(
−1 + K2X(ωa)

ω4
a

(
1 + 4ζω3

a+4ζωaω̃2
c (ωa)

(ω̃2
c (ωa)−1)2

))

1 + ω̃2
c (ωa)
ω2
a

.

Now consider the term ω̃2
c (ωa)

(ω̃2
c (ωa)−1)2 in the above expression, we have

d
dω̃2

c (ωa)

(
ω̃2
c (ωa)

(ω̃2
c (ωa) − 1)2

)
= 1 − ω̃4

c (ωa)

(ω̃2
c (ωa) − 1)4

,

and since 1 ≤ ω̂c < ω̃c(ωa), we can conclude that ω̃2
c (ωa)

(ω̃2
c (ωa)−1)2 is a strictly

decreasing function of ω̃c(ωa). Thus
ω̃2
c (ωa)

(ω̃2
c (ωa)−1)2 <

ω̂2
c

(ω̂2
c−1)2 , and we obtain

ω̃2
c (ωa)

d'τ̄ (ωa)

dωa

<




ω̃2
c (ωa)
ω2
a

1 + ω̃2
c (ωa)
ω2
a




(
K2X(ωa)

ω4
a

(
1 + 4ζωa(ω̂

2
c + ω2

a)

(ω̂2
c − 1)2

)
− 1

)
.

Using
ω̃2c (ωa)

ω2a

1+ ω̃2c (ωa)

ω2a

< 1 gives

ω̃2
c (ωa)

d'τ̄ (ωa)

dωa
<

K2X(ωa)

ω4
a

(
1 + 4ζωa(ω̂

2
c + ω2

a)

(ω̂2
c − 1)2

)
− 1.

With the upper bounds of X(ωa) in (A7), the above inequality yields

• For K > 1, (case I)

ω̃2
c (ωa)

d'τ̄ (ωa)

dωa
<

K2 + c1ωa + c2ω3
a − ω4

a
ω4
a

;

• For K ≤ 1, (case II)

ω̃2
c (ωa)

d'τ̄ (ωa)

dωa
<

K2c0 + c1c0ωa + c2c0ω3
a − ω4

a
ω4
a

.

The above expressions can be used to obtain values of ω̄∗
a , from which

we have d'τ̄ (ωa)
dωa < 0, ∀ωa > ω̄∗

a . Note, however, to obtain values bound-
ing the set where d'τ̄ (ωa)

dωa < 0, we must !nd roots of the polynomials
K2 + c1ωa + c2ω3

a − ω4
a and K2c0 + c1c0ωa + c2c0ω3

a − ω4
a . To obtain an
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explicit expression for ω̄∗
a , given by the explicit solution of a polynomial of

degree 4, we introduce upper-bounds on the right-hand side of the above
inequalities by applying the Cauchy–Schwarz inequality either to the terms
c1ωa and c2ω3

a , or to the terms c1c0ωa and c2c0ω3
a . The above inequality

gives

• For K > 1, (case I)

ω̃2
c (ωa)

d'τ̄ (ωa)

dωa
<

K2 + c21
2 + ω2

a
2 + 2c22ω2

a + ω4
a
8 − ω4

a
ω4
a

;

• For K ≤ 1, (case II)

ω̃2
c (ωa)

d'τ̄ (ωa)

dωa
<

K2c0 + c21c
2
0

2 + ω2
a
2 + 2c22c20ω2

a + ω4
a
8 − ω4

a
ω4
a

.

Again, applying the Cauchy–Schwarz inequality to the term ω2
a , c22ω2

a ,
and c22c20ω2

a , we obtain

• For K > 1, (case I)

ω̃2
c (ωa)

d'τ̄ (ωa)

dωa
<

K2 + c21
2 + 1

2 + ω4
a
8 + 8c42 + ω4

a
8 + ω4

a
8 − ω4

a
ω4
a

;

• For K ≤ 1, (case II)

ω̃2
c (ωa)

d'τ̄ (ωa)

dωa
<

K2c0 + c21c
2
0

2 + 1
2 + ω4

a
8 + 8c42c40 + ω4

a
8 + ω4

a
8 − ω4

a
ω4
a

.

Thus, from the roots to the right-hand side of the above two inequalities,
we get directly the explicit upper bound ω̄∗

a stated in the theorem for which
d'τ̄ (ωa)

dωa is negative for all ωa ≥ ω̄∗
a .

Third step. The argument invoked at the beginning of the Second step,
for K < 2ζ (cases III and IV), gives ω̂c < 1. From (12), we can show
that ω̃c(ωa) < 1 if and only if ωa > K√

4ζ 2−K2
. Then, in this case, the set

{ωa | ω̃c(ωa) < 1} is not empty. Therefore, given any pair (K, ζ ) in the set
III ∪ IV, from Item (iv) of Lemma A.1, we have, for all ωa > 0,

max
ω̃c(ωa)>1

{
tan−1 2ζ ω̃c(ωa)

ω̃2
c (ωa) − 1

}

<
π

2
< min
ω̃c(ωa)<1

{
− tan−1 2ζ ω̃c(ωa)

1 − ω̃2
c (ωa)

+ π

}
. (A12)

Moreover, since
tan−1 ω̃c(ωa)

ωa
ω̃c(ωa)

is a decreasing function with respect to ω̃c(ωa),
we also have, for all ωa > 0,

max
ω̃c(ωa)>1

{
tan−1 ω̃c(ωa)

ωa

ω̃c(ωa)

}

< min
ω̃c(ωa)<1

{
tan−1 ω̃c(ωa)

ωa

ω̃c(ωa)

}

. (A13)

Using (A12), (A13), and Proposition 3.3.(ii), we can show that, for all ωa >
0, the delay margin in the case where ω̃c(ωa) < 1 (which is only possible
in the cases III and IV) is larger than the delay margin in the case where
ω̃c(ωa) ≥ 1. For this reason, and using the fact that the set {ωa | ω̃c(ωa) >
1} is not empty, we consider the case where ω̃c(ωa) < 1 to maximise the
delay margin. In this case, from (11), we have

'τ̄ (ωa) =
tan−1 ω̃c(ωa)

ωa
− tan−1 2ζ ω̃c(ωa)

1−ω̃2
c (ωa)

+ π

ω̃c(ωa)
.

From the above expression, we then follow closely the developments start-
ing from (A8) in the above Second step, which we omit for brevity, to arrive
at the following expressions

• For K > 1, (case III)

ω̃2
c (ωa)

d'τ̄ (ωa)

dωa
<

4 + 4K2 + 2(c21 + c23) + 32(c42 + c44) − ω4
a

4ω4
a

;

• For K ≤ 1 and 2ζ
√
1 − ζ 2 < K, (case IV)

ω̃2
c (ωa)

d'τ̄ (ωa)

dωa
<

4 + 4K2c0 + 2(c21 + c23)c20 + 32(c42 + c44)c40 − ω4
a

4ω4
a

.

Finally, from the right-hand side of the last inequality, we get directly
the explicit upper bound ω̄∗

a stated in the theorem. !

We provide here the following lemma, which is used in the proof, given
below, of Theorem 3.5.

LemmaA.2: For any scalar K> 0, let the function Z : R>0 × R>0 → R>0
be de!ned as

Z(ωa,K) = Y(ωa,K) tan−1 ω̄c(ωa,K)

ωa
−
ω̄2
c (ωa,K) + ω̄c(ωa ,K)

ωa
Y(ωa,K)

1 + ω̄2
c (ωa ,K)

ω2
a

,

(A14)
where

ω̄c(ωa,K) =

√√√√ K2

ω2
a

+
√

K4

ω4
a

+ 4K2

2
and Y(ωa,K) = K2ω̄c(ωa,K)

ωa
√

K4

ω4
a

+ 4K2
.

(A15)
Moreover, let the function ψ : R>0 → R>0 be de!ned as

ψ(ϑ) = β(ϑ)

ϑγ (ϑ)
tan−1 β(ϑ)

ϑ
−
β2(ϑ) + β2(ϑ)

ϑ2γ (ϑ)

1 + β2(ϑ)
ϑ2

, (A16)

where

β(ϑ) =

√√√√ 1
ϑ2 +

√
1
ϑ4 + 4

2
and γ (ϑ) =

√
1
ϑ4 + 4. (A17)

The functions Z and ψ have the following properties:

(i) There exists a unique solution α > 0 of the implicit equation ψ(ϑ) =
0.

(ii) For any η ∈ R>0 and K ∈ R>0, we have Z(α
√
Kη,K) = ψ(αη).

(iii) For any !xed value of K> 0, the equation Z(ωa,K) = 0 admits a
unique solution ωa = α

√
K.

Proof: Item (i). Let us !rst show that dψ(ϑ)
dϑ < 0. The derivative of ψ with

respect to ϑ is given by

dψ(ϑ)

dϑ
= d

dωa

(
β(ϑ)

ϑγ (ϑ)

)
tan−1 β(ϑ)

ϑ
−

β(ϑ)
ϑ

d
dϑ

(
β(ϑ)
ϑγ (ϑ)

)

1 + β2(ϑ)
ϑ2

−
2β(ϑ) dβ(ϑ)

dϑ

1 + β2(ϑ)
ϑ2

+
β2(ϑ) d

dϑ

(
β2(ϑ)
ϑ2

)

(
1 + β2(ϑ)

ϑ2

)2 +
β2(ϑ)
ϑ2γ (ϑ)

d
dϑ

(
β2(ϑ)
ϑ2

)

(
1 + β2(ϑ)

ϑ2

)2 .

From (A17), we have d
dϑ ( β(ϑ)

ϑγ (ϑ) ) < 0 for all ϑ > 0. Using Lemma A.1.(iii),
the above expression is upper-bounded by

dψ(ϑ)

dϑ
≤ −

2β(ϑ) dβ(ϑ)
dϑ

1 + β2(ϑ)
ϑ2

+
β2(ϑ) d

dϑ

(
β2(ϑ)
ϑ2

)

(
1 + β2(ϑ)

ϑ2

)2 +
β2(ϑ)
ϑ2γ (ϑ)

d
dϑ

(
β2(ϑ)
ϑ2

)

(
1 + β2(ϑ)

ϑ2

)2 .

(A18)
From (A17), we have

dβ(ϑ)

dϑ
= − 1

ϑ3β(ϑ)




1
ϑ2 +

√
1
ϑ4 + 4

2
√

1
ϑ4 + 4



 .

Using the fact that 0 <
1
ϑ2

+
√

1
ϑ4

+4

2
√

1
ϑ4

+4
≤ 1 and since 1

ϑ3β(ϑ)
> 0, the above

equation gives

− 1
ϑ3β(ϑ)

≤ dβ(ϑ)

dϑ
< 0. (A19)



INTERNATIONAL JOURNAL OF CONTROL 17

Using (A19), we have

d
dϑ

(
β2(ϑ)

ϑ2

)
= 2β(ϑ)

ϑ2

(
dβ(ϑ)

dϑ
− β(ϑ)

ϑ

)
< 0. (A20)

Then, since the last term in (A18) is negative, it gives

dψ(ϑ)

dϑ
<

−2β(ϑ)
(
1 + β2(ϑ)

ϑ2

)
dβ(ϑ)
dϑ + β2(ϑ) d

dϑ

(
β2(ϑ)
ϑ2

)

(
1 + β2(ϑ)

ϑ2

)2

(A20)=
−2β(ϑ) dβ(ϑ)

dϑ − 2β3(ϑ)
ϑ2

dβ(ϑ)
dϑ + 2β3(ϑ)

ϑ2

(
dβ(ϑ)
dϑ − β(ϑ)

ϑ

)

(
1 + β2(ϑ)

ϑ2

)2

=
−2β(ϑ) dβ(ϑ)

dϑ − 2β4(ϑ)
ϑ3

(
1 + β2(ϑ)

ϑ2

)2

(A19)<
2
ϑ3 − 2β4(ϑ)

ϑ3
(
1 + β2(ϑ)

ϑ2

)2 .

Using the fact that, from (A17), we have β(ϑ) > 1, the above inequality
gives

dψ(ϑ)

dϑ
< 0.

Therefore, the function ψ(ϑ) is a strictly decreasing function with respect
to ϑ .

To obtain existence and uniqueness of a solution toψ(ϑ) = 0, we show
that limϑ→0 ψ(ϑ) > 0 and limϑ→+∞ ψ(ϑ) < 0. From (A17), we have

lim
ϑ→0

β(ϑ)
1
ϑ

= 1 (A21)

and

lim
ϑ→0

γ (ϑ)
1
ϑ2

= 1. (A22)

We also have
lim

ϑ→+∞
β(ϑ) = 1 (A23)

and
lim

ϑ→+∞
γ (ϑ) = 2. (A24)

Then, let us consider the expression of ψ(ϑ) in (A16). Using (A21)
and (A22), namely by replacing β(ϑ) by 1

ϑ and replacing γ (ϑ) by 1
ϑ2 , we

obtain

lim
ϑ→0

ψ(ϑ) = π

2
− lim
ϑ→0

β2(ϑ) + β2(ϑ)
ϑ2γ (ϑ)

1 + β2(ϑ)
ϑ2

= π

2
.

And, using (A23) and (A24), namely by setting β(ϑ) = 1 and γ (ϑ) = 2,
we obtain

lim
ϑ→+∞

ψ(ϑ) = 0 − lim
ϑ→+∞

β2(ϑ) + β2(ϑ)
ϑ2γ (ϑ)

1 + β2(ϑ)
ϑ2

= −1.

Therefore, sinceψ(ϑ) is positive near zero, negative at+∞, and it is contin-
uous and a strictly decreasing function with respect to ϑ , then, the solution
of ψ(ϑ) = 0 exists and is unique.

Item (ii). To show that, for any η ∈ R>0 and K ∈ R>0, we have
Z(α

√
Kη,K) = ψ(αη), consider (A14) and (A15) to obtain

Z(α
√
Kη,K) = Y(α

√
Kη,K) tan−1 ω̄c(α

√
Kη,K)

α
√
Kη

−
ω̄2
c (α

√
Kη,K) + ω̄c(α

√
Kη,K)

α
√
Kη

Y(α
√
Kη,K)

1 + ω̄2
c (α

√
Kη,K)

α2Kη2

,

ω̄c(α
√
Kη,K) =

√√√√ K2

α2Kη2 +
√

K4

α4K2η4
+ 4K2

2

=
√
Kβ(αη),

and

Y(α
√
Kη,K) = K2ω̄c(α

√
Kη)

α
√
Kη
√

K4

α4K2η4
+ 4K2

= K2√Kβ(αη)

α
√
KηK

√
1

α4η4
+ 4

= Kβ(αη)

αηγ (αη)
.

Replacing the expression of ω̄c(α
√
Kη,K) and Y(α

√
Kη,K) in the expres-

sion of Z(α
√
Kη,K) and simplifying withK, we thus have, for any η ∈ R>0

and K ∈ R>0, Z(α
√
Kη,K) = ψ(αη), where ψ is given by (A16).

Item (iii). For a !xed value of K, suppose that ωa = x∗ is a solution to
Z(ωa,K) = 0. From Item (ii), we have Z(α

√
Kη,K) = ψ(αη).

Take η = x∗

α
√
K
, we obtain

ψ

(
x∗
√
K

)
= 0

since by assumption Z(x∗,K) = 0. Then, from Item (i), we must have

x∗
√
K

= α.

Therefore, ωa = x∗ = α
√
K is the unique solution of Z(ωa,K) = 0. !

Proof of Theorem 3.5: The goal in the steps detailed below is to obtain the
asymptote ofω∗

a , the value ofωa yielding the optimal delaymargin'τ̄ (ωa),
as K tends to +∞.

First step. For any !xed value of ζ > 0, using the results of Theorem 3.4
(case I), there exist a scalar δ > 0, where ω∗

a(K, ζ ) < δ
√
K as K tends to

+∞. Then, from (12), for any ωa < δ
√
K we have

lim
K→+∞

ω̃c(ωa,K, ζ )√
K2
ω2a

+
√

K4
ω4a

+4K2

2

= 1. (A25)

We thus have that limK→+∞ ω̃c(ωa) = +∞. Using the argument invoked
at the beginning of Second step in the proof of Theorem 3.4, for K ≥ 2ζ , we
have ω̃c(ωa) > 1. In this case, from (11), we have

'τ̄ (ωa) =
tan−1 ω̃c(ωa)

ωa
+ tan−1 2ζ ω̃c(ωa)

ω̃2
c (ωa)−1

ω̃c(ωa)
.

of which the derivative with respect to ωa gives

d'τ̄ (ωa)

dωa
= d

dωa




tan−1 ω̃c(ωa)

ωa
+ tan−1 2ζ ω̃c(ωa)

ω̃2
c (ωa)−1

ω̃c(ωa)



 .

Multiplying the above expression by ω̃2
c (ωa), we obtain

ω̃2
c (ωa)

d'τ̄ (ωa)

dωa

=
ω̃c(ωa)

d
dωa

(
ω̃c(ωa)
ωa

)

1 + ω̃2
c (ωa)
ω2
a

− dω̃c(ωa)

dωa
tan−1 ω̃c(ωa)

ωa

+
ω̃c(ωa)

d
dωa

(
2ζ ω̃c(ωa)
ω̃2
c (ωa)−1

)

1 +
(

2ζ ω̃c(ωa)
ω̃2
c (ωa)−1

)2 − dω̃c(ωa)

dωa
tan−1 2ζ ω̃c(ωa)

ω̃2
c (ωa) − 1

. (A26)

From (A3), (A4), (A10), and (A11), we can obtain

lim
K→+∞

d
dωa

(
ω̃c(ωa)
ωa

)

− ω̃c(ωa)
ω2
a

− K2ω̃c(ωa)

ω4
a

√
K4
ω4a

+4K2

= 1, (A27)
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lim
K→+∞

dω̃c(ωa)
dωa

− K2ω̃c(ωa)

ω3
a

√
K4
ω4a

+4K2

= 1, (A28)

and

lim
K→+∞

d
dωa

(
2ζ ω̃c(ωa)
ω̃2
c (ωa)−1

)

2ζK2

ω3
aω̃c(ωa)

√
K4
ω4a

+4K2

= 1.

Now, using the above three limits and since limK→+∞
2ζ ω̃c(ωa)
ω̃2
c (ωa)−1 = 0, we

have

lim
K→+∞

ω̃c(ωa)
d

dωa

(
2ζ ω̃c(ωa)

ω̃2c (ωa)−1

)

1+
(

2ζ ω̃c(ωa)

ω̃2c (ωa)−1

)2 − dω̃c(ωa)
dωa tan−1 2ζ ω̃c(ωa)

ω̃2
c (ωa)−1

ω̃c(ωa)
d

dωa

(
ω̃c(ωa)
ωa

)

1+ ω̃2c (ωa)

ω2a

− dω̃c(ωa)
dωa tan−1 ω̃c(ωa)

ωa

= 0.

Therefore, from (A26), we obtain the following expression:

lim
K→+∞

ω̃2
c (ωa)

d'τ̄ (ωa)
dωa

ω̃c(ωa)
d

dωa

(
ω̃c(ωa)
ωa

)

1+ ω̃2c (ωa)

ω2a

− dω̃c(ωa)
dωa tan−1 ω̃c(ωa)

ωa

= 1.

Using (A27) and (A28), namely, replacing d
dωa ( ω̃c(ωa)ωa

) by − ω̃c(ωa)
ω2
a

−
K2ω̃c(ωa)

ω4
a

√
K4
ω4a

+4K2
and replacing dω̃c(ωa)

dωa by − K2ω̃c(ωa)

ω3
a

√
K4
ω4a

+4K2
in the above equation

and multiplying by ω2
a , we obtain

lim
K→+∞

ω2
aω̃

2
c (ωa)

d'τ̄ (ωa)
dωa

Z(ωa,K)
= 1, ∀ ωa > 0, (A29)

where, using (A25), Z(ωa,K) is given by (A14) in Lemma A.2.
Second step. Using LemmaA.2, the optimal solutionω∗

a(K, ζ ) exists and
is unique. Now, consider a function ϕ : R>0 → R>0, such that ϕ(K) <
δ
√
K satisfying

lim
K→+∞

ω∗
a(K, ζ )
ϕ(K)

= 1. (A30)

Setting ωa = ϕ(K), and from the fact that ω∗
a yields the maximum

delay margin, namely, for all K, d'τ̄
dωa (ω∗

a(K, ζ )) = 0, thus (ω∗
a(K, ζ )

ω̃c(ω
∗
a(K, ζ )))2

d'τ̄
dωa (ω∗

a(K, ζ )) = 0. Hence, using the above equivalence
between ω∗

a(K, ζ ) and ϕ(K), we have

lim
K→+∞

ϕ2(K)ω̃2
c (ϕ(K))

d'τ̄
dωa

(ϕ(K)) = 0.

Therefore, from (A29), we must have

lim
K→+∞

Z(ϕ(K),K) = 0. (A31)

Third step. Consider the unique solution α > 0 of (A16) and let us rewrite
ϕ(K) as

ϕ(K) = α
√
Kη(K),

where η : R>0 → R>0. Let us suppose that (A31) holds and that
limK→+∞

α
√
K

ϕ(K) -= 1, which from the above equation is equivalent to
limK→+∞ η(K) -= 1. Using Lemma A.2, we have Z(α

√
Kη(K),K) =

ψ(αη(K)). Since the unique solution of equation ψ(ϑ) = 0 is ϑ = α we
have that

ψ

(
α lim

K→+∞
η(K)

)
-= 0.

The continuity of ψ thus implies that

lim
K→+∞

ψ(αη(K)) -= 0,

which from Lemma A.2.(ii) implies

lim
K→+∞

Z(ϕ(K),K) -= 0,

that is, (A31) can not hold, leading to a contradiction. We thus conclude
that

lim
K→+∞

α
√
K

ϕ(K)
= 1

and, from (A30), we have

lim
K→+∞

ω∗
a(K, ζ )
α
√
K

= 1.

!
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