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Abstract

Solving Partial Differential Equations (PDEs) is one of the most traditional tasks in scientific computing.
In this work, we consider numerical solutions of Initial Value Problems (IVPs) problems partly or entirely
given by linear PDEs and how to compute solutions with a method we refer to as Rational Approximation of
Exponential Integration (REXI). REXI replaces a typically sequential timestepping method with a sum of
rational terms, leading to the possibility of parallelizing over this sum. Hence, this method can potentially
exploit additional degrees of parallelization for scaling problems limited in their spatial scalability to large-
scale supercomputers.

We present the “unified REXI” method in which we show algebraic equivalence to other methods de-
veloped up to five decades ago. Such methods cover, e.g., diagonalization of the Butcher table for im-
plicit Runge-Kutta methods, Cauchy-contour integration-based methods, and direct approximations. In the
present work, we target the hyperbolic problems considered to be a particularly challenging task. We provide
for the first time a deep numerical investigation, discussion, and comparison of all these methods. In par-
ticular, we account for numerical problems and, if possible, workarounds for them. Finally, we demonstrate
and compare the performance of REXI with off-the-shelf time integrators using the nonlinear shallow-water
equations on the rotating sphere on a high-performance computing system.

While previous REXI studies have focused on exposing more parallelism to enable faster time to solution,
we also consider computing resource efficiency at prescribed accuracy and find that diagonalized lower-order
Gauss Runge-Kutta methods (formulated as REXI) are compelling highly efficient methods leading to a
64 x reduction of the required computational resources compared to existing work.

1. Introduction

Time integration of IVPs is one of the most traditional tasks in scientific computing, having seen two
centuries of research. The IVPs we are interested in are given entirely or partly by linear autonomous
hyperbolic PDEs, which are ubiquitous in applications ranging from daily weather forecasting [9] to full
waveform inversion [37]. Integration of such systems is sequential in time using conventional methods such
as explicit and diagonally implicit Runge-Kutta [27, 20]: Without special structure [19], the state at each
stage is necessary to compute the next stage, either explicitly or implicitly. The time step size is typically
limited by stability and/or accuracy requirements and the method is purely sequential in the time dimension.

With the desire to solve PDEs with ever-higher resolutions, the demands on high-performance computers
(HPC) have increased. The steady and ongoing increase in HPC performance is provided almost exclusively
by increased parallelism; increasing resolution in space (spatial scalability) can be solved in the same amount
of time per time step, but the wallclock time to simulate for a fixed physical duration increases due to the
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increasing number of time steps to satisfy the Courant-Friedrichs-Lewy (CFL) constraint [7] for transport
phenomena. Consequently, refinement to increase accuracy on a transient physical problem is always a
scaling challenge, and many applications are unable to increase spatial resolution without sacrificing external
timelines such as IPCC assessment reports [5] or design/manufacturing timelines. Parallelism in the time
dimension [13] is seen as an opportunity to utilize greater parallelism to meet stringent simulation timelines.
The Rational Approximation of Exponential Integration (REXI) family of methods, which we briefly explain

next, are a promising candidate for linear PDEs. Consider a linear autonomous PDE given by azggt) = LU(t)
with 2/(t) the current state and £ a linear differential operator. Discretizing the state variables and operators
in space leads to 8%—?) = LU (t) with L the discrete linear operator as a matrix and U(t) the discrete state
variables at time t as a vector. Solving such IVPs have been intensively studied over the last decades with

various approaches, and one of the direct methods is the application of an exponential integration
U(t + At) = exp(AtL)U(t) (1)

which avoids any time discretization, hence, errors in this form. In this form, a rational approximation of
exp(AtL) can be used to only approximate a particular space related to time step size At and the spectrum
of L which can be written as

Ut+At) =~ AU+ > Bu(ALL — ) U(L). (2)

n=1

Parallelization

with (typically) complex valued REXI coefficients «,, 3, and real-valued «y. This form provides a unified
way to reformulate a variety of other time integration schemes which is the reason why we call it “unified
REXTI” formulation and use it in the remainder of our work.

2. Related Work

2.1. Ezponential integration
Exponential integration methods are formulated for nonlinear systems written as

oU(t

0 _ Lo + Nw ), 3)
where the linear part L is intended to capture the “fast” dynamics (limiting the time step size for stability
reasons) and N is the remaining nonlinear part. An exact solution for advancing this split equation over a
finite time interval is given by

U(t+ At) = exp(AtL)U(t) + /ON exp((At — T)L)N(U(t + 7))dr. (4)

In this form, the linear parts are integrated precisely by an exponential function, hence overcoming po-
tential stiffness challenges caused by the linear parts. Due to this advantageous property, the interest in
these exponential integrators has steadily increased over the last decades (see, e.g., [24, 18]) where various
approaches have been taken to approximate the integral of the nonlinearities. One of the most commonly
known approximations of the integral is, e.g., given by (see [8])

Ut + At) = po(AtL)U(t) + Atp1 (AtL)N(U(t)) (5)
where we used the notations ¢o(Z) = € and ¢1(Z) = eZZ_ L We skip further examples for discretized

exponential integrator formulations and, related to the present work, point out the ¢ functions omnipresent
in higher-order exponential integration methods, which are given, e.g., by

pir1(Z2) = (pi(Z)—¢i(0) 2" fori>0. (6)
2



An investigation of all different varieties of discretizations of exponential integrators incorporating the
nonlinearities is beyond the scope of this work, and we continue with an in-depth investigation of REXI
approximations on the linear parts. These linear parts can be either given by full linear PDEs or by time
integrating only a part of linear PDEs where the underlying requirement of time integration results in
problems of the form U (¢t + At) = po(AtL)U(t) = exp(AtL)U(t). However, the computational complexity
of computing these terms can be tremendous and triggered the development of various ways to tackle this
challenge [24]. REXT is one of such candidates which is deeply investigated in the present work.

2.2. Laplace transforms

One of the earliest REXI formulations for hyperbolic linear PDE time integrators is related to the
Laplace transformation (cf. [22, 6]). Here, the PDE is transformed with the Laplace operator, where the
backward transform is conducted with a Cauchy contour integral. This transformation can be again related
to an exponential integration scheme, namely to the Cauchy contour method mentioned below, see also
[36]. More recently, time integration based on Laplace transformations with a circle-based Cauchy contour
integration have been more intensively studied in [26] with ODEs. However, it needed a more extensive
(community) effort to develop other, e.g., higher-order methods around them, as has been extensively the
case for exponential integration methods. We point out that the same approaches developed from the
exponential integration perspective, partly used in the present work, could also be taken from the Laplace
transform perspective.

2.3. Parallel-in-time

Overcoming the wallclock time limitations of simulations, which cannot be accomplished by any further
increase of parallelization in the spatial dimension, is the main focus of the parallel-in-time algorithms. Here,
two different types of approaches exist: (a) minimally-invasive methods that take existing time integration
methods and incorporate them into an iterative-in-time correction scheme (see, e.g., Parareal [21] and
PFASST [23]); and (b) invasive methods that replace an existing time stepping with one that works entirely
differently. Very often, one likes to use a combination of these approaches to enhance the convergence speed
of the correction scheme in time. REXI can be seen as an invasive parallel-in-time algorithm (see [30]) since
it requires efficient complex-valued solvers for each REXI term with certain challenges as discussed later.

3. Unified REXI formulation

We start directly with the REXI formulation which will provide a standard fundament for the different
variants to infer REXI coefficients. Given a discrete linear operator L, we can use an eigendecomposition
L = QAQ ! with the eigenvectors stored in the columns of @) and the eigenvalues placed correspondingly on
the diagonal of A to obtain 3%—?) = LU(t) = QAQ~1U(t). In terms of the characteristic variable u = QU

and due to diagonal-only A, we get independent equations of the form 6"‘525('5) = A\u;(t) with A; the individual
Eigenvalues on the diagonal of A. In characteristic variables, the unified REXI formulation (2) becomes

N
it + At) = exp(AA )ui(t) & yui(t) + > Bu(ALA; — o) ui(t). (7)
n=1

Since each component w; is decoupled, we can freely drop the subscript. For the purpose of time integration,
the linear operator L is completely described by its eigenvalues A, where imaginary components Im(\)
represent oscillation and negative real values Re(\) < 0 describe a diffusive/damping behavior. From the
PDE perspective, this can be directly related to hyperbolic and parabolic PDEs, respectively.

We note that it is possible to reduce the workload by a factor of approximately two for real-valued
operators L when the poles a consist of complex conjugate pairs (see [22, 17]). Since this optimization does
not change the relative performance of the methods we consider here, for simplicity, we do not apply it.



3.1. REXI-derived higher-order ¢ forms

Particular higher-order exponential time integrators such as (5) require evaluations of higher-order ¢;~¢.
REXI coeflicients for these functions are so far computed with methods tailored to them, see [17, 29]. We
briefly present an new way to compute them which is easily applicable. Given REXI coefficients for

pi(z) = v+ Zﬁn(x - an>_1

we can compute higher-order REXI approximations with

pile) = @i(0) _ 7+ X o — i(0)

Z(mﬁm)+1 Z(B&’n)ﬂ—%@ =2 (©)

=0

pit1(z) =

The cancellation of the terms is a consequence of the stationary modes requiring > ( B ) + v = ¢i(0).

—ay,

This approach provides for the first time a way to compute coefficients for ;- using the B-REXI method.

3.2. Linear solvers for REXI terms

REXTI replaces the original exponential term with independent systems of independent linear equations
to be solved, hence, requires efficient linear solvers. Over the last decades, this efficiency aspect for particular
ay, terms turned out to be a very challenging task for arbitrary grids. E.g., in the context of shallow-water
equations, this results for some «,, in the original Helmholtz problem (rather than a backward Euler time
step) where it is known that no off-the-shelf solvers such as GMRES and multigrid methods work in a
highly-scalable way (see, e.g., [10]). The present work is based on solvers which have been particularly
tailored to this challenge which exploit spherical harmonics. Depending on which terms are involved, this
leads to diagonal (only gravity modes) but also non-diagonal pentadiagonal (gravity modes and Coriolis
effect) linear equations in spectral space which allows an efficient solution of each individual REXI term (see
[29] for more information).

4. REXI methods for hyperbolic/oscillatory systems

These sections provide an overview and derivation of different methods and their translation to the
unified REXI representation in Eq. (2). Since approximating diffusive problems is relatively straightforward,
we focus on purely oscillatory problems with A € iR. Here, we focus on methods which are the most
promising candidates for hyperbolic problems and present them in characteristic form in Eq. (7) without
loss of generality for them to hold in system form given by Eq. (2).

Throughout the numerical studies, we will use the error e(z) = |y+ Y, Bu(z — an) ™! —exp(2)] to
compute the deviation from ¢g(z) = exp(z) with z = AA¢ denoting the point on the complex plane to
evaluate. Targeting hyperbolic problems, the REXI methods we consider have complex-conjugate poles «,
thus e(z) = e(Z) and so we only plot errors for I'm(z) > 0.

4.1. B-REXI: Butcher/Bickart

A Butcher table [3] provides a canonical representation of s-stage Runge-Kutta methods [27, 20] in terms
of a matrix A € R**% and completion vector b € R*, with ¢ = A1 determining the abscissa.For fully nonlinear
and non-autonomous ODEs % = f(t,u), a Runge-Kutta method in Butcher form requires solving a system

of stage equations
s

Ys :un+AtZAsjf(t+cht,yj), 1=1,...,8 (10)

j=1
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and evaluating the completion formula w,+; = u, + At Ele b f(t + c;At,y;). Here, At is the time step
size, and y = {yj}le is the vector of stage solutions. For linear autonomous equations, we can choose
characteristic variables, in which case f(t,u) = Au, and the stage equations (10) reduce to y = 1u+ AtAAy
and

Uns1 = [1+ AT (I — AtAA) 1] u,, (11)

R(AtN)

where we have identified the stability function R(z) ~ exp(z).

4.1.1. Derivation

We now show that unified REXI is algebraically equivalent to Runge-Kutta methods with a diagonal
Butcher matrix A, starting with a decomposition inspired by the solution method developed independently
by [2, 1]. Given an eigendecomposition A = EDE~! (which exists for the collocation methods we will
consider [15]), we can rewrite Eq. (11) as

Unt1 = [1+ AT E(I — AtAD) ' E~'1]uy,. (12)

With W = diag(E~'1)~!, we may transform to

Uny1 = [L+ AIADTEW (I — AtAD) ' WE™'1 ] u,, (13)
LT 1

which is a diagonal Runge-Kutta method with A replaced by D and the original completion vector b replaced
by b. Rewriting this to a REXI form leads to

Unir = Up + Ath (_ (AtD)_l) (1 + (AIAD — 1)—1) Tun,

-1

- - 14
=(1-8"D ") up+ (-6 D2) [AA- DL | 1w, (4
Y
P diag(a)
Finally, we can write this in the unified REXI formulation (2) with
7T T 7T o . -1
y=1-b D "1 g =-b D a:dlag(D ) (15)

to which we will refer to as the B-REXI method. To summarize, we have derived a transformation from
implicit RK method with nonzero eigenvalues to REXI form with the same stability function. Given a REXI
method, one can construct an equivalent diagonal RK method (with complex coefficients) via D = diag(a)~!

and BT = —pTD?. Note that a conventional Butcher table A,bT is not uniquely determined by this
procedure. We remark that standard techniques for analyzing Runge-Kutta methods can readily be applied
to REXI methods. This includes barriers such as Theorem 4.3 of [19], which establishes that diagonal
(parallel) RK methods can be no more than second order accurate for nonlinear problems.

We like to point out that our new method for computing higher-order ¢;~¢ terms presented in Eq. (8)
makes B-REXT also applicable to higher-order exponential integration methods (see, e.g., Eq. (5)) for the
first time.

4.1.2. Error studies

We choose the Gauss-Legendre and Chebyshev quadrature points for the error studies, with results given
in Figure 1. We can observe that increasing the number of stages in the non-diagonalized version (using a
dense Butcher table) always improves accuracy per stage. In contrast, B-REXI accuracy degrades when too
many stages are used, becoming apparent beyond 8 stages. This effect is related to ill-conditioning that can
be interpreted via the condition number of the eigenbasis F that effects the diagonalization of Eq. (13) or

5



B-REXI method, Gauss-Legendre B-REXI method, Gauss-Chebyshev-U
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Figure 1: Error studies for the B-REXI method with (a) Gauss-Legendre and (b) Chebyshev quadrature points for the error
given in Eq. (4). Each color refers to the same number of stages. Markers refer to B-REXI or RK form. The non-diagonalized
version provides significantly better results compared to the diagonalized version. In particular, results with B-REXI using 32
or more stages suffer from significant defects in the solution.

1013 1011 4 -
cond(E): Gauss-Legendre IIbll;: Gauss-Legendre
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0 10° 4
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Figure 2: Condition number of the eigenbasis E for the B-REXI method on Gauss-Legendre collocation points (left) and
1-norm of completion vector b for the diagonalized method (right). The rounding errors incurred by the exponential growth
precludes use of this approach for many stages.

via the 1-norm of the completion vector b, as shown in Figure 2. Note that completion vectors must sum to
1 so ||bll1 =1 is optimal (and indeed holds for the original completion vector b); a large 1-norm indicates
the existence of large positive and negative entries, leading to cancellation errors. Despite this downside, the
numerical experiments of §6 will show that these B-REXI methods with lower stage counts are remarkably

efficient compared to the other (better-conditioned) families with higher stage counts.

4.1.8. Relation to Crank-Nicolson

We close this section by showing the relation between the B-REXI approximation with the Gauss-
Legendre quadrature using just a simple quadrature point centered at the interval. This leads to the terms

1
v = -1, a =2 and § = —4 which yields the REXI approximation exp(z) ~ —1 + 3;—:42 = T?I where the
1z

last equation shows the relation to the Crank-Nicolson formulation with a midpoint rule (the forward Euler
is on the nominator and backward Euler on the denominator for x = AtL and At = 0.5). In other words,
the REXI method allows time integrating with a Crank-Nicolson formulation using just a single REXI term.
This will also account later for numerical results of B-REXI equivalent to the Crank-Nicolson method.

4.2. T-REXI: Terry’s Rational Approximation of the Exponential Integrator

The approach which we will refer to as T-REXI was introduced in [17]. We briefly describe the derivation,
including a discussion on the advantages and limitations of this method.
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Figure 3: Error studies for the T-REXI method for different M and h values. M relates to the number of Gaussian functions
via 2M + 1 to approximate an oscillation with N = 2(2M + L) number of REXI terms. Left image: We can observe a very high
error for a low number of Gaussian basis bumps, which cannot be improved by changing h. Right image: Using significantly
more Gaussian functions leads to significant improvements. In particular, we observe that optimal values for h influence the
quality of the approximation. An optimum can be observed for h = 0.8.

4.2.1. Derivation
The first step consists of an approximation of a Gaussian basis function

w

= (4m) "2/ () o S — 1
Ynle) = (4m)Re fie k;Wz'%Jr(uﬂk) (16)

which can be approximated up to numerical double precision (see [17] for coefficients) using W = 11,
hence L = 2W 4 1 = 23 terms in total. The advantage of this representation is an efficient representation
of the Gaussian basis function in Fourier space. The proxy with the Gaussian basis function allows for
computing the coefficients v, for an approximation of an oscillatory function within an approximate range

x € [-Mh; Mh] in Fourier space, yielding exp(iz) =~ Zf:[: a Vk¥n(x + kh). Both steps are then combined,

resulting in the approximation Re (exp(iz)) ~ ZT]\L/I:J:V](\//FW Re (B (iz + ) ™') where we only showed the

Re one. Combining the real and imaginary approximation then results in

M+W

exp(iz) =~ Z B iz — o)™t (17)
=—M-W

which resembles the unified REXI formulation with v = 0, and « related directly to the imaginary value.
So far, we only targeted the ¢o function, and we like to point out that this method can also be used to
approximate other ¢; terms (see [17]) or directly with the ¢y REXI coefficients as derived in §3.1. It is
important to note that this approximation was derived only for purely oscillatory functions and, hence, does
not directly apply to problems with non-zero real eigenvalues components.

4.2.2. Error studies

We investigate the errors of the T-REXI method in Figure 3. On the left image, we can observe that
we need a minimum number of Gaussian basis functions to approximate the oscillations. The right image
shows exceptionally accurate results for h ~ 0.8 in the range x € [0; 10] and a rather large region of accuracy
of about e(r = 128) < 107!, Other figures (not included) show that increasing M leads to a linear increase
of the size of the region of high accuracy (see [17]) with an optimum value of h ~ 0.8. For the remainder of
this work, we will use h ~ 1.0 as a compromise between accuracy and total workload.



4.8. CI-REXI: Cauchy Contour Integral method

Cauchy Contour Integral (CI) methods offer yet another way to infer the REXI coefficients (see e.g.
[35, 4, 31]). We start with the general CI equation given by

g(x) = %% Mdz (18)

m Jrz—x

where g(z) is one of the analytic y; functions from Eq. (6), T' the contour enclosing the eigenvalue A\ for
ODEs and all eigenvalues of L for PDEs. For PDEs, not enclosing particular eigenvalues can be also used
for a filtering as discussed later.

4.3.1. REXI Derivation
Here, we focus on parametrized contours I' = {o(w)|w € [0; 1]} with the contour function o(w) : R — C.
Using integration by substitution and the contour function, we obtain

1 Ly “Lg(o(w))o' (w
o) = g f SO g, O ), )

- 2mi o(w)—x x — o(w)

With the exponentially fast converging trapezoidal rule on periodic boundaries (see [36]) and N trapezoidal
points in total, we obtain

N .
1 i(2m) " tg(o(wn))o' (wy) . n
~— h = —. 2
olo) 3 TR it = (20)
Again, we can infer a unified REXI formulation (see Eq. (2)) by setting
ig(o(wy))o’ (w,
T 1 S a

A study of all kinds of contour shapes (rectangle, polygonal shapes, etc.) is beyond the scope of this
work. To investigate CI-REXI with at least one contour targeting oscillatory problems, we choose the ellipse
contour as the most natural and trivial one. It is given by o(w) = R, cos(iw2m) + iR, sin(iw2m) — p with p
related to the center of the ellipse, leading to REXI coefficients

Qn = U‘(w")’ v= 0’ (22)
B, = % exp(o(w)) (=R, sin(iw2m) + iR, cos(iw2m)) . (23)

In the following, we will refer to the special case of a circle as CI-REXI and to the ellipse case as CI-
EL-REXI. The ellipse will be used for numerical studies to show its superiority to another REXI method.
But before that, we will use the circle contour to discuss highly relevant numerical properties in the next
section.

4.8.2. Characterization and numerical issues

In this section, we introduce for the first time a characterization of the REXI terms to which we refer
to as the [ characterization, with an overview in Figure 4. We remind the reader that REXI approximates
functions with a linear combination of rational basis functions. Depending on the placement of these
functions (related to «;,) and the weighting of each basis (related to f,), we can identify three different
cases:

a) Obsolete REXI terms: Contours Re(o(x)) — —oo relating to areas of the contour in the distant
negative real axis on the complex plane have exponentially fast decaying [ coefficients lim,_, o, 8, = O.
Once a particular /3, coefficient undershoots a threshold eg, the corresponding REXI term can be removed if
Bn < €3 and €3 = €g/N. The last equation incorporates that a higher numerical resolution with an increase
of N poles results in smaller values of the 8 weights.

8



(c) cancellation (c) cancellation
.._instability

(b) regular
REXI terms _

(b) regular
REXI terms

((ypy)dxo)ue]

Figure 4: Complex plane for the real (left image) and imaginary (right image) value of exp(z). We highlight the different areas
related to the different 8 characterizations.

b) Regular REXI terms: This characterization refers to those REXI terms that should be incorporated
in the approximation in the regular way.

¢) Cancellation-prone REXI terms: These terms are related to the contour Re(o(z)) — +oo.
Approximating the exp function in the far distance to the right of the origin leads to exponential increase
of the magnitude of the 8 values (see Eq.(23)). In addition, different 8 values parallel to the imaginary
axis oscillate between positive and negative values. Consequently, this results in severe cancellation errors
in this region, hence, no contour should pass through this region.
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Figure 5: Selection of different contours which can be used with the CI-REXI method. Each contour results in different
numerical properties, see text for more information.

Examples of different contours are provided in Figure 5. Each contour targets a particular problem.
Starting with the left image, the circle can be used for the approximation of a small spectral radius AAt < 10.
Once requiring a larger approximation along the imaginary axis, the radius cannot be enlarged without
sacrificing accuracy due to cancellation errors in (3, see (c) above. This can be avoided by enlarging the
radius and choosing the value p, hence shifting the circle, to exclude a contour across areas with Re(z) > 10,
which leads to the shifted circle. Also a rectangle could be used to avoid this problem. The right image shows
the ellipse contour which targets to approximate the spectrum on or close to the imaginary axis and the
bean-shaped contour targeting an approximation of diffusive and oscillatory problems. Studies about these
contours are beyond the scope of this work and we will focus on the (shifted) circle and ellipse throughout
the remainder of this paper.
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Figure 6: Error studies for the centered circle (left) and shifted circle (right) CI-REXI method. The centered circle suffers from
cancellation effects for large radii, whereas the shifted circle limits these effects. In particular, for a larger imaginary spectrum
to be approximated, adding more REXI terms leads to improved accuracy, which is not the case for the centered circle CI-REXI
method.
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Figure 7: Error studies for the shifted circle with N = 128 REXI terms (left) and N = 2048 REXI terms (right) with different
€g pruning values. We can observe significant reductions in the number of required REXI terms.

4.8.3. Error studies

The first study is based on a circle centered at the origin, with studies for different radii. Results are
given in Figure 6 with plots based on a fixed number of N = 256 REXI terms. On the left handed image,
we can observe that the errors significantly increase for the centered circle once the radius exceeds a certain
threshold. In particular, errors for a larger radius — including a larger spectrum on the imaginary axis —
are outside the plotting range. The results for using a higher number of REXI terms do not significantly
improve the results (not shown here).

For numerical investigation of the shifted circle, rather than providing the coefficients explicitly, they
are given implicitly by maxzIm and mazRe. In this way, maxIm refers to the contour passing through the
maximum approximation range for purely oscillatory systems and maxz Re refers to a parameter for avoiding
the region of cancellation effects (characterization (c)). Then, on the complex plane, the shifted circle is
symmetric around the real axis and passes through the first point given by (0, mazIm) and the second point
given by (maxzRe,0). On the right handed image, using such an shifted and enlarged circle, we observe to
gain improved results that overcome previously discussed cancellation errors (see characterization (c) from
above).

So far, we only investigated the error itself but neglected the total workload with results presented in
Figure 7 where the parameters of the shifted circle are abbreviated with p = (maxzIm-i, mazRe). Pruning
with eg (exploiting characterization (a)), we can reduce some workload significantly as depicted in Figure 7
for larger radii. For a moderate number of REXI terms N = 128 (left image, first two results), we observe
that pruning results in a similar accuracy, hence, hardly impacting the results. Larger radii suffer from
inaccuracies of the used quadrature, with errors outside the plotting range. For a larger number of REXI
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terms N = 2048 (right image), we observe very robust pruning, hardly affecting the accuracy of the REXI
approximation quality but leading to a significant reduction of the workload from, e.g., N = 2048 terms to
N = 234 terms.

5. Stability, normalization & filtering

So far, we have only investigated errors in approximating the g function with REXI methods. However,
once we use REXI methods for time integrating differential equations, additional properties such as stability
and convergence are assumed to be relevant. We will briefly investigate such properties in this section for

Dahlquists’s ODE d';gt) = du(t).

5.1. Stability

The stability plots are generated based on the stability function R(\), which is defined by the execution
of a single-time step u(t + At) = R(AtA)u(t). We will plot the amplification factor |R(A)| of the solution
u(t) over a time step At = 1.

%Z ] = Gauss-Leg. N=16 22 1 =W T-REXI N=174 -
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Figure 8: Stability plots. Areas below 1 are considered to be stable and above 1 to be unstable. For B-REXI (left): The entire
left hand side provides a stable region due to inheriting this property from the collocation methods. T-REXI (right): Filled
areas refer to unstable regions. They in particular occur also on the left half plane at the boundaries of the approximation
range.

B-REXI (left image in Figure 8): The stability reflects the A-stability of these methods on the entire
left half plane. In particular, stability is given for the entire imaginary axis, a known property of collocation
methods.

T-REXI (right image in Figure 8): We can observe that T-REXI provides excellent stability for purely
imaginary values. However, we can observe instabilities on the imaginary axis once we reach the boundaries
of the approximation range. This can be avoided by an additional T-REXIT filter, which could be applied to
obtain stability also outside the approximation range (see [17]).

CI-REXI: Finally, we look at the CI-REXI method based on Cauchy contour integral methods in
Figure 9. The left image shows an unstable region along the imaginary axis. This is caused by an «
pole directly placed on the imaginary axis. We can avoid this by choosing the support points of the
trapezoidal rule differently. The right image shows a solution to this by shifting them by a half interval,
effectively avoiding this instability, and CI-REXI becomes unconditionally stable for oscillatory systems. To
summarize, if using the CI-REXI method, one can use the CI-REXI method as a filter for high frequencies
by avoiding to place poles near the eigenvalues of the linear operator.
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Figure 9: Stability plots for CI-REXI. The left image depicts the discrete contour points chosen so that one a pole lies on the
imaginary axis, leading to instabilities if eigenvalues are in the proximity of this pole. The right image depicts a half-shifted
variant of it which effectively avoids this instability issue, leading to a filtering in this range of spectrum.
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Figure 10:  Error studies for different T-REXI methods of time step size At vs. absolute error at u(t = 100). The left
column shows errors without normalization, and the right column shows errors with normalization for near-stationary modes.
Significant improvements can be observed for the T-REXI method. See the text for a detailed explanation of the results.

5.2. Normalization

So far, we only assessed errors for a single time step, and this section will investigate the accuracy and
conservation properties of stationary modes concerning T-REXI methods over multiple time steps. We
will use Dahlquist’s equation with A = 10737, which is time-integrated until ¢ = 100 using different REXI
methods. The particular choice of this low frequency is related to modes which are nearby stationary
balance. Such modes often play an important role for PDEs, e.g., for geostrophic balance in atmospheric
simulations, and not preserving them might lead to spurious/parasitic modes.

An investigation of the absolute ODE errors at ¢ = 100 is given in Figure 10. The left image shows that
the T-REXI method suffers from significant defects in it. We account for these errors by numerical issues
of coefficients for approximation of the Gaussian stored in the source-code which can lead to such round-off
errors which consecutively accumulate in each time step. A normalization can be used to overcome this
problem where stationary modes require > Br — g =1 and we can ensure this by simply rescaling 3,

n r—oy

so that pheY = ’%” The results in the right image depict a significant drop of errors from 108 to about
10713 with this normalization. We also do not see any accuracy degradation for very large time step sizes.
Hence, this normalization can be used without impacting the accuracy of other choices of A\, and we will use
it throughout the remainder of this work.
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B-REXI is not prone to this problem (based on a Taylor expansion) and the CI-REXI method provides
sufficient double-precision accuracy of stationary modes by using already just a few REXI terms which is
the reason why we skip investigating them here.

5.3. Filtering

This brief section briefly discusses the filtering capabilities [22, 17] of the different REXI methods when
applied to oscillatory /hyperbolic problems. A filter reduces the amplitude of ;(x) in a particular range of
x. For certain cases, it is desirable to filter out (setting them to or close to zero) the so-called “fast modes”
for |x| exceeding at a given threshold.

The CI-REXI method has a natural filtering without additional computational costs. This is due to
the property that points outside the contour are rapidly approaching 0 as a property of the Cauchy contour
integral. For the T-REXI method, we skip a discussion of filtering due to the inherent instability at the
boundaries of the approximation range and point out to an additional filter proposed in [17]. However, this
comes with additional computational costs to apply it. Using the B-REXI method, we can observe that
the stability contour follows exactly the imaginary axis. Hence, there the amplitude is preserved and there
is no filtering at all.

6. Comparison of REXI methods

This section aims to provide guidance about which REXI method is best and will be explored in different
ways. A full exploration of all parameter combinations is obviously not possible. Hence, we focused on the
ones that were most rational to us based on far more experiments than shown here. We first continue with
concrete examples using a linear oscillatory ODE based on the Dahlquist equation followed by a PDE with
the nonlinear shallow-water equations on the rotating sphere to gain insight into numerical properties once
we apply this to more realistic test cases.

6.1. ODE

We use Dahlquist’s equation u; = Au using A = 1i and simulation results at ¢ = 100 with u(0) = (1+i)/v/2
as an initial condition. We compare various REXI methods in Figure 11 with the total numbers of REXI
coefficients are given by N. The B-REXI method (left upper image) performs extremely well for small step
sizes where only a few REXI terms are required. For larger time step sizes of At =~ 10, using 16 REXI terms is
sufficient to gain single precision accuracy. The CI-REXI method (right top image) is tuned with a contour
never exceeding a real value of 10 and to include the points on the imaginary axis given by I'm(A,4.). The
CI-REXI method clearly outperforms the B-REXI method for medium-sized time step sizes and also allows
taking very large time step sizes. The T-REXI method (left bottom image) requires a significant number of
REXT terms if only small time step sizes should be taken due to the rational approximation of the Gaussian.
This improves once larger step sizes are taken.

In addition, we also investigated the CI-EL-REXI (right bottom image) method, which is a natural
choice for purely oscillatory problems. Here, the parameters of the ellipse extension in the horizontal and
vertical is given by R, and R,, respectively. We chose the semi-major axis of the ellipse along the real
axis in an empirical way and never exceeding 10 to avoid numerical issues. This method outperforms both
CI-REXI and T-REXI almost everywhere regarding accuracy and number of terms required to solve it and
also provides the filtering property discussed above. Consequently, for this purely hyperbolic problems and
large time step sizes, it can be considered superior to the other methods.

6.2. PDE example

In this final section, we will investigate different REXI methods with the shallow-water equations (SWE)
on the rotating sphere. Since including the T-REXI method would not provide any beneficial insight, since
the CI-REXI method is computationally cheaper and provides additional benefits, see previous section, we
skip this method in the following studies for sake of brevity.
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Figure 11: Error studies with oscillatory Dahlquist equation for different REXI methods with time step size At vs. absolute
error at u(t = 100). B-REXI is suitable only for smaller timestep sizes. CI-REXI can be tuned to allow also very large time
step sizes. T-REXI requires many REXI terms for small time step sizes and allows also very large time step sizes. CI-EL-REXI
allows also very large time step sizes and in addition requires the least number of REXI terms for similar accuracy.

We decided not to investigate many different PDEs, but to go into depth of exponential integration for
a single one which is of purely hyperbolic nature. We chose the SWE since they are frequently used to
assess the quality and performance of discretizations in time and space concerning horizontal aspects of the

full Euler equations solving the fluid dynamics equations related to the atmosphere. In velocity form, the
nonlinear inviscid SWE are given by

o ( @\ ([ -3V.V 0 -V (o'V
&(\7)‘( —V® )+<—fExV)+ —V-(VV) (24)

Lg: linear gravity — L.: linear Coriolis

N: nonlinear term

with the horizontal velocity V on the longltude/ latitude field, geopotential ® = g - h with height h, average
geopotential ® = g - h with average height h, a linearization around a state h = 10°m, Coriolis effect
f =2Qsin(¢) with latitude ¢ and angular rate of rotation 2.

6.2.1. Spatial discretization

We solve these equations using the SWEET software! which utilizes spherical harmonics (SH) to solve
these equations. Such a global spectral basis leads to a substantial reduction of spatial errors (besides a lack

Thttps://sweet.gitlabpages.inria.fr/sweet-www/
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Figure 12: Vorticity field of barotropic instability benchmark after 8 days of inviscid shallow-water equations. We see the
development of various large and small-scale vortices.

of nonlinear interactions at the limit of resolution), hence allowing us to put the focus on time integration
methods. We like to refer to [29, 14] for a detailed description of the spherical harmonics. In particular, we
work with the vorticity-divergence formulation in spectral space to avoid spurious modes if one would convert
the velocity to spectral space. The standard % rule [25] is used for anti-aliasing to evaluate bi-non-linearities.

6.2.2. REXI solvers

Finding solvers for the systems of linear equations for arbitrary grids still remains a particular challenge
for the application of REXI, see discussion in Sec. 3.2. Using spherical harmonics, we can find highly efficient
solvers in this space for integrating the term L, with direct exponential integration (due to a diagonal linear
system in spectral space) and also of L, + Ly for REXI and implicit Euler time integrators (with a penta-
diagonal linear system in spectral space).

Regarding the direct exponential integration, an analytical solution can be found using the vorticity-
divergence form, see also [34]. A diagonalization of the linear operator leads to the matrix of eigenvectors
Q@ and eigenvalues diag(A) for each individual spherical harmonics mode as

1 /D

Q= l - +\/%] Q' = e

1o -3/8

with D = —V2 and G = —®. We can then use U(t+ At) = Q exp(AtA)Q ! for exponential time integration

of the L, term. From an algebraic perspective, this method matches the method in [16], where we have
developed a more elegant and short derivation that does not require Laplace transforms.

We emphasize here that an exponential integration of the full linear terms L = L, + L. (related to
the Hough modes [38]) is not possible in this way with spherical harmonics. Hence, it requires evaluations
of the form (AtL — a)~! with complex-valued . The first time this was solved for REXI using spherical
harmonics was based on a method requiring transformations to grid space [29]. The present work is based
on the numerical reformulation of an implicit time stepper [33] of the form (I — AtL)~! which has been
transformed to solve a REXI term by using a complex-valued time step size.

[ -vDC
_ .

N= M=

6.2.3. Benchmark

Our benchmark is based on the barotropic instability test case (see [12]). This benchmark is initialized
with a geostropically balanced initial condition, which is perturbed by a small Gaussian-shaped bell (see
reference for detailed initial conditions). We time integrate this system for 8 days with results in Figure 12.

6.2.4. Time integration
Regarding the particular Runge-Kutta (RK) based time integrators, we used 2nd order midpoint, 3rd
order Heun, and classical 4th order RK. The reference solution to compute the errors is based on the 4th
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’ Short notation \ Description
ERK(X,0= N) | Explicit Runge-Kutta with order N

IRK(X) Backward Euler using 2nd order Crank-Nicolson
SS(X,Y) 2nd order Strang-splitting as explained in the text with F; = X and Fp =Y
EXP(X) Direct exponential integration on X

REXI(X) A particular REXI method on X
ETDRK(X,Y) | 2nd order ETDRK method with X being exponentially integrated and Y treated
as the nonlinearity
X+Y Time tendencies of terms X and Y are added

Table 1: Overview of time integration methods. Note that they can be composed together.
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Figure 13: Studies without REXI methods (but using direct exponentiation) on all prognostic variables with error vs. time
step size for the barotropic instability benchmark. We also include 2nd, 3rd, and 4th order Runge-Kutta based methods with
gray lines.

order RK with a time step size of At = 5.

Besides the methods already introduced, our investigation also includes the 2nd order Strang splitting
(SS) method [32]. With SS, a PDE given by two terms %U = F1(U) + F3(U) can be integrated with 2nd
order accuracy if a 2nd order accurate time integrator R%f is provided for time step size At by U(t + At) =

1 1

R%lm oRG'oR I%lm. We use a function-like notation to refer to the particular time integration methods. An
overview of this is given in Table 1 where we use X and Y as representatives for either term in the PDE
such as Ly, L., and N or to refer to another time integrator. In the latter case, e.g., ERK, EXP, REXI,
and TRK can both be used in the Strang-Splitting S'S as arguments.

6.2.5. Hardware, parallelization € batch configuration

All results have been computed on the Thin Nodes of SUPERMUC-NG. Each node is equipped with
two Intel SkylakeXeon Platinum 8174, resulting in two NUMA domains. For the spatial parallelization, we
use solely OpenMP on one NUMA domain, resulting in a spatial scaling of up to 24 cores. Scalability for
REXTI is then based on MPI first by utilizing the 2nd NUMA domain, then other compute nodes. We made
use of the SHTNS library [28] which is based on FFTW [11]. We precomputed transformation plans and
reused them for all studies to ensure the utilization of the same plans over all studies. Each batch job is set
to timeout after 1 hour.

6.2.6. Performance comparison for splitting Ly and L. + N

We start with an error comparison of non-REXI methods in Figure 13 which we will use as a
baseline for further comparisons with REXI-based methods. Since conclusions to be drawn for the divergence
field plots are similar to the conclusions of the geopotential, we only provide plots for the geopotential and
vorticity. First, the higher-order 3rd- and 4th-order RK method can outperform other lower-order methods
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Figure 14: Studies with REXI methods on all prognostic variables with error vs. time step size for the barotropic instability
benchmark.

for smaller time step sizes depending on the variable under study. This is a known phenomenon for higher-
order time integration methods, and we wanted to include it to also see its max. stable time step size. We
are primarily interested in very large time step sizes while still having a moderately small error. The best
method concerning the geopotential variable is the Strang-split SS(ERK(L. + N), EXP(Ly)), which we
account for by the accurate treatment of the geopotential variable with the exponential treatment of both
variables. Since the vorticity field is not treated exponentially (time tendency for this in L, is null), there
is also no benefit visible in the comparison of the vorticity field. The ETDRK method itself — although
assumed to be an excellent off-the-shelf method — does not provide the overall best results compared to the
rather straightforward Strang splitting. However, it is still ranked 2nd for the geopotential and ranked lower
for the other variables. We account for that by the way a 2nd order accurate Strang-splitting is performed:
It can be interpreted as a subcycling of time steps by executing two half-time steps for one of the terms (the
time step size limiting one).

Next, we will continue with REXI error studies by comparing them with the best Strang-split expo-
nential and implicit methods from the previous results in Figure 14. Overall, we can observe a 2nd order
convergence even if using only a single pole for the B-REXT methods. Matching results for SS(REXI,ERK)
B-REXI N=1 and SS(IRK,ERK) are observed which is explained in §4.1.3: This particular B-REXI method
resembles exactly the Crank-Nicolson method but uses one complex-valued pole to solve the system of equa-
tions. The other B-REXI methods outperform all alternatives except for the direct exponential integration
EXP. We see one particularly interesting and highly important effect: The B-REXI method does not provide
any further advantages using more than N = 2 poles. Even using N = 4 poles, the results are not further
improved. A particularly important point is the comparison of the CI-REXI method with B-REXI, where
absolutely no benefits are visible for N = 128 poles using CI-REXI compared to N = 2 poles using B-REXI.
This clearly indicates that significant computational savings of a factor of 64 can be accomplished in this
case compared to the former work [31].

We close this section by HPC REXI studies in Figure 15. For sake of better overview, we only plotted
the most interesting candidates, skipping ETDRK which is worse than B-REXI methods, the explicit RK
order 3 and 4 methods which are better for larger wallclock times (smaller time steps), but unstable otherwise.
We start by comparing the performance of the direct exponential method EXP with the REXI method, where
we would expect that the direct method is faster, which is not the case. We account for that by the direct
method to be computationally more intensive (square root, exponential, etc., see §6.2.2) in order to solve
for this term, whereas the B-REXI methods only require to evaluate two or 4 rational approximations. The
CI-REXI method requires N = 128 terms and is consequently impacted by higher MPI overheads resulting
in a lower performance than the others. Although the Strang-splitting method with the implicit term is
computationally quite efficient to evaluate, its overall wallclock time performance is not optimal.

6.2.7. Performance comparison for splitting into L = Ly + L. and N
Next, we investigate the performance of REXI methods using a splitting into the linear term L = L, + L.
and the nonlinear term N where no direct computation of exp(AtL) is possible.
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Figure 15: Studies including REXI methods with wallclock time vs. time step size for the barotropic instability benchmark.

Error plots are given in Figure 16 where some data points of ETDRK are missing due to the 1h time out
of the job (see discussion before). For the geopotential &', we can observe significant improvements in terms
of accuracy. In particular, we can take very large time step sizes and still observe a convergence, whereas
the 2nd order IRK-like methods already stagnate. With respect to the ETDRK scheme, its performance
is worse compared to the best (straightforward) Strang-split methods. For the vorticity & we can observe
that the ETDRK method does not lead to any improvement. The best methods are the Strang-split IRK-
based ones and some REXI-based methods. Hence, we do not see any improvement in the accuracy of the
vorticity field by using exponential integration methods. This is kind-of surprising at first glimpse since
we expected a better treatment of the vorticity due to the exponential integration of the Coriolis effect.
However, we account for this by the errors in the nonlinear parts dominating the overall errors. Again,
since the divergence § shows results very similar to the geopotential, we skip them here for sake of brevity.
Overall, the ETDRK methods show a poorer performance than the more straightforward SS approach.

Finally, we investigate the wallclock time vs. errors with HPC studies given in Figure 17. We can
observe that fully explicit ERK methods actually provide excellent results due to their computationally
efficient way. In particular, the classical 4th-order accurate ERK method provides excellent results across all
prognostic variables. A closer look at the geopotential ®' errors shows that the B-REXI-based methods with
N = 2 poles are to be preferred compared to all other REXI methods. Again, the ETDRK method shows
no real benefits. Investigating the vorticity ¢ leads to a different interpretation: Now, the implicit Strang-
split method provides the best results which can be easily explained by the situation that the exponential
treatment of the L. term did not lead to any beneficial results already in the error vs. time step size plots
and additional computational time is required here. Again, ETDRK are the worst performing methods
requiring the most computational time. In investigation of the divergence § shows results similar to the
geopotential, hence, we skip if for sake of brevity.
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Figure 16: Error studies using non-REXI methods (using direct exponentiation) on all prognostic variables with error vs.

time step size for the barotropic instability benchmark. (ETDRK data points are missing due to 1h timeouts of the job.)

2 [ .
. 10 v 8 d
=3 A GBI IR I ’
~Y =T B~S —
- +~ ~—=. —_—_~ 1 -6 = T ——
-] AR w10 =

© . <~V ~"T5 ~< + o Y
pre] . ~ > ~ > Sk =
c -~ = N A
@ 0 +. > S - Y. o
L 10°% 4= ercesm b= —— ERK(L+N) B e
o = ERK(L+N,0=3) 5 1078 4 = erk+no0=3) Vit - N
g‘ - ERK(L + N,0=4) > == ERK(L+N,0=4)
ta} SS(ERK(N),IRK(L)) SS(ERK(N),IRK(L)) ~o
(o)) SS(IRK(L),ERK(N)) \k g SS(IRK(L),ERK(N)) -~ h‘-\
c 1072 ETDRK(REXI(L),N) B-REXI N=1 s, - U N 10 ETDRK(REXI(L),N) B-REXI N=1 “+d -
o =<} ETDRK(REXI(L),N) B-REXI N=2 . o i o 10 T <} ETDRK(REXI(L).N) B-REXI N=2 nE
o = ETDRK(REXI(L),N) B-REXI N=4 . = > ETDRK(REXI(L),N) B-REXI N=4 o
(o] w=f= ETDRK(REXI(L),N) CI-REXI N=128 (0] w=f= ETDRK(REXI(L),N) CI-REXI N=128 .
t =fr= SS(ERK(N),REXI(L)) B-REXI N=1 . 8 “fy- SS(ERK(N),REXI(L)) B-REXI N=1
) 4 =<} SS(ERK(N),REXI(L)) B-REXI N=2 s - 10—12 =< SS(ERK(N),REXI(L)) B-REXI N=2 vl

g 1077 4 = ss(ERKN),REXI(L) B-REXI N=4 % = SS(ERK(V),REXI(L)) B-REXI N=4 o+
-~ wf= SS(ERK(N),REXI(L)) CI-REXI N=128 .'. ==f= SS(ERK(N),REXI(L)) CI-REXI N=128 ’o'

<€) SS(REXI(L),ERK(N)) B-REXI N=1 4 <€) SS(REXI(L),ERK(N)) B-REXI N=1 ‘a4
T T
10? 103 10? 10°

Wallclock time in seconds Wallclock time in seconds

Figure 17: Studies using non-REXI methods (using direct exponentiation) on all prognostic variables with error vs. time
step size for the barotropic instability benchmark. (ETDRK data points are missing due to 1h timeouts of the job.)

6.2.8. Summary of PDE results

The CI-REXI method with NV = 128 poles is not beneficial at all compared to B-REXI with N = 2 poles.
Using only N = 2 poles with the B-REXI method already provides the best results, and no improvement
can be gained by adding more poles. This is actually quite surprising, with expectations of exponential
integration methods to always provide significantly better results. However, using such a higher-order
approximation seems to provide sufficient accuracy so that the errors from the nonlinear parts dominate the
overall errors.

7. Summary and Conclusions

Exponential integration methods are considered to be a way to integrate with high efficiency. As part of
that, ¢ functions need to be applied on linear operators turning out to be computationally rather challenging.

This paper investigated different ways to approximate ¢ functions with Rational Approximations of
Exponential Integration (REXI) with a unified REXI formulation. This formulation enabled us to ex-
press Butcher/Bickard-based B-REXI, Cauchy Contour integration-based CI-REXI, and Terry’s T-REXI
method within the same mathematical framework. For the application to higher-order exponential integra-
tion methods, we also derived an elegant way to compute higher-order ¢ functions based on REXT coefficients
for lower-order ¢ opening the path to also use B-REXI methods for higher-order exponential integration
formulations.

For the first time, an in-depth comparison of the approximation quality of each REXI method has
been conducted including an explanation of numerical issues. We used linear ODEs where we studied and
discussed properties of stability, convergence, and also the filtering capabilities. In addition, we performed
in-depth studies using the nonlinear shallow-water equations on the rotating sphere. Surprisingly, the best
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REXI method turned out B-REXI with only N = 2 terms, leading to a significant reduction of computational
effort compared to former REXI methods in this context using N = 128 terms. Consequently, regarding
demands on computational resources, B-REXI showed a reduction of a factor of 64 compared to previous
work leading to the same factor of significant savings of computational resources.

This work raises a particular future research question, motivated by the excellent results with the B-REXI
method relating higher-order Runge-Kutta integration methods as approximations of exponential integra-
tion: When are Runge-Kutta-based methods (higher-order implicit Runge-Kutta methods, a subcycling with
explicit Runge-Kutta methods, spectral deferred correction methods, etc.) sufficiently good approximations
of ¢; terms and how do they compare from an HPC perspective to alternative methods?
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