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ABSTRACT

To estimate materials’ thermo–physical properties at high temperatures, there is a need of robust direct
models that can be solved quickly and account for the strong coupling between conduction and radiation.
This study investigates using the Monte Carlo method to solve a conduction–radiation model in a semi–
transparent material in a reduced computational time. Transient conduction in an absorbing/emitting and
non-scattering grey medium in an academic configuration is investigated. The radiative source term of the
heat equation is estimated as a function of the temperature field to the power 4, using a Finite Differences
algorithm and a single Monte Carlo simulation to solve radiation. The numerical study shows that the
results are in good agreement with the literature and that the functional estimation of the radiative source
term allows coupled model resolution in less computing time that the standard approaches, such as Finite
Volumes or Elements Methods. Indeed, the coefficients of the function were obtained in 4h with the Monte
Carlo computation on an academic calculation server. 15 different configurations were then solved in less
than 1min in transient state configurations and less than 6min at steady state configurations with the Finite
Differences Method on a conventional laptop. This function is obtained without any compromise on the
complexity of the coupled physics or the geometry. Because of the latter features, using this method in
inversion processes becomes easible, as the direct model must be evaluated a large number of times.
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1. INTRODUCTION

To optimize the use of insulatingmaterials in high temperature processes, developingmeasurementsmethods
to characterize the thermal properties of these materials at their operating temperature (beyond 1000 ◦C)
is crucial [1]. One of the main challenges lies in the development of direct models taking into account
the strong conduction-radiation coupling in the sample at high temperature [2, 3]. The heat transfer by
radiation in a participating medium (emitting/absorbing and scattering) needs to be considered as well as
the potentially complex geometry of the experimental set-up and the sample. Moreover, in order to be used
in an estimation methodology, this coupled model needs to offer a decent compromise between accuracy
and speed of execution during model resolution.
So far, in most of the inverse processes associated to the thermal properties estimations (thermal conductivity
or diffusivity, for instance), either purely conductive model are used or coupled models using assumptions on
the optical properties (no scattering events, grey medium etc.) [4, 5]. Hence, a robust coupled direct model
in which these assumptions may be lifted and without limitation to asymptotic approach (optically thick or
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thin media) is needed. Previous studies demonstrated the feasibility and relevance of using the Monte Carlo
method to solve coupled and transient thermal problems in the context of complex media characterization
[6].
In the present work, the development and resolution of a coupled conduction-radiation model in a semi-
transparent media is addressed. The studied configuration is a standard academic case corresponding
to a two-dimensional square enclosure containing an absorbing/emitting and non-scattering grey medium
bounded by black walls. Heat conduction is considered at transient state and is coupled to volumetric
radiation. When Mishra et al. [7] investigated this transient problem, the heat transfer equation was solved
using alternatively a Finite-Volume Method (FVM) and a Lattice Boltzmann Method (LBM), while the
radiative source term was calculated using the the Collapsed-Dimension Method (CDM). This reference
case was as well studied by Asllanaj et al. [8]. They used the FVM to solve the radiative source term based
on a cell vertex scheme and associated to a modified exponential scheme. The heat transfer equation was
solved using low or high order finite elements. Their results were in agreement with Mishra et al. [7] results.
In this study, the transient conduction is solved by Finite Differences Method (FDM) and the volumetric
radiation is solved by the Monte Carlo Method (MCM). The originality and interest of this approach lies in
the functional estimation of the radiative source term with the MCM allowing to evaluate the temperature
field in a highly reduced computational time compared to conventional methods. This functional estimation
is carried out without any compromise neither on the complexity of the coupled physics nor the geometry.
The purpose of this study is to present a proof–of–concept of the method on an academic case that can be
expanded to more complex cases in the future. First, the model of the academic configuration is presented,
then, the algorithm of resolution is introduced including the functional estimation of the radiative source
term with the MCM coupled with the FDM resolution. Finally, the results are presented, compared to the
numerical solutions of Mishra et al. [7] used as a benchmark and conclusions are drawn.

2. THE FUNCTIONAL ESTIMATION MODEL

2.1 Studied configuration The studied configuration is illustrated on Fig. 1, which corresponds to a
square enclosure of unit length (L =1m) containing a non scattering gray medium (ks = 0). The optical
thickness � = �L = (ka+ks)L is equal to 1, as the absorption coefficient ka is equal to 1m−1, and themedium
boundaries are black surfaces (� = 1) with imposed temperatures. The reference temperature Thot is the
temperature of the bottom wall )hot. The other surface temperatures are cold and equal to Tcold = Thot∕2
(on the surface )cold). Heat conduction is at transient state and at initial time, the temperature of the
medium is set equal to Tcold. The heat transfer model equations are the following :

⎧

⎪

⎪

⎨

⎪

⎪

⎩

�Cp
)T
)t

− ��T = −∇⃗ ⋅ q⃗R ∀x⃗ ∈ ,∀t > 0

T (x⃗, 0) = Tcold ∀x⃗ ∈ , t = 0
T (x⃗, t) = Thot ∀x⃗ ≡ y⃗hot ∈ )hot,∀t > 0
T (x⃗, t) = Tcold ∀x⃗ ≡ y⃗cold ∈ )cold,∀t > 0

(1)

(2)
(3)
(4)

The radiative source term from Eq. (1) may be obtained from a radiative balance of a homogeneous and
isothermal volume  expressed as follows:

� = ∫
(∇⃗ ⋅ q⃗R) d = ∫

d ∫4�
d!⃗ ka

(

eq(x⃗) − (x⃗, !⃗)
)

(5)

The medium being grey, the optical properties and the radiative intensity do not depend on frequency. In
this equation, dx⃗ corresponds to an elementary volume element and d!⃗, to the solid angle. The black body



Fig. 1 Schematic view of the 2D configuration defining the academic thermal problem from [7, 8]. Conductive
nodes are represented with purple circles and radiative nodes, with green squares.

intensity eq at the location x⃗ is expressed as:

eq(x⃗) =
�SB
�
T 4(x⃗) (6)

With �SB, the Stefan–Boltzmann constant and T (x⃗) the temperature at the x⃗ location. (x⃗, !⃗) is the radiative
intensity at the location x⃗ in the direction !⃗ and is solution of the following Radiative Transfer Equation
(RTE):

!⃗.∇⃗(x⃗, !⃗) = −(ka + ks)(x⃗, !⃗) + kaeq

+ ks ∫4�
P(x⃗, !⃗|!⃗′)(x⃗, !⃗′)d!⃗′ (7)

Where !⃗ is the unit direction, ks, the scattering coefficient and P, the scattering phase function. The
refractive index nr is equal to 1.

2.2 Heat conduction numerical resolution The temporal term )T
)t
, is discretized with a explicit first-

order Eulermethod and the laplacian term�T is approximatedwith a second-order difference approximation.
The heat equation corresponding to Eq. (1) becomes :

T n
i,j − T

n−1
i,j

�t
− �

(

T n−1
i−1,j + T

n−1
i+1,j − 4T n−1

i,j + T n−1
i,j−1 + T

n−1
i,j+1

�2x

)

= − 1
�Cp

n−1
ray,i,j (8)

With the spatial step �x (identical for both dimensions, i.e. �x = �y), the time step, �t and the thermal
diffusivity, � = �

�Cp
. As represented in Fig. 1, the 2D medium is discretized into a number Ni × Nj of



conductive meshes. The conduction mesh is cartesian regular with Ni = Nj . The conduction meshes are
indexed with i ranging from 0 toNi − 1 and j ranging from 0 toNj − 1. Each node [i, j] (represented using
purple circles on Fig. 1) is located at the center of a conductive mesh and each mesh has a surface equal to
�2x . In the finite differences method, the assumption made is that the temperature of each conductive mesh
is homogeneous. Reformulating Eq. (8), leads to the following expression for the temperature at a position
(x, y) and time t :

T n
i,j =

(

1 − 4
��t
�2x

)

T n−1
i,j +

��t
�2x

(

T n−1
i−1,j + T

n−1
i+1,j + T

n−1
i,j−1 + T

n−1
i,j+1

)

−
�t
�Cp

n−1
ray,i,j (9)

In this case, the Courand-Friedrichs-Lewis (CFL) condition states that � ≤ 1∕4 so that this explicit scheme
remains stable. The previous Eq. (9) remains valid for i ∈ { 1 ∶ Ni − 2} and j ∈ { 1 ∶ Nj − 2}. For
the boundary nodes located either on the cold surfaces (when y⃗cold ∈ )cold, see Fig. 1) on the hot surface
(when y⃗hot ∈ )hot, see Fig. 1), the temperature values are set respectively to Tcold and Thot.
The volumetric source term ray (inWm−3) is computed at each iteration of the finite differences algorithm
for each conductive node [i, j]. To this end, the radiative source term � 1 is estimated for each radiative
node and then equally allocated between the four conductive nodes nearby, such as :

n−1
ray,i,j =

�n−1
 ,i−1,j−1 +�

n−1
 ,i−1,j +�

n−1
 ,i,j +�

n−1
 ,i,j−1

4�2x
(10)

The radiative mesh is chosen slightly shifted from the conductive mesh and in each radiative mesh, the
radiative source term � is homogeneous. In Fig. 1, the (Ni − 1) × (Nj − 1) radiative meshes (represented
in green squares) are indexed with i from 0 toNi − 2 and j from 0 toNj − 2.

2.3 Estimation of the radiative source term with the MCM For each of the (Ni − 1)(Nj − 1)
radiative node, a Monte Carlo computation is required to estimate the radiative source term � . The
expression of the source term in Eq. (5) needs to be translated in statistical terms to estimate it with a Monte
Carlo algorithm. Given the expression of the solid angle d!⃗ = d' sin �d� depending on the polar and
azimuthal angles denoted respectively � and ', the radiative source term may be expressed as :

� = ∫
pX(x⃗) dx⃗∫2�

p�(') d'∫

�

0
p�(�) d� 4� �2x ka

(

eq − (x⃗, !⃗)
)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Monte Carlo weight wk

(11)

The previous equation can be given a statistical interpretation by introducing the probability density func-
tions. The probability density pX(x⃗) =

1
S
= 1

�2x
corresponds to the sampling of a starting position in the

2D radiative mesh and p�(�) =
sin �
2

and p�(') =
1
2�

are the probability density corresponding respectively
to the sampling of the polar and azimutal angles necessary to the unit direction !⃗ sampling. The previous
Eq. (11) may be interpreted as the expectation of a random variable W , the Monte Carlo weight, such
as � = E(W ). A Monte Carlo computation consists in sampling NMC optical paths, providing NMC
realizations w1, w2...wNMC

of W , and estimate the radiative source term � as the mean value m of these
Monte Carlo weights realizations, such as � ≈ m = 1

NMC

∑NMC
k=1 wk as well as the associated uncertainty

s = 1
√

NMC

(

1
NMC

∑NMC
k=1 w

2
k − m

2
)

1
2 . The essence of the path sampling, represented on the Fig. 2 is as follows.

1The heat flux � in W estimated in Eq. (5) becomes surfacic and expressed as follows � = ∫ (∇⃗ ⋅ q⃗R) d =
∫ d ∫4� d!⃗ ka

(

eq(x⃗) − (x⃗, !⃗)
)

in Wm−1.



A start position x⃗start is sampled uniformly within the medium  according to pX(x⃗). The current position
x⃗c value is initialized at the value x⃗start. Then, a direction !⃗ is sampled with the successive sampling of the
angles ' and � according to the probabilities densities p�(') and p�(�). An extinction length l is sampled
according to the exponential Beer-Lambert law (depending on the extinction coefficient � = ka+ks) and the
current position x⃗c value is actualized to x⃗c + l!⃗. A test is performed to identify if the current location x⃗c
is stil in the volume  or at one of the medium boundary, either )cold or )hot. If x⃗c ∈ , an absorption
event occurs and the path stops at the location x⃗c (see 1 in Figs. 2 et 3). The path’s end location x⃗end is
set equal to x⃗c and the Monte Carlo weight is stored. If x⃗c is not in the volume , a test is performed to
know at which boundary is the current location. An absorption event occurs either at the )hot boundary
and the path stops at the location x⃗c ≡ y⃗hot (see 2 in Figs. 2 et 3) or at the )cold boundary and the path
stops at the location x⃗c ≡ y⃗cold (see 3 in Figs. 2 et 3), then the corresponding Monte Carlo weight is
stored. As indicated in Eq. (11), the Monte Carlo weight wk stored at the end of each path contains the
difference between the emitted radiant intensity eq and the absorbed radiant intensity (x⃗, !⃗) for a given
location x⃗ and direction !⃗. Translated in algorithmic terms, wk contains the difference between the black
body intensity emitted in a mesh [istart, jstart] and the black body intensity absorbed in a mesh [iend, jend], i.e.
wk = 4��2xka

(

eq[istart, jstart] − eq[iend, jend]
)

.

~Xstart sampling ~xc ← ~xstart

~Ω sampling

L sampling ~xc ← ~xc + l~ω

~xc ∈ D ?

Absorption in D

~xend ← ~xc
Yes

No

~xc ∈ ∂Dhot ?
YesNo

~xend ← ~yhot

Absorption in ∂Dhot

~xend ← ~ycold

Absorption in ∂Dcold

1

23

Fig. 2 Path sampling algorithm corresponding to a kth realization
of the Monte Carlo algorithm to estimate � .

Fig. 3 Examples of random paths inside
the square enclosure according to the algo-
rithm from Fig. 2.

2.4 The corresponding functional estimation of the radiative source term The radiative source
term � needs to be evaluated for each of the (Ni − 1)(Nj − 1) radiative mesh at each iteration on the
Finite Differences (FD) algorithm. At each calculation of the source term, NMC optical paths are sampled.
These operations may be time consuming and can be questioned when one notices that at each iteration
of the FD algorithm, only one set of values change in input of the MC algorithm : the list of temperature
at each node to the power 4. Given the fact that each time the (Ni − 1)(Nj − 1) radiative source terms
� [i,j] ≡ � [istart, jstart] the only values changing in input are the equilibrium radiative intensities eq

computed, i.e. the list of temperatures T [i,j]4 ≡ T [iend, jend]4. This can be noticed by injecting Eq. (6) in
Eq. (11) and express the estimated radiative source term at the [istart, jstart] as follows :



� [istart, jstart] ≈
1

NMC

NMC
∑

k=1
4�SB�2xka

(

T [istart, jstart]4 − T [iend,k, jend,k]4
)

⇔ � [istart, jstart] ≈ 4�SB�2xka(T [istart, jstart]
4 − 1

NMC

NMC
∑

k=1
T [iend,k, jend,k]4

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

A

) (12)

The second part A of the previous equation can be reformulated as :

A = 1
NMC

NMC
∑

k=1

(

(iend,k = 0; jend,k = 0)T [0, 0]4 + ... +(iend,k = Ni − 1; jend,k = Nj − 1)T [Ni − 1, Nj − 1]4
)

(13)
In which  is the Heaviside function equal to 1 if the condition is satisfied and 0 otherwise. For the first
term, at the end of the kth path, if iend,k = 0 and jend,k = 0,  is equal to 1.

1
NMC

NMC
∑

k=1
T [iend,k, jend,k]4 =

1
NMC

(

N0,0T [0, 0]4 + ... +NNi−1,Nj−1T [Ni − 1, Nj − 1]4
)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
∑Ni−1
i=0

∑Nj−1
j=0

Ni,j
NMC

T [i,j]4

(14)

In this way, the latter expression can be transformed so that at the end of the MC calculation, counters stored
the number of times a path ended in this or that mesh [i, j]. For instance,N0,0 stores the number of path that
ended in mesh indexed [0, 0] out of a total ofNMC paths.

Hence, replacing the latter expression in A from Eq. (12) leads to the following expression :

� [istart, jstart] ≈ 4�SB�2xka
⎛

⎜

⎜

⎝

T [istart, jstart]4 −
Ni−1
∑

i=0

Nj−1
∑

j=0

Ni,j

NMC
T [i, j]4

⎞

⎟

⎟

⎠

(15)

In order to estimate the � [istart, jstart] as a function of the whole temperature field, a single Monte Carlo
computation may be performed in which, instead of storing the Monte Carlo weight wk as expressed
previously, the only coefficients needed to be stored are eachNi,j corresponding to the number of times the
radiative paths have been absorbed in the mesh [i, j] during the Monte Carlo calculation (including the mesh
boundaries).
Concretely, before starting the finite differences algorithm, (Ni − 1)(Nj − 1)Monte Carlo computations are
perfomed only once to estimate each � [i,j] as a function of the temperature list at each conductive node

to the power 4, such as � [i,j] = f
(

(T n−1
i,j )4

)

. For each of the (Ni − 1)(Nj − 1) radiative source terms

� [i,j], at each Monte Carlo computation, Ni ×Nj coefficients Ni,j

NMC
are computed. These Ni,j

NMC
coefficients

may be assimilated to volumetric view factor informing on how each radiative mesh element sees another.
Similarly as previously, the associated uncertainty of each Monte Carlo computation may be estimated. In

this way, the temperature field to the power 4 corresponding to the matrix (T n−1
i,j )4 is injected in the function

at each iteration of the FD algorithm to estimate the � [i,j].



2.5 Finite differences and Monte Carlo algorithm The finite differences algorithm operates with
two temperature vectors. The first one, T⃗new gathers all theNi ×Nj values of the temperatures at the current
time step n at each node [i, j]. The second, one T⃗old gathers all theNi ×Nj values of the temperatures at the
previous n − 1 iteration.

Algorithm 2.1: Computation of the temperature profile T⃗new with the FEMC/FD algorithm.
for i = 0 ∶ Ni − 2 do

for j = 0 ∶ Nj − 2 do
Monte Carlo estimation of each of the Ni,j

NMC
coefficients

end
end
while t < tmax do

T⃗old ← T⃗new %Initialization
for i = 1 ∶ Ni − 1 do

for j = 1 ∶ Nj − 1 do
Computation of each of the � [i,j] (see Eq. (15))

end
end
for i = 0 ∶ Nnodes − 1 do

for j = 0 ∶ Nnodes − 1 do
Calculation of ray[i,j] (see Eq. (10))
Calculation of each T⃗new[i,j] (see Eq. (9))

end
end
t← t + �t

end

As described in the Algorithm 2.1, first, for each of the (Ni−1)(Nj −1) element of the radiative mesh, all of
the (Ni − 1)(Nj − 1) Ni,j

NMC
coefficients are estimated with the MC algorithm. This way, the radiative source

term may be estimated afterwards as a function of the temperature field to the power 4. This method will be
referred hereafter as the Function Estimation Monte Carlo (FEMC) method. Then in the FD algorithm, the
T⃗old vector is firstly initialized with its values set equal to T⃗new, corresponding now to the (n− 1)nth iteration
(i.e. T n−1

i,j ). Then, for each radiative mesh element [i,j], each source term � [i,j], is estimated thanks to the
functional relation presented previously and the coefficients estimated with the FEMC method. Afterward,
for each conductive node [i,j] the radiative source term ray[i,j] is computed. Eventually, the corresponding
T⃗new[i,j] profile at the (n)nth time step of the finite differences algorithm can be computed (i.e. T n

i,j). The
algorithm proceeds to the next time step by adding �t to the current time t until the maximum time tmax

is reached. If tmax corresponds to the steady state time a tolerance criterion is set, the ratio |T⃗new[i,j]−T⃗old[i,j]|
T⃗old[i,j]

should be lower than 1 × 10−5.

3. RESULTS

The pure grey absorbing medium  with black walls presented in Section 2.1 is studied (see Fig. 1). The
medium is initially at a temperature Tcold =50K. At a time t > 0, the temperature on the bottom wall
(y = 0) rises from Tcold =50K to Thot =100K within one dimensionless time step and then remains constant



Table 1 Computation times (in seconds) for the
pure absorbing case with black walls.

Stark number (-)

Dimensionless time � (-) 0.01 0.1 1

0.001 1.7
0.005 8.2
0.015 24.4
0.04 65.9
0.06 99.7
0.17 284
0.2 340

1 The CPU time to obtain the functional Monte
Carlo coefficients is 4 h on an Intel®Xeon™E5
2.10 GHz

2 Computing times are given for an
Intel®Core™i5-10210U CPU 1.60GHz

indefinitely. The Thot temperature is considered as the reference temperature. The other faces of the square
enclosure are kept constant at Tcold during this time.
To quantify the relative contribution of conduction versus radiation, a dimensionless parameter is introduced,
the Stark number (also named as the conduction–radiation parameter) expressed as  = �ka

4�SBT 3
hot
. Given

the value of Thot =100K, as well as ka =1m−1, if the value of the Stark number  is set, the thermal
conductivity value � may be calculated with the following expression � =  4�SBT 3

hot
ka

. For large values
of  , conduction predominates over radiation and, on the opposite, for small values of  , radiation
predominates. Three cases are presented in which  is set equal to 0.01, 0.1 and 1. In order to compare
these cases a dimensionless time parameter is introduced : � = �k2at. The results are compared at different
instants � = { 0.001, 0.005, 0.015, 0.04} and three differents values corresponding for each to the steady
state, � = 0.06, 0.17, 0.2 for respectively  = 0.01, 0.1, 1. For these given values of the Stark numbers
and dimensionless time parameters, the temperature profiles on the centerline (x = L∕2 and y ∈ [0, L])
are computed with the FEMC/FD algorithm and presented on Fig. 4 . Each of these temperature profiles
(denoted with red-filled bullets) are compared to results from two different numerical methods from Mishra
et al. [7], i.e. the FVM method (represented with grey-filled triangles) and the LBM method (represented
with blue continuous lines). The results from the FEMC/MC method are in good agreement with results
from the reference case.
As presented in Tab. 1, one of the major benefit of the FEMC/FD algorithm is to enable a significant
computational time reduction compared to the original MC/FD algorithm. Indeed, to produce this whole
set of results for differents values of Stark number and dimensionless time step, only a single FEMC
computation was necessary to estimate the function’s coefficient and the calculation lasted 4 h (see Tab. 1)
for NMC = 10 000 000 and a total of 21 × 21 conductive nodes. After this, each of the 15 graphs (3 values
of  , for each 5 values of �) were computed with the FD algorithm in less than approximately 1min for
transient state and a maximum value of 340s at steady state (see � = 0.2 and = 1 on Tab. 1).
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Fig. 4 Dimensionless temperature distribution along the centerline position at different dimensionless times
and for three different values of the Stark number .

4. CONCLUSIONS

The present study was a proof of concept in which the radiative source term of the heat equation was
evaluated as a function of the temperature field to the power 4 without linearization of the radiative heat
transfer. This feature proved to be interesting in order to reduce the computation time required for the
resolution of the coupled conduction-radiation heat transfer in a semi-transparent medium at transient state.
Indeed, this function was obtained without any assumption on the radiative behaviour of the physics and
is not limited to grey media, the dependency of the radiative properties on the frequency may be taken
into account. The scattering character of the medium will be studied in further configurations and does
not pose any particular difficulties as these may be compared to literature results from [7]. Furthermore,
the development of this method is not limited to academic configuration and may be extended to more
complex geometries (2D/3D). For all of these reasons, to consider the development and implementation
of the FEMC/FD method in inversion processes becomes practicable as the direct model needs to be 1)
as realistic as possible and 2) a compromise between precision and being solved within a reasonable time.
Further developments may be continued to implement this direct coupled model in a practical configuration
in order to carry out a sensitivity study to the various influencing parameters before the inverse process. The
method will be developed specifically for use in inversing parallel hot wire measurements [2].
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