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Abstract. Envy-freeness is one of the prominent fairness notions in
multiagent resource allocation but it has been mainly studied from an
individual point of view. When the agents are partitioned into groups,
fairness between groups is desirable. Several notions of group envy-
freeness have been proposed over the last few years in the domain of
fair division. In this paper we show that when groups may have differ-
ent sizes and each agent gets at most one item, existing group envy-
freeness notions fail to satisfy some desirable axioms. This motivates
us to propose an original notion of degree of envy-freeness among
groups, based on the counterfactual comparison of subgroups of the
same size. While this notion is computationally demanding, we show
that it can be efficiently approximated thanks to an adapted sampling
method, showing that our approach is of practical relevance.

1 Introduction

Fair multiagent resource allocation has become a widely studied
topic. However, the vast majority of works on fair division have fo-
cused on individual fairness. While envy-freeness is a prominent no-
tion, most works dealing with the absence of envy study the individ-
ual envy of one agent towards another ([9, 14, 8] among many oth-
ers). In some applications, however, items are allocated to groups of
agents who then divide the bundle of items they get among the mem-
bers of the group according to a group-specific mechanism; for ex-
ample, this is the case when allocating food between charities which
redistribute items among their subscribers. In such cases, the allo-
cation process first allocates items to groups of agents and not to
a specific agent. It is then natural to consider the fairness between
groups instead of individual fairness. In other contexts where agents
are partitioned into groups, the interest of the group may prevail over
the interest of individuals from the point of view of the resource allo-
cation system or from the agents’ point of view themselves. In these
cases, the system seeks fairness between groups rather than fairness
between individuals. This is even more relevant for envy-freeness in
house allocation problems since, in this context, envy-freeness only
holds when all the agents have a different preferred item and each
agent obtains her most preferred item. If the agents are partitioned
into groups, group-envy freeness may be less demanding and more
suited to the context. Consider for instance an academic department
assigning offices to members of different research groups; the depart-
ment usually cares not just about the overall score/utility of the allo-

cation but also about its fairness with respect to the research groups
into which the faculty is divided. In a medical context, a government
may have to assign medical resources (treatments, equipment) to hos-
pitals of different sizes which then reallocate these resources to their
patients or to medical departments. Here, each hospital is considered
as a group and we care about fairness with respect to hospitals.

Several notions of group envy-freeness have been proposed over
the last few years in the domain of fair division. When groups may
have different sizes, the definition of group envy-freeness is not ob-
vious. Indeed, the sizes of the groups have to be considered to com-
pare the utility of the groups. Moreover, in house allocation prob-
lems, some resources may be useless to a group since each agent
gets at most one item. Hence, allocating a large bundle of items to
a small group may not be beneficial as a large amount of items will
be wasted. In this paper we show that when groups may have dif-
ferent sizes and each agent gets at most one item, existing group
envy-freeness notions fail to satisfy some desirable axioms. We thus
propose an original notion of degree of envy among groups, based
on the counterfactual comparison of subgroups of the same size.

Related work. Approaches to fair division among groups can be
distinguished depending on whether they assume that groups are pre-
defined or not, whether items are shared or assigned to individual
agents within the group, and whether preferences can be aggregated
at the group level or remain only individual. In this paper, we as-
sume that groups pre-exist in the model, and that items are assigned
to groups, which redistribute them in a house allocation fashion (at
most one item per individual agent), with the objective to maximize
the sum of agents’ utilities within each group. Hence, the valuation
function measuring the satisfaction of the group is non-additive. In
what follows, we discuss approaches which make different assump-
tions, deferring the discussion of closer related work to Section 3.

Group envy-freeness has been studied by Conitzer et al. [7], based
on the notion of pairwise envy between groups, which holds between
G1 and G2 when G1 can reallocate the items of G2 in such a way
that it Pareto-dominates its current allocation. An allocation is said to
be group fair when no group of agents (of any size) envies any other
group, under this definition. In general, envy-freeness is too difficult
to satisfy in most instances so, the paper focuses on the more use-
ful notion of envy-freeness up to one good. Their approach assumes
additive preferences, and groups are not pre-determined.
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Manurangsi et al. [15] use a model where each item is shared be-
tween the agents of a group, and group envy-freeness (up to c goods)
is only reached if every agent in a group is not envious (up to c
goods). A similar definition is given to proportionality up to c goods.
The authors then explore what kind of value can be expected for c
with regards to the size on the instance, using discrepancy theory.

In a similar vein, Kyroupoulou et al. [13] assume both pre-
determined and variable groups, and establish several results regard-
ing the existence of envy-freeness (up to one good) in the case of
binary valuations and in more general settings. In their setting, items
are also shared within the group, and their notion of group envy does
not aggregate utilities at the group level.

Aziz et al. [2] do not use a model with fixed groups but are rather
interested in extending the definition of envy-freeness to account
cases where agents might spontaneously form groups, and as such
allocation should strive to satisfy every possible subset of agents.

Finally, Aleksandrov and Walsh [1] assume a model based on
arithmetic-mean utilities for groups. Unlike us, they remain agnostic
regarding the mechanism of allocation, meaning that a group may be
envious because of a poor assignment of items within its members.

Outline of the paper. We start by presenting our model in Section
2. Section 3 then discuss relevant axioms for group envy-freeness,
and show that approaches from the literature do not satisfy all of
them. Difficulties occur for the notion of group envy when groups of
unequal size must be considered, since in that case it is not obvious
what thought experiment the small group (for instance) should under-
take when contemplating the large group. This motivates us to pro-
pose a new notion of group envy, based on the counterfactual com-
parison of groups of equal size, obtained by considering subgroups
of the larger group (Section 4). This notion satisfies our axioms, but
has the drawback of being difficult to compute (Section 5). In Sec-
tion 6 we show how to approximate this notion of envy, and provide
experimental results in Section 7 suggesting that it can be used in
practice.

2 Our model

We consider an extended house allocation problem involving a set N
of n agents partitioned into k types/groups T = {T1, . . . , Tk} and
a set M of m items/houses with |M| ≤ |N |. An allocation A is a
collection of k bundles A1, . . . , Ak such that:

• A1 ∪ . . . ∪Ak = M,
• Ap ∩Aq = ∅ for all p, q ∈ [k], with p �= q,
• and |Ap| ≤ |Tp| for all p ∈ [k].

For a given allocation A, Ap is the set of items allocated to group Tp.
Moreover, the bundle received by agent i ∈ N will be denoted A(i)
in the sequel. Recall that, in our setting, each item can be assigned
to at most one agent, and each agent can only receive at most one
item from the bundle allocated to its group. Therefore, for any group
Tp ∈ T and any agent i ∈ Tp, we have A(i) ⊆ Ap and |A(i)| ≤ 1.
Moreover, for any subgroup G ⊆ Tp, the subset of items received by
the agents in G will be denoted by A(G), i.e. A(G) = ∪i∈GA(i).
In particular, we have A(G) = Ap for G = Tp.

For every group Tp ∈ T , we are given a type-value function Vp :
2M → R+ which quantifies some concept of overall welfare derived
by the agents in Tp from any bundle of items B ⊆ M. In this paper,

we rely on the utilitarian type-value function as defined in [3]:

Vp(B) =

⎧
⎨
⎩

max
X∈XB

∑
i∈Tp

∑
j∈B

ui(j)xij , if B �= ∅;

0, otherwise.

where ui(j) ∈ R+ is the utility derived by agent i from item j,
and XB is the set of all binary matrices X = (xij)i∈Tp,j∈B rep-
resenting (maximum-cardinality) matchings in the bipartite graph
G = (Tp ∪B, Tp ×B). In other words, we assume that every group
measures the satisfaction of its own agents by the classical utilitar-
ian social welfare, and that it uses an internal allocation procedure
that distributes the items to the agents of the group optimally w.r.t.
the utilitarian social welfare. Hence, for a given allocation A, group
Tp ∈ T assigns the items in Ap to agents in Tp in such a way that
allocation {A(i)}i∈Tp maximizes the utilitarian social welfare. We
extend this definition to any subgroup G ⊆ Tp of same-type agents,
by simply defining VG as Vp restricted to agents in G.

Note that, for any G ⊆ Tp, function VG is not additive but sub-
modular, and that VG(B) can be computed in polynomial time for
any B ⊆ M as it amounts to solve the instance of the classical
maximum weight assignment problem defined by the bipartite graph
G = (G∪B,G×B) whose weights are given by {ui(j)}(i,j)∈G×B .

3 Group envy-freeness: an axiomatic perspective

We are interested in assessing the fairness of allocations among
groups of agents. At the individual level, envy-freeness is simply
defined as follows: an agent i ∈ N envies another agent i′ ∈ N
when she prefers the bundle A(i′) to her own bundle A(i), i.e. when
ui(A(i′)) < ui(A(i)). An allocation is envy-free when no agent en-
vies another. Group envy-freeness extends this notion to groups of
agents. Below we provide a critical discussion of some existing no-
tions when used in our context as it poses a specific challenge due
to the combination of two features: agents receive at most one item
(making the value function not additive), and groups may be of dif-
ferent sizes. We approach the question by taking an axiomatic per-
spective [18], and identify three key properties we would like our
notion to satisfy.

Axiom 1 (Group Envy under Unanimous Pairwise Envy) For
any allocation A and any two groups Tp, Tq ∈ T :

[∀i ∈ Tp, ∀i′ ∈ Tq, ui(A(i)) < ui(A(i′))] ⇒ Tp envies Tq

Axiom 2 (Group Envy-Freeness under Useless Acquisition) For
any allocation A and any two groups Tp, Tq ∈ T :

Vp(Ap) = Vp(Ap ∪Aq) ⇒ Tp does not envy Tq

Axiom 3 (Monotonicity under Unanimously Envied Agent Addition)

Let us consider an instance I and an allocation A such that group
Tp ∈ T equal-sized envies group Tq ∈ T . For any augmented
instance I ′ obtained by simply adding one agent i0 to Tq and one
object j0 allocated to Tq:

[∀i ∈ Tp, ui(A(i)) < ui(j0)] ⇒ Tp envies Tq in instance I ′

Intuitively, Axiom 1 says that if there is envy from every agent of
one group to every agent of another group, then the first group must
envy the second group; Axiom 2 reflects the intuition that a group
which does not improve its satisfaction upon receiving all the items
of another group should not be envious of this group; and finally
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Axiom 3 captures the idea that adding an agent together with an item
that is unanimously envied to a group that is already envied should
not delete envy.

To define a typewise extension of individual envy-freeness, a first
idea that may come to mind is to compare the bundles of items
received by the different groups of agents through their type-value
functions, as proposed by Benabbou et al. [3]:

Definition 1 (Typewise Envy) For any allocation A, group Tp ∈ T
is said to typewise envy group Tq if and only if Vp(Ap) < Vp(Aq).
An allocation A is said to be typewise envy-free (TEF) if and only if
no group typewise envies another group.

However, this definition is oblivious of the size of groups, which
induces counter-intuitive results in our context:

Observation 1 (TEF does not verify Axiom 1) Let us consider an
instance with |M| = 103 items and two groups T1 and T2, where
T1 is a group of 100 agents and T2 is a group of 3 agents. Let A be
an allocation such that |A1| = 100 and ui(j) = 1 for all agents
i ∈ T1 and all items j ∈ A1, whereas |A2| = 3 and ui(j) = 10
for all agents i ∈ T1 and all items j ∈ A2. In that case, we have
ui(A(i)) < ui(A(i′)) for all i ∈ T1 and all i′ ∈ T2, yet T1 does not
typewise envy T2 since V1(A1) = 100 ≥ V1(A2) = 30.

Chakraborty et al. introduce the notion of weighted envy-freeness
[5] as a way to handle situations where some agents might be entitled
to higher utilities than others. It can easily be adapted to the case
of predetermined groups of agents by considering each group as an
agent having an entitlement depending on its size [16]. The weighted
envy-freeness is defined using a weight function w : T → R which
attributes a weight to each group. In our case, this weight will be
equal to the size of the group, i.e. w(Tp) = |Tp| for all Tp ∈ T . We
will designate the weight of Tp as wp.

Definition 2 (Weighted Envy) For any allocation A, group Tp ∈ T
weighted envies group Tq ∈ T if and only if:

Vp(Ap)

wp
<

Vp(Aq)

wq

Allocation A is said to be weighted envy-free (WEF) if no group
weighted envies another group.

However, in our case, not only are the utilities not additive, but
also we cannot guarantee that adding an item to the bundle of a group
will strictly increase its utility (as it can only use a limited number
of items at once). This will cause erratic behaviour with this defini-
tion of envy. In particular, this envy notion will verify neither Axiom
2 nor Axiom 3, as we shall see now:

Observation 2 (WEF does not satisfy Axiom 2) Let us consider
an instance with three items M = {j1, j2, j3} and two groups of
agents T1 = {i1, i2} and T2 = {i3} with the following utilities:

ui(j) j1 j2 j3
i1 10 0 10
i2 0 1 0
i3 10 0 10

For allocation A such that A1 = {j1, j2} and A2 = {j3}, we have:

V1(A1)

|T1|
=

10 + 1

2
<

10

1
=

V1(A2)

|T2|
Thus T1 weighted envies T2. However, we have V1(A1) = V1(A1 ∪
A2) = 11 since T1 has no way to increase its overall utility using j3.

Observation 3 (WEF does not satisfy Axiom 3) Let us consider
an instance I with two groups T1 = {i1} and T2 = {i2, i3},
three items M = {j1, j2, j3}, and utility values u1(j1) = 2 and
u1(j2) = u1(j3) = 5. For allocation A defined by A1 = {j1} and
A2 = {j2, j3}, group T1 weighted envies group T2 since we have:

V1(A1)

|T1|
=

2

1
<

5

2
=

V1(A2)

|T2|
However, if we consider the instance obtained by adding agent i4 to
T2 and an object j4 allocated to T2 with u1(j4) = 5, then T1 does
not weighted envy T2 anymore since we now have:

V1(A1)

|T1|
=

2

1
>

5

3
=

V1(A2)

|T2|
Thus we added to T2 an agent with an item that all agents in T1

prefer to their own, yet T1 no longer weighted envies T2.

For the sake of completeness, we note that TEF satisfies Axiom
2 and Axiom 3, while WEF satisfies Axiom 1. Since the proofs are
rather simple, we omit them due to space constraints.

4 A new notion of envy among groups

We now introduce a new notion of envy among groups better suited to
house allocation settings, which is based on the counterfactual com-
parison of subgroups of the same size.

Definition 3 (Envy estimated by projection on equal-sized groups)

For any allocation A, we say that Tp ∈ T equal-sized envies Tq ∈ T
if and only if one of the following two conditions is verified:

• |Tp| ≤ |Tq| and Vp(Ap) < Vp(A(G)) for at least one subgroup
G ⊆ Tq with |G| = |Tp|.

• |Tp| > |Tq| and VG(A(G)) < VG(Aq) for at least one subgroup
G ⊂ Tp with |G| = |Tq|.

Allocation A is said to be equal-sized envy-free (ESEF) if no group
in T equal-sized envies another group in T .

The idea behind this definition is to only allow the comparison of
groups of the same size, by considering all the possible subgroups of
the larger group; if there is envy in at least one of these comparisons,
then the group is considered to have valid reasons to be envious. Note
that, whenever |Tp| = |Tq|, we only compare the bundles obtained
by the whole groups.

We now show that this newly introduced definition of group-envy
satisfies Axioms 1, 2 and 3.

Observation 4 (ESEF satisfies Axiom 1) Let us consider an in-
stance with two groups Tp, Tq ∈ T and some allocation A such that
ui(A(i)) < ui(A(i′)) for all agents i ∈ Tp and all agents i′ ∈ Tq .
Let us show that Tp equal-sized envies Tq:

• If |Tp| ≤ |Tq| then we necessarily have Vp(Ap) < Vp(A(G)) for
any G ⊆ Tq with |G| = |Tp| since ui(A(i)) < ui(A(i′)) for all
i ∈ Tp and all i′ ∈ G. Thus Tp equal-sized envies Tq .

• If |Tp| > |Tq| then we necessarily have VG(A(G)) < VG(Aq)
for any G ⊂ Tp with |G| = |Tq| since ui(A(i)) < ui(A(i′)) for
all i ∈ G and all i′ ∈ Tq . Thus Tp equal-sized envies Tq .

Observation 5 (ESEF satisfies Axiom 2) Let us consider an in-
stance with two groups Tp, Tq ∈ T and some allocation A such
that Vp(Ap ∪ Aq) = Vp(Ap). Let us prove by contradiction that Tp

does not equal-sized envy Tq . Assume that Tp equal-sized envies Tq .
Two cases may occur:
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• If |Tp| ≤ |Tq| then there is at least one subgroup G ⊆ Tq such
that Vp(Ap) < Vp(A(G)), and so there exists at least one agent
i ∈ Tp and one item j ∈ A(G) such that ui(A(i)) < ui(j). By
simply allocating j to i (instead of A(i)), we obtain an allocation
of Ap ∪ Aq to agents in Tp that gives a larger overall utility than
just Ap. Thus Vp(Ap ∪Aq) > Vp(Ap) yielding a contradiction.

• If |Tp| > |Tq| then there is at least one subgroup G ⊂ Tp such
that VG(A(G)) < VG(Aq), and so there exist at least one agent
i ∈ G ⊂ Tp and one item j ∈ Aq such that ui(A(i)) < ui(j).
Thus by allocating j to i (instead of A(i)) we obtain an allocation
of Ap ∪ Aq to agents in Tp that provides a larger utility than Ap.
Thus Vp(Ap ∪Aq) > Vp(Ap) which gives a contradiction.

Observation 6 (ESEF satisfies Axiom 3) Let us consider an in-
stance I and an allocation A such that group Tp ∈ T equal-sized
envies group Tq ∈ T . Let I ′ be an instance obtained from I by
simply adding one agent i0 of type Tq and one object j0 such that
ui(A(i)) < ui(j0) for all i ∈ N\{i0} (other utility values being
arbitrary chosen). Let T ′ = {T ′

1, . . . , T
′
k} denote the set of types

of instance I ′. In instance I ′, let A′ be the allocation defined by
A′

q = Aq ∪ {j0} and A′
r = Ar for all r ∈ [k] with r �= q. Let us

show that T ′
p equal-sized envies T ′

q in allocation A′. Two cases must
be considered:

• If |Tp| ≤ |Tq|, then we know that there exists G0 ⊆ Tq with
|G0| = |Tp| such that Vp(Ap) < Vp(A(G0)) (since Tp equal-
sized envies Tq in A). For instance I ′ and allocation A′, we have
|T ′

p| < |T ′
q|, G0 ⊆ Tq ⊂ T ′

q with |G0| = |T ′
p| and Vp(A

′
p) =

Vp(Ap) < Vp(A(G0)) = Vp(A
′(G0)). Therefore T ′

p equal-sized
envies T ′

q in A′.
• If |Tp| > |Tq| then there exists G ⊂ Tp with |G| = |Tq| such that

VG(A(G)) < VG(Aq) (since Tp equal-sized envies Tq in A). Let
G0 = G ∪ {i} for some i ∈ Tp\G. For instance I ′ and alloca-
tion A′, we have VG0(A

′(G0)) = VG(A
′(G)) + ui(A

′(i)) =
VG(A(G)) + ui(A(i)) < VG(Aq) + ui(j0) ≤ VG0(A

′
q). If

|T ′
p| > |T ′

q| then we can directly conclude that T ′
p equal-sized

envies T ′
q in A′ since G0 is a subgroup of Tp such that |G0| =

|T ′
q| and VG0(A

′(G0)) < VG0(A
′
q). Otherwise, we necessar-

ily have |T ′
p| = |T ′

q|, and therefore G0 = T ′
p. In that case,

VG0(A
′(G0)) < VG0(A

′
q) can be rewritten Vp(A

′
p) < Vp(A

′
q)

which implies that T ′
p equal-sized envies T ′

q in A′.

Although ESEF verifies our three axioms, an ESEF allocation may
not exist (even when considering an “up-to-one-good” relaxation), as
shown by the following example.

Example 1 Consider an instance with |M| = 4 items and |N | = 9
agents partitioned into two groups T = {T1, T2} with |T1| = 6 and
|T2| = 3. Let us assume that ui(j) = 1 for all agents i ∈ N and
all items j ∈ M. In any allocation A such that |A2| ≥ 1, at least 3
agents in T1 are empty-handed. Therefore, there exists G ⊂ T1 with
|G| = |T2| = 3 such that VG(A(G)) = 0 < 1 ≤ VG(A2). Hence
T1 equal-sized envies T2 whenever |A2| ≥ 1. In any allocation A
such that |A2| = 0, we have V2(A2) = 0 < 1 ≤ V2(A(G)) for
any subgroup G ⊂ T1 with |G| = |T2| = 3 since only two agents
in T1 are empty-handed. Thus, T2 equal-sized envies T1 in that case,
which shows that there is no ESEF allocation in this instance.

Note that considering the “up to one good” relaxation which con-
sists in removing the “best” item from the envied (sub)group before
comparing utilities, does not solve the problem for this instance: T1

equal-sized envies T2 up to one good when |A2| ≥ 2, whereas T2

equal-sized envies T1 up to one good when |A2| < 2.

Proposition 1 The problem of determining if there exists an ESEF
allocation is NP-complete, even for problems involving only two
groups of equal size with identical individual utilities.

Proof. First, let us prove that the problem is in NP. Note that deter-
mining if a given allocation A is ESEF can be done by performing
(at most) a quadratic number of tests: for every pair (Tp, Tq) ∈ T 2

with Tp �= Tq , we need to check whether Tp equal-sized envies Tq

or not. For a given pair (Tp, Tq), it can be done as follows:

• if |Tp| ≤ |Tq| then Tp equal-sized envies Tq iff there exists
G ⊆ Tq such that |G| = |Tp| and Vp(Ap) < Vp(A(G)) (by def-
inition). Note that there is no need to enumerate all possible sub-
groups G to check whether Tp equal-sized envies Tq , as we can
only focus on the “best” subgroup. Indeed Tp equal-sized envies
Tq iff Vp(Ap) < maxG⊆Tq :|G|=|Tp| Vp(A(G)). As already men-
tioned before, computing Vp(Ap) can be done in polynomial time
as it amounts to solve an instance of the classical maximum weight
assignment problem. Regarding maxG⊆Tq :|G|=|Tp| Vp(A(G)), it
can also be reduced to the maximum weight assignment problem,
applied on the bipartite graph g = (Tp∪Tq, Tp×Tq) with weights
{ui(A(i′))}(i,i′)∈Tp×Tq (which is solvable in polynomial time).

• If |Tp| > |Tq| then Tp equal-sized envies Tq iff there ex-
ists G ⊆ Tp such that |G| = |Tq| and VG(A(G)) <
VG(Aq) (by definition). As in the previous case, we can only
focus on the “worst” subgroup: Tp equal-sized envies Tq iff
maxG⊆Tp:|G|=|Tq |{VG(Aq) − VG(A(G))} > 0. This can be
reduced to the maximum weight assignment problem applied
on the bipartite graph g = (Tp ∪ Tq, Tp × Tq) with weights
{ui(A(i′)) − ui(A(i))}(i,i′)∈Tp×Tq (which is solvable in poly-
nomial time).

Since determining if a given allocation A is ESEF can solved in
polynomial time, the existence problem of an ESEF allocation can
be solved in polynomial time by a nondeterministic algorithm which
creates an allocation and return True if it is ESEF. The problem is
therefore in NP.

We now prove that the problem is NP-complete by describing a
polynomial time reduction from the partition problem to our prob-
lem. Given an instance of the partition problem defined by a set of
positive integers S = {s1, . . . , sf}, we construct an instance of our
problem with only two groups (T1 and T2) of size f , and where M
the set of items only includes one item j per integer sj ∈ S with
ui(j) = sj for any agent i ∈ N . Since |T1| = |T2|, then our con-
structed instance is a ’yes’-instance iff there exists an allocation A
such that V1(A1) ≥ V1(A2) and V2(A2) ≥ V2(A1), i.e. such that
V1(A1) = V1(A2) (since V1 = V2). Thus our constructed instance
is a ’yes’-instance iff

∑
j∈A1

sj =
∑

j∈A2
sj (since ui(j) = sj

for any pair (i, j) ∈ N × M), i.e. iff the instance of the partition
problem is a ’yes’-instance (A1 and A2 defining a valid partition). �

This motivates us to define a notion of degree of envy directly de-
rived from Definition 3. A possible intuition behind the definition is
as follows: suppose a small group contemplates a large group know-
ing that they would only obtain a number of items corresponding to
their own group size. Without any prior information regarding the
way these items would be picked, our degree of envy corresponds to
the likelihood of being envious. The reasoning is the same when a
large group contemplates a small group, except that the uncertainty
lies instead on which agents would be picked to match the small
group size. The formal definition is given below:
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Definition 4 (Degree of envy) For any allocation A, the degree of
envy of Tp ∈ T towards Tq ∈ T , denoted by dApq , is defined by:

dApq=

⎧
⎪⎪⎨
⎪⎪⎩

|{G⊆Tq : |G|= |Tp|&Vp(Ap)<Vp(A(G))}|
|{G⊆Tq : |G|= |Tp|}|

if |Tp|≤|Tq|

|{G⊆Tp : |G|= |Tq|&VG(A(G))<VG(Aq}|
|{G⊆Tp : |G|= |Tq|}|

otherwise.

Clearly, an allocation A is ESEF iff dApq = 0 for all pairs
(Tp, Tq) ∈ T 2. When the degree of envy is equal to 1, we know
that there is envy regardless of which equal-size subgroup is consid-
ered for comparison. Observe that when two groups are of equal size
to start with, the degree of envy may only be 0 or 1.

5 On the computation of the degree of envy

We now focus on the computation of the degree of envy between two
groups. To do so, let us consider the following counting problem:

NUMBER OF ENVIED SUBSETS PROBLEM : Given an allocation A
and two groups Tp, Tq ∈ T with |Tp| ≤ |Tq|, how many subsets
G ⊆ Tq are such that |G| = |Tp| and Vp(Ap) < Vp(A(G)) ?

We now show that this counting problem is #P-complete, #P being
the complexity class of the counting problems associated with NP
decision problems (as first introduced by Valiant in [20]).

Proposition 2 The number of envied subsets problem is #P-
complete.

Proof. This counting problem is obviously in #P, as we can solve
the associated existence problem in polynomial time with a simple
nondeterministic algorithm which picks a bundle and checks if its
overall utility is high enough to be envied.

In order to show that our problem is #P-complete, we now consider
the counting subset sum problem (which can be shown to be #P-
complete using a reduction from the counting problem associated
with 3-SAT [19]). It can be defined as follows: given a set of positive
integers S = {s1, . . . , sf} and an integer T , how many subsets of S
sum up to T ? Given an instance of the counting subset sum problem,
we construct two instances I and I ′ of our allocation problem. First,
let I be an instance with |M| = 2f items and two groups T1 and T2

such that |T1| = f and |T2| = 2f . Moreover, M is partitioned into
two sets M1 and M2 of equal-size such that, for any agent i ∈ T1, we
have ui(j) = T/f for all j ∈ M1, and ui(j) = sj for all j ∈ M2.
Consider the allocation A defined by A1 = M1 and A2 = M2. In
that case, we have V1(A1) = f × T/f = T , and for any subset
G ⊆ T2 with |G| = |T1| = f , we have V1(A(G)) =

∑
j∈A(G) sj .

Hence solving I gives the number nI of subsets of S whose sum is
strictly larger than T . Similarly, let I ′ be the instance obtained from I
by simply changing the following utility values: ui(j) = T/f−1/f
for all i ∈ T1 and j ∈ M1. As a result, solving I ′ gives the number
of subsets of S whose sum is strictly larger than T − 1. Since S
is only composed of positive integers, then it gives the number nI′

of subsets whose sum is larger or equal to T . Then, we can obtain
the number nT of subsets of S whose sum is exactly T as follows:
nT = nI′ − nI . The number of envied subsets problems is thus
#P-complete. �

Symmetrically one can easily prove that the following counting
problem is also #P-complete:

NUMBER OF ENVIOUS SUBSETS PROBLEM : Given an allocation A
and two groups Tp, Tq ∈ T with |Tp| > |Tq|, how many subsets
G ⊂ Tp are such that |G| = |Tq| and VG(A(G)) < VG(Aq)?

Since computing the degree of envy amounts to solve either an in-
stance of the number of envied subsets problem or an instance of the
number of envious subsets problem (and then divide by the number
of possible subgroups), we obtain the following complexity result:

Corollary 1 Computing the degree of envy is #P-complete.

6 Approximating the degree of envy

Even if computing the degree of envy is #P-complete, we now show
that it can be approximated efficiently when utilities are type-uniform
[4], i.e. when agents of the same type/group have the same utility
values. We use a result from [12] which guarantees that, if we can
generate random envied (or envious) subgroups following an almost
uniform distribution, then we can approximate the total number of
envied (or envious) subgroups by a Fully Polynomial Randomised
Approximation Scheme (FPRAS). To simplify the presentation, we
focus here on the number of envied subsets problem, as the number
of envious subsets problem can be solved similarly, and we assume
that |Tp| < |Tq|, as there is no need for an approximation algorithm
when |Tp| = |Tp| (only one possible envied subset). Moreover, we
assume here that no agent is empty-handed in allocation A, adding
dummy items with zero utility when necessary. Let np = |Tp| and
nq = |Tq|.

If Ω denotes the set of envied subgroups, then given an instance I
of the number of envied subsets problem, and a parameter 0 < ε < 1,
a probabilistic algorithm A is a FPRAS if and only if Pr(|A(I, ε)−
|Ω|| ≤ ε

2
|Ω|) ≥ 3

4
and its running time is polynomial in |I| and ε−1.

We designed our FPRAS following the guidance provided in [11].
More precisely, our FPRAS computing the size of the solution set Ω
is composed of:

• A poly-time sampling method generating a batch of sample solu-
tions, following a known probability distribution over Ω.

• A family of sets Ωi, with i ∈ [[0, np]], such that Ω0 ⊂ Ω1 ⊂ ... ⊂
Ωnp = Ω and |Ω0| = 1.

The general principle is to use the sampling method to approxi-
mate the successive ratio |Ωi|

|Ωi+1| , and then derive an approximation
of |Ω| using the following equalities:

|Ω0|
|Ω1|

× ...×
|Ωnp−1|
|Ωnp |

=
|Ω0|
|Ωnp |

= |Ω|−1

The successive ratios are obtained by proceeding as follows: first
sample the entire set Ω to estimate |Ωnp−1|/|Ωnp |, then sample the
subset Ωnp−1 to estimate |Ωnp−2|/|Ωnp−1| and so on. A study of
the expectancy and variance of the results was made in [11]. Our
goal is to find a good sampling method for our problem, allowing us
to sample our solution set according to a uniform distribution. In or-
der to do so, we will use a random walk on the Markov chain (Ω, P )
where the state set Ω is the solution set and P is the transition matrix
(defined hereafter). This can be ensured if the Markov chain satisfies
the following properties:

(1) be irreducible, which means that we must find a neighbourhood
relationship such that our solution set is connected;

(2) have a stationary probability distribution π over the set of states;
(3) be rapidly mixing [17], meaning that for any starting state X ∈ Ω

and any state Y ∈ Ω, P t(X,Y ) is close to π(Y ) for t very small
compared to |Ω|.
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To construct such a Markov chain, we take inspiration from a con-
struction introduced in [6]. Here Ω corresponds to the set of envied
subsets, i.e. all G ⊂ Tq such that Vp(Ap) < Vp(A(G)). Since no
agent is empty-handed, Ω can also be defined as the set of bundles
X , with X ⊆ Aq and |X| = |Tp|, such that Vp(Ap) < Vp(X). We
will say that two bundles are neighbours if and only if one can be
obtained from the other by removing exactly one item and adding a
single item. Transition matrix P is derived from the following rule:
from any state X ∈ Ω, we stay in X with probability 1

2
, otherwise

we pick uniformly at random one item in X and one item Aq\X ,
and we swap them: if the resulting bundle Y is in Ω then we move
from state X to state Y (otherwise we stay in X).

Proposition 3 The Markov chain (Ω, P ) is irreducible, and has a
stationary distribution.

Proof. In order to show the irreducibility of the state space, we need
to show that, given X and Y two bundles in Ω, we can go from X
to Y by successively adding and removing one good in such a way
that each bundle on the way is also in Ω. To do so, we create the
weighted directed bipartite graph GX = (NX ∪MX , EX) such that
NX contains one vertex for each agent of Tp and MX contains one
vertex for each item of Aq . Then, for any i ∈ NX and any j ∈ MX ,
we add:

• an arrow (i, j) in EX iff Tp assigns item j to agent i when Tp re-
ceives bundle X , and if so then its weight w(i, j) is set to −ui(j).

• an arrow (j, i) in EX iff Tp does not assign item j to i when it
receives bundle X , and if so then its weight w(j, i) is set to ui(j).

Let SXY be the set of arrows of EX defined by:

• (j, i) ∈ SXY iff Tp assigns item j to agent i when Tp receives
bundle Y , but not when it receives X .

• (i, j) ∈ SXY iff Tp assigns item j to agent i when Tp receives
bundle X , but not when it receives Y .

Note that the set SXY will be composed of R disjoint paths of
even length from items that are in Y \X to items that are in X\Y .
Moreover, any item j in a path that is not on an extremity of the
path is in X ∩ Y . Thus, each path corresponds to an exchange be-
tween an item only in X and an item only in Y . Let us define the
weight of a path as the sum of the weights of its arrows, and let
us sort the paths in SXY in decreasing order of weights so that wr

denotes the weight of the rth path. By applying the exchange cor-
responding to each path taken in that order, we know that we move
from X to Y . It remains to show that each intermediary bundle Zr ,
obtained by applying the exchanges described by the r first paths in
SXY , belongs to Ω. Since X,Y ∈ Ω, then it is sufficient to show that
Vp(Zr) ≥ Vp(X) or Vp(Zr) ≥ Vp(Y ). This is actually the case be-
cause Vp(Zr) ≥ max{Vp(X) +

∑r
s=1 ws;Vp(Y )−

∑R
s=r+1 ws},

which is due to the fact that applying an exchange corresponding to a
path gives an allocation that is not necessarily optimal w.r.t the group
utility, and we always have either

∑r
s=1 ws ≥ 0 or

∑R
s=r+1 ws ≤ 0

since paths are ordered in decreasing order of weights. Thus, for any
pair (X,Y ) ∈ Ω × Ω, there exists a sequence of neighbouring bun-
dles in Ω between X and Y , which shows that the set of states is
connected and that the Markov chain is irreducible.

To show the stationarity of the distribution, observe that the tran-
sition matrix is such that for any X ∈ Ω, P (X,X) ≥ 1

2
and

P (X,Y ) = 1/2np(nq − np) for any Y ∈ Ω neighbour of X . Then,
we can deduce the stationary probability distribution π from Q which

is defined for all X ∈ Ω and all Y ∈ Ω neighbour of X by:

Q(X,Y )=π(X)P (X,Y )=π(Y )P (Y,X)=
1

|Ω|×
1

2np(nq − np)

�
The proof that the Markov chain is rapidly mixing is more involved

and requires to use and combine several results from the literature.

Proposition 4 The Markov chain (Ω, P ) is rapidly mixing.

Proof. Formally, (Ω, P ) is rapidly mixing if for any starting state
X ∈ Ω, τX(ε) is O(poly(log(|Ω|), log(ε−1)) where the mixing
time τX(ε) is defined by:

τX(ε) = min{t : ∀t′ ≥ t,ΔX(t′) < ε}

with the variation distance ΔX(t) given by:

ΔX(t) =
1

2

∑

Y ∈Ω

|P t(X,Y )− π(Y )|

Our proof here will be a slightly modified version of the proof elab-
orated for the knapsack problem in [10]. This proof relies on the fact
that, if we can define a flow f that routes one unit of flow between
every pair of unequal states, then we have:

τX(ε) ≤ 2nq
C(f)

|Ω| L(f)(nq + ln(ε−1))

where C(f) is the maximum flow across all edges, and L(f) is the
length of the longest flow-carrying path. Thus, we simply need to
prove that C(f) = |Ω|poly(nq) and L(f) = poly(nq). Now our
objective is to construct an appropriate flow while ensuring that we
can compute the maximum flow that can go through any state Z ∈ Ω.
To do so, for any two states in X,Y ∈ Ω, we are going to spread the
flow between these two points over all the possible combinations of
swaps that lead from one to the other, and then, for each combination
of swaps, over a set of flow paths obtained from a family of permu-
tations of those swaps.

Let X and Y be any two states in Ω, and let EX→Y be any set
of swaps in {(x, y) : x ∈ X \ Y, y ∈ Y \ X} leading to Y from
X . For any swap (x, y), let w(x,y) = u(y) − u(x) be the weights
of swap (x, y), where u is the utility function of agents in group
Tp. Following [10], we partition EX→Y into two sets H and S such
that H contains the 29 swaps with the largest weight (if this many
exist), and S contains all the others. Let us set m = |S| and let
{wi}mi=1 denote the weights of the swaps in S. We will further divide
the set H into two sets H− and H+ corresponding to negative and
non-negative weights respectively. Let a be a function defined over
Ω ∪ 2H∪S such that a(Z) = Vp(Z) for any Z ∈ Ω and a(E) =∑

(x,y)∈E w(x,y) for any E ⊆ EX→Y .
Let us now specify the flow paths between states X and Y . The

flow will be evenly split among all families of swaps EX→Y (of
which there are np!), and then among the flow paths of each family;
we thus divide a flow of 1

np!
over the flow paths of each family. For

a given family EX→Y (which uniquely defines a set H and a set
S), the flow paths will be created from a family of permutations of
S as described in [10], except that we apply the swaps in H (and
the corresponding reverse swaps if necessary) instead of adding and
removing items. This allows us to control the amount of flow going
through each path, a result from [10] that we will use later1.
1 This is thanks to Claim (27) from [10], which is used as a basis to generate

the flow paths. The proof of this claim translates seamlessly to our case,
except that HY must be replaced by H+, HX by H− and a(HX) by
−a(H−), and that we must use our own definition of function a.
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We can now calculate the amount of flow that goes through each
state Z ∈ Ω. For this, we will compute the number of pairs (X,Y ) ∈
Ω2 for which at least one flow path goes through Z. We encode each
triplet (X,Y,E) by a 6-tuple (Z′, h1, h2, U,H

′, E) with Z′ ∈ Ω,
h1, h2 ∈ H , U ⊂ S, H ′ ⊂ H and E a family of swaps in {(x, y) :
x ∈ Z \ Z′, y ∈ Z′ \ Z}. The tuples are defined as in [10] with the
following differences: h1 and h2 are swaps in E instead of objects,
Zh1,h2 is the state reached from Z by applying or reversing h1 and
h2, and E is a set of swaps from Z′ to Z which is also the set of
swaps from X to Y (except that some may be reversed). Due to the
way the flow paths are defined, we know that there exists a universal
constant C such that, for each tuple, the total flow going through Z is
bounded by Cm2

( m
|U|)n!

(this is thanks to the result of [10] we mentioned

earlier). We can thus calculate the total flow by counting all possible
6-tuples: there are (i) np(np−1)(nq−np)(nq−np−1) possibilities
for h1 and h2, (ii) |Ω| possibilities for Z′, (iii) np! possibilities for
E, (iv)

(
m
|U|

)
possibilities for U for each |U |, and (v) 229 possibilities

for H ′. By summing over all the flow paths, we obtain a bound on
the maximum flow passing through any state Z:

f(Z) ≤ 229.|Ω|.Cm3.np(np − 1)(nq − np)(nq − np − 1)

Finally, since C(f) = maxZ∈Ω f(Z), we obtain the following
bound: τX(ε) ≤ poly(np, nq, log(ε

−1)). �

Note that this approximation method still satisfies the axioms in-
troduced in Section 3, as it correctly detects whether envy exists or
not: indeed, the first step of the random walk is to compute an envied
subgroup. The algorithm will thus stop (returning 0) if none is found,
otherwise it will return a product of ratio strictly greater than 0.

7 Experiments

Our previous results have two main limitations: first, the number of
steps required by the theoretical bound is very high, even if n is
small, and second, it requires utility functions to be identical between
agents of a same group (type-uniformity). To gain some insights re-
garding the behaviour of our approximation in practice, we decided
to study the convergence rate on small instances, first in the case of
type-uniform utilities and then with general utility functions.

The experiments were conducted considering a group Tp of size
np (for np going from 4 to 8) comparing itself to a larger group Tq

of size 2np (comparing a larger to a smaller group can be easily re-
duced to the opposite). Utility functions were generated by picking
uniformly at random a value between 0 and 1, one for each item for
type-uniform utilities, and one for each (agent, item) pair for general
utilities (utilities are thus not correlated at all). From there, we gen-
erated the set of envied bundles Ω, and the corresponding Markov
chain (Ω, P ), as described in Section 6. We then calculated the evo-
lution of the probabilities of presence π(t) = μ0P

t from a starting
distribution μ0 (equal to 1 for a single bundle and 0 for the others).
We recorded the number of steps at which the variation distance goes
below ε, for ε = 0.1 (in red) and ε = 0.001 (in blue), indicating con-
vergence to the stationary distribution.

The actual number of steps required to get a precision of 0.1 or
0.001 is much lower than what the theoretical bound suggests, even
for a very small ε. To give an idea, the bound is close to 1 billion
steps for n = 8. It can be observed that in both cases convergence is
reached under 200 steps on average, and that this grows only linearly
with the group sizes. If we compare common or arbitrary utilities, we
observe that the latter case takes s a slightly longer time on average.

Figure 1. Number of steps before convergence as a function of np the
group size (with type-uniform utilities).

Figure 2. Number of steps before convergence as a function of np the
group size (with general utilities).

In particular, some instances seem more challenging (note the max
value), but even in the worst case, the computing time remains much
below the theoretical bound. For these experiments, constructing ex-
plicitly the state space Ω is a barrier, but recall that in practice the
approximation algorithm does not require it. This suggests that our
algorithm can be used in practice for arbitrary utilities and groups of
significant size.

8 Conclusion

We proposed a new notion of the degree of group envy that satisfies
several relevant axioms in house allocation problems among groups
of agents of different sizes. This notion is based on the counterfactual
comparison of subgroups of the same size. Although we proved that
computing the exact degree of group envy is computationally diffi-
cult, we proposed an approximation approach which is practicable as
shown by our experiments. An obvious extension of this work would
be to prove that a FPRAS exists beyond the case of common utilities
within groups. On the axiomatic perspective, we would like to pro-
vide a characterization of our approach, which may require further
axioms to be considered.
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