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Abstract

Let B = (Bt)t≥0 be a standard Brownian motion. The main objective is to find a uniform
(in time) control of the modulus of continuity of B in the spirit of what appears in [4]. More
precisely, it involves the control of the exponential moments of the random variable sup

0≤s≤t
|Bt −

Bs|/w(t, |t − s|) for a suitable function w. A stability inequality for diffusion processes is then
derived and applied to two simple frameworks.
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1 Introduction

Let f : R+ → R be some function and T > 0 be a positive time horizon. Then, the modulus of
continuity of f on [0, T ] is the function ωf (T, ·) defined by, for all h ≤ T ,

ωf (T, h) := sup
0≤s<t≤T,|t−s|≤h

|f(t)− f(s)|.

Let B = (Bt)t∈R+ be a standard Brownian motion living on the probability space (Ω,F ,P) and denote
by ωB its pathwise modulus of continuity as defined above. Of course, this function depends on the
path of B and in turn is random. Perhaps the most known result about ωB is Lévy’s modulus of
continuity theorem [5, p. 172], which gives the following equivalent of ωB for small h,

ωB(1, h) ∼h→0

√

2h ln
1

h
almost surely.

More recently, some bounds were obtained on ωB.
On the one hand, [1] proves that for all p > 0, there exists an explicit constant C(p) such that for

all T > 0 and h ≤ T ,

E [(ωB(T, h))
p] ≤ C(p)

(
√

h ln

(

2T

h

)

)p

.

Moreover, this bound is also derived for general Itô processes. Those results are then applied to the
control of the Euler approximation of stochastic delay differential equations.

On the other hand, the Remark below Lemma 3.2. in [4] states that the random variable

M = sup
0<s<t<T
h=|t−s|

|Bt −Bs|
√

h
(

1 + ln T
h

)

,
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is such that M2 admits exponential moments, that is E
[

exp(λM2)
]

< ∞ for some λ > 0. Of course,
it is related with the following bound for the modulus of continuity,

ωB(T, h) ≤ M

√

h

(

1 + ln
T

h

)

. (1)

Those results are applied to the derivation of strong diffusion approximation of jump processes. Even
if it is not clear from the notation, the random variable M depends on T so that the equation above
does not give a bound for the uniform (with respect to T ) modulus of continuity.

The main objective of this paper is to prove the following bound for the uniform modulus of
continuity of Brownian motion.

Theorem 1. Let B be a standard Brownian motion. Let ε > 0 and define the random variable

MB := sup
0<s<t<∞,
h=|t−s|

|Bt −Bs|
√

h
(

1 + ln t
h + ε| ln t|

)

.

Then, M2
B admits exponential moments.

The second objective is to derive a stability inequality for diffusion processes in the spirit of what
appear in the proofs of the strong diffusion approximation in [4]. Finally, two applications of this
inequality are given.

The paper is organized as follows. Some properties of the quantity that appears in the denominator
in the definition of MB are stated in Section 2. A stability inequality for diffusion processes is proved
in Section 3. This inequality can be used to prove convergence results in the framework of small
perturbations of the coefficients of the diffusion in two different frameworks (see Section 4). Finally,
the proof of the main result is given in Section 5.

2 About the upper-bound

Let 0 < ε < 1 in this section, and define w : R∗
+ × R

∗
+ → R by, for all 0 < h ≤ t,

w(t, h) :=

√

h

(

1 + ln
t

h
+ ε| ln t|

)

, and w(t, h) := w(t, t) if 0 < t < h. (2)

The value w(t, h) for h ≤ t is linked with Theorem 1, whereas it is defined for h > t in order to
satisfy some monotony (see Proposition 1). Notice that, in comparison with Equation ??, it is also
natural to consider the function wK : R∗

+ × R
∗
+ → R defined by, for all 0 < h ≤ t,

wK(t, h) :=

√

h

(

1 + ln
t

h

)

, and wK(t, h) := wK(t, t) if 0 < t < h.

Of course, wK(t, h) ≤ w(t, h) but wK controls the the modulus of continuity for finite time horizons
whereas w gives a uniform control. For instance, one can compare Equation (1) with the following
corollary of Theorem 1.

Corollary 1. There exists a random variable MB such that M2
B has exponential moments and for all

0 < h < t < +∞,

ωB(t, h) ≤ MB w(t, h).

Theorem 1 and in turn Corollary 1 are expected to be valid with w replaced by wK , but we were
not able to prove it. Nevertheless, the additional logarithmic term in w is not a critical flaw: for
instance, it only implies an additional logarithmic term in Corollaries 2 and 3, whereas the rate of
convergence obtained in Corollary 4 would be unchanged.

Here are listed two nice properties satisfied by our upper-bound function w.
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Proposition 1. The function w is non decreasing, that is

∀t′ ≥ t ≥ 0, h′ ≥ h ≥ 0, w(t′, h′) ≥ w(t, h).

Proof. Let t′ ≥ t ≥ 0 and h′ ≥ h ≥ 0. It is clear that w(t′, h) ≥ w(t, h) and it only remains to prove
that w(t, h′) ≥ w(t, h).

The function h 7→ h(1 + ln(a/h)) is non-decreasing for all positive h ≤ a which directly implies
(with a = max{tp, tq}) that w(t, h) ≤ w(t,min{t, h′}) = w(t, h′) by definition.

Obviously, the function wK is also non decreasing. Furthermore, the function wK satisfies the same
scaling invariance as the Brownian motion. More precisely, for all a > 0, wK(at, ah) =

√
awK(t, h).

This property is almost satisfied by the function w in the following sense.

Proposition 2. For all a > 0, (t, h) ∈ (R∗
+)

2,

1

1 +
√

ε| ln a|
≤ w(at, ah)√

aw(t, h)
≤ 1 +

√

ε| ln a|. (3)

Proof. Let a > 0 and (t, h) ∈ (R∗
+)

2. Assume that t ≥ h. We have

w(at, ah) =

√

ah

(

1 + ln
at

ah
+ ε| ln at|

)

≤
√

ah

(

1 + ln
t

h
+ ε| ln t|+ ε| ln a|

)

.

Using the fact that
√
b+ c ≤

√
b+

√
c when b, c ≥ 0 and the fact that

√
h ≤ w(t, h), we get w(at, ah) ≤√

aw(t, h)(1 +
√

ε| ln a|) which corresponds to the upper bound and the same kind of argument gives
the lower bound.

Finally, if h > t, then the same kind of argument can be applied to w(at, ah) = w(at, at) and
w(t, h) = w(t, t).

In particular, this property can be used to compare the modulus of continuity of the Brownian
motion B and its space-time scaling. More precisely, we have the following corollary of Theorem 1.

Corollary 2. Let a > 0 and define the scaled Brownian motion B̃ by B̃t = a−1/2Bat for all t ≥ 0.
Then,

MB̃ = sup
0≤s<t<+∞

|B̃t − B̃s|
w(t, |t− s|) ≤

(

1 +
√

ε| ln a|
)

MB,

where MB is the random variable defined in Theorem 1.

Proof. Let a > 0 and 0 ≤ s < t < +∞. By Proposition 1, we know that
√
aw(t, |t − s|) ≥ w(at, a|t−

s|)/(1 +
√

ε| ln a|). Hence,

|B̃t − B̃s|
w(t, |t − s|) =

|Bat −Bas|√
aw(t, |t− s|) ≤ |Bat −Bas|

w(at, a|t − s|)
(

1 +
√

ε| ln a|
)

,

which gives the result.

3 Stability inequality for diffusions

The main result of this section is Proposition 3. It is a general stability inequality for diffusions which
can be used in particular to provide explicit rates for strong convergence results (see Section 4).
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3.1 Setting

Let X and X be two diffusion processes satisfying

{

X(t) = x0 +
∫ t
0 b(s,X(s))ds +B(Λ(t))

X(t) = x0 +
∫ t
0 b(s,X(s))ds+B(Λ(t)),

(4)

where

Λ(t) :=

∫ t

0
σ(s,X(s))2ds and Λ(t) :=

∫ t

0
σ(s,X(s))2ds.

In the whole paper, we assume that those two equations admit strong solutions. For instance, this
is guaranteed if the drift b and the diffusion σ are both sub-linear and Lipschitz functions (see [6, §5.2]
for instance). For instance, the equation for X is equivalent to the Ito equation

X(t) = x0 +

∫ t

0
b(s,X(s))ds +

∫ t

0
σ(s,X(s))dWs,

where W is a standard Brownian motion. See for instance [3] for details on this equivalence.

Definition 1. The functions g, g : R+×R
d → R

k are said to be Lipschitz-bounded-close with constant

L and non-decreasing functions K,D : R+ → R+, abbreviated as LBC(L,K,D), if for all t ∈ R+ and

x, x ∈ R
d,











|g(t, x)− g(t, x)| ≤ L|x− x|,
max {|g(t, x)|, |g(t, x)|} ≤ K(|x|),
|g(t, x) − g(t, x)| ≤ D(|x|).

(5)

By extension, g : R+ × R
d → R

k is said to be Lipschitz-bounded with constant L and non-decreasing

function K, abbreviated as LB(L,K), if the first two lines of (5) are satisfied.

Here are gathered the assumptions made on the parameters of the model.

Assumption 1. The functions b, b : R+ × R → R are LBC(Lb,Kb,Db) and the functions σ, σ :
R+ × R → R are such that σ2 and σ2 are LBC(Lσ,Kσ ,Dσ).

3.2 The result

In this following, we denote X∗(t) = sup0≤s≤t |X(s)| and X
∗
(t) = sup0≤s≤t |X(s)|. The following

result is highly related to and inspired from [4, Lemma 3.2.].

Proposition 3. Let X and X be the two processes defined by (4). Let MB be the random variable

defined in Theorem 1.

Under Assumption 1, for all T > 0, γ(T ) := sup0≤t≤T |X(t)−X(t)| satisfies

γ(T ) ≤ 1 + 2e2LbT
[

|x0 − x0|+ TDb(X
∗(t)) +MB w(TKσ(X

∗(t)), TDσ(X
∗(t)))

+M2
B w

(

TKσ(X
∗(t) +X

∗
(t)), TLσ

)2 ]

. (6)

Proof. Let us define the intermediate integrated diffusion coefficient Λ̃ as

Λ̃(t) =

∫ t

0
σ2(s,X(s))ds.

The assumptions made on σ2 imply that

Λ(t) ≤ Kσ(X
∗(t)), Λ̃i(t) ≤ Kσ(X

∗(t)) and Λi(t) ≤ Kσ(X
∗
(t)).

4



The difference between X and X can be decomposed into X(t) −X(t) =
∑5

j=1Aj(t) with































A1(t) := x0 − x0,

A2(t) :=
∫ t
0 b(s,X(s)) − b(s,X(s))ds,

A3(t) :=
∫ t
0 b(s,X(s)) − b(s,X(s))ds,

A4(t) := B(Λ(t))−B(Λ̃(t)),

A5(t) := B(Λ̃(t))−B(Λ(t)).

Thanks to the assumptions on the model, we have











|A1(t)| ≤ |x0 − x0|,
|A2(t)| ≤ tDb(X

∗(t)),

|A3(t)| ≤ Lb

∫ t
0 |X(s)−X(s)|ds.

The last two terms, namely A4(t) and A5(t), can be bounded by using the monotony of w. On the
one hand, since max{Λ(t), Λ̃(t)} ≤ tKσ(X

∗(t)) and |Λ(t)− Λ̃(t)| ≤ tDσ(X
∗(t)) we have

|A4(t)| ≤ MB w(tKσ(X
∗(t)), tDσ(X

∗(t))).

On the other hand, remind that γ(T ) = sup0≤t≤T |X(t)−X(t)|. Since max{Λ̃(t),Λ(t)} ≤ tKσ(X
∗(t)+

X
∗
(t)) and, using the fact that σ2 is Lipschitz, |Λ̃(t)− Λ(t)| ≤ Lσ

∫ t
0 |X(s)−X(s)|ds ≤ TLσγ(T ), we

have
|A5(t)| ≤ MB w

(

TKσ(X
∗(T ) +X

∗
(T )), TLσγ(T )

)

.

Hence, Gronwall’s Lemma gives, for all t ≤ T ,

|X(t)−X(t)| ≤ eLbt
(

∆(T ) +MB w
(

TKσ(X
∗(T ) +X

∗
(T )), TLσγ(T )

))

. (7)

with
∆(T ) := |x0 − x0|+ TDb(X

∗(T )) +MB w(TKσ(X
∗(T )), TDσ(X

∗(T ))).

Now, either γ(T ) ≤ 1 in which case Equation (6) is trivially satisfied, or γ(T ) > 1 in which case,
using some property of the function w, Equation (7) gives

γ(T ) ≤ eLbT∆(T ) + eLbTMB w
(

TKf (X
∗(T ) +X

∗
(T )), TLf

)

√

γ(T ).

Yet, inequality of the form γ ≤ a+ b
√
γ implies that γ ≤ 2a+ b2 which ends the proof.

4 Applications of the stability inequality

In this section, we use the notation N > 2 for a scaling parameter and the notation α > 0 for a
parameter which controls the rate of the scaling. Moreover, we consider b and σ two functions such
that b is LB(Lb,Kb) and σ2 is LB(Lσ,Kσ). Finally, we assume for simplicity that the functions Kb

and Kσ are constant in this whole section.

4.1 Spatially independent diffusion coefficient

Here, we assume that Lσ = 0, that is σ(t, x) = σ(t) is constant with respect to the space variable. For
all N > 2, let us define

bN (t, x) := b(t, x) +N−αDb and σN (t, x)2 := σ(t, x)2 +N−2αDσ,

5



where Db and Dσ are two constants for simplicity. Let x0 ∈ R and define xN0 = x0 +N−αDx for some
constant Dx ∈ R. Then, let XN and X satisfy

{

XN (t) = xN0 +
∫ t
0 b

N (s,XN (s))ds +B(ΛN (t))

X(t) = x0 +
∫ t
0 b(s,X(s))ds +B(Λ(t)),

(8)

where

ΛN (t) :=

∫ t

0
σN (s)2ds and Λ(t) :=

∫ t

0
σ(s)2ds.

We are now in position to state the following corollary of Proposition 3.

Corollary 3. Let η > 0. There exists a random variable Ξ such that Ξ2 admits exponential moments

and, for all N > 1,

sup
0≤t<∞

|XN (t)−X(t)|
e2(Lb+η)t

≤ Ξ
lnN

Nα
.

Proof. Let us consider the processes Y N and Y
N

defined by Y N := NαXN and Y
N

:= NαX
N

which
satisfy

{

Y N (t) = NαxN0 +
∫ t
0 N

αbN (s,N−αY N (s))ds + B̃(Λ̂N (t))

Y
N
(t) = Nαx0 +

∫ t
0 N

αb(s,N−αY
N
(s))ds + B̃(Λ̃N (t)),

(9)

where B̃(t) = NαB(N−2αt) defines a standard Brownian motion and,

Λ̂N (t) :=

∫ t

0
N2ασN (s)2ds and Λ̃N (t) :=

∫ t

0
N2ασ(s)2ds.

The scaling used in the definition of Y N and Y
N

magnifies the difference between XN and X
N

(which
is expected to be of order N−α). Hence, the difference between the Y processes is expected to be of
order 1 and we are now in position to apply Proposition 3.

Let MB̃ be the random variable of Theorem 1 associated with the Brownian motion B̃. The drift
coefficients involved in Equation (9) are LBC(Lb, N

αKb+Db,Db) and the square diffusion coefficients

are LBC(0, N2αKσ +Dσ,Dσ), so it follows that for all T > 0, |Y N (T )− Y
N
(T )| ≤ 1 +A(T ), where

A(T ) = 2e2LbT
[

Dx + TDb +MB̃ w(T (N2αKσ +Dσ), TDσ)
]

.

Yet, there exists some deterministic constant C > 0 such that

Dx + TDb ≤ Ce2ηT and w(T (N2αKσ +Dσ), TDσ) ≤ CeηT
√
1 + lnN.

Moreover, Corollary 2 implies that MB̃ ≤ MB(1 +
√
2αε lnN), where MB is the random variable of

Theorem 1 associated with the initial Brownian motion B.
Finally, we have, for all t > 0,

|XN (t)−X
N
(t)|

e2(Lb+η)t
≤ 2CN−α

[

1 +MB(1 +
√
2αε lnN)

√
1 + lnN

]

,

which gives the desired result since M2
B admits exponential moments.

4.2 Diffusion approximation of an ODE

Here, Lσ may be non null. For all N > 2, let us define

bN (t, x) := b(t, x) +N−αDb and σN (t, x)2 := σ(t, x)2 +N−αDσ,

where Db and Dσ are two constants for simplicity. Let x0 ∈ R and define xN0 = x0 +N−αDx for some

constant Dx ∈ R. Then, let XN and X
N

satisfy
{

XN (t) = xN0 +
∫ t
0 b

N (s,XN (s))ds +N−αB(NαΛN (t))

X
N
(t) = x0 +

∫ t
0 b(s,X

N
(s))ds +N−αB(NαΛ(t)),

(10)
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where

ΛN (t) :=

∫ t

0
σN (s,XN (s))2ds and Λ

N
(t) :=

∫ t

0
σ(s,X

N
(s))2ds.

Notice that the diffusion part of Equation (10) vanishes when N goes to infinity. In particular, one

could prove that both XN and X
N

converge (at rate N−α/2) to the solution of the ordinary integral

equation x(t) = x0 +
∫ t
0 b(s, x(s))ds. The aim here is to prove that XN and X

N
are close at the finer

scale N−α (up to logarithmic term).
We are now in position to state the following corollary of Proposition 3.

Corollary 4. Let η > 0. There exists a random variable Ξ with exponential moments such that, for

all N > 1,

sup
0≤t<∞

|XN (t)−X
N
(t)|

e2(Lb+η)t
≤ Ξ

lnN

Nα
.

Notice that an equivalent result can be obtained from the proof of [4, Lemma 3.2.]: for any T > 0,

sup
0≤t<T

|XN (t)−X
N
(t)| ≤ ΞTe2LbT

lnN

Nα
.

Hence, at the price of replacing a linear term in t by an arbitrary small exponential term (and without
any loss in the rate of convergence with respect to N) we are able to get a uniform control with respect
to t.

Proof. Let us consider the processes Y N and Y
N

defined by Y N := NαXN and Y
N

:= NαX
N

which
satisfy

{

Y N (t) = NαxN0 +
∫ t
0 N

αbN (s,N−αY N (s))ds +B(Λ̂N (t))

Y
N
(t) = Nαx0 +

∫ t
0 N

αb(s,N−αY
N
(s))ds +B(Λ̃N (t)),

(11)

where

Λ̂N (t) :=

∫ t

0
NασN (s,N−αY N (s))2ds and Λ̃N (t) :=

∫ t

0
Nασ(s,N−αY

N
(s))2ds.

The scaling used in the definition of Y N and Y
N

magnifies the difference between XN and X
N

(which
is expected to be of order N−α). Hence, the difference between the Y processes is expected to be of
order 1 and we are now in position to apply Proposition 3.

Let M be the random variable of Theorem 1 associated with the Brownian motion B. The drift
coefficients involved in Equation (11) are LBC(Lb, N

αKb+Db,Db) and the square diffusion coefficients

are LBC(Lσ, N
αKσ +Dσ ,Dσ), so it follows that for all T > 0, |Y N (T )− Y

N
(T )| ≤ 1 +A(T ), where

A(T ) = 2e2LbT
[

Dx + TDb +M w(T (NαKσ +Dσ), TDσ) +M2 w (T (NαKσ +Dσ), TLσ)
2
]

Yet, there exists some deterministic constant C > 0 such that

Dx + TDb ≤ Ce2ηT and w(T (NαKσ +Dσ),max{TDσ, TLσ}) ≤ CeηT
√
1 + lnN.

Finally, we have, for all t > 0,

|XN (t)−X
N
(t)|

e2(Lb+η)t
≤ 2CN−α

[

1 +M
√
1 + lnN +M2 (1 + lnN)

]

,

which gives the desired result since M2 admits exponential moments.
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5 Proof of Theorem 1

5.1 A modified Garsia–Rodemich–Rumsey lemma

Let us introduce some notation. Let Ψ and µ be two non decreasing functions from R+ to R+. Fur-
thermore, assume that µ is continuous, µ(0) = 0, limx→+∞Ψ(x) = +∞ and define Ψ−1 : [Ψ(0),+∞)
by

Ψ−1(u) := sup{v, Ψ(v) ≤ u}.
The following lemma is a simple extension of [2, Lemma 1].

Lemma 1. For any T > 0, let f : [0, T ] → R be a continuous function such that

∫ T

0

∫ T

0
Ψ

( |f(t)− f(s)|
µ(t− s)

)

dtds ≤ BT < +∞.

Then, for all t, s ∈ [0, T ],

|f(t)− f(s)| ≤ 8

∫ |t−s|

0
Ψ−1

(

4BT

u2

)

dµ(u). (12)

Proof. For any T > 0, let fT : [0, 1] → R be defined by f̃(x) := f(Tx) and let us define µT in the
same way. By a change of variable Tx → t and Ty → s, we have

∫ 1

0

∫ 1

0
Ψ

( |fT (x)− fT (y)|
µT (x− y)

)

dxdy =
1

T 2

∫ T

0

∫ T

0
Ψ

( |f(t)− f(s)|
µ(t− s)

)

dtds ≤ BT

T 2
.

Then, the functions fT , Ψ and µT satisfies the assumption of [2, Lemma 1] which implies that, for all
x, y ∈ [0, 1],

|fT (x)− fT (y)| ≤ 8

∫ |x−y|

0
Ψ−1

(

4BT

T 2v2

)

dµT (v).

Finally, the change of variable Tx → t, Ty → s and Tv → u gives (12)

The rest of the proof relies on an application of Lemma 1 with the functions Ψ and µ defined by,
for all x ∈ R+,

Ψ(x) := ex
2/2 − 1 and µ(x) :=

√
cx,

where c > 1 is some constant. Notice that Ψ−1(y) =
√

2 ln(y + 1) and dµ(x) =
√
c

2
√
x
dx.

Let ε > 0. For all real number T > 0, let us define the random variable

ξT := fε(T )

∫ T

0

∫ T

0
Ψ

( |Bt −Bs|
µ(|t− s|)

)

dsdt,

where

fε(T ) :=











(1/T + 1)2(1−ε) if T < 1,

1 if T = 1,

(T − 1)−2(1+ε) if T > 1.

(13)

In particular, for any positive number t, we have: 1) if t ≤ 1, 1
⌊1/t⌋+1 < t ≤ 1

⌊1/t⌋ and fε(
1

⌊1/t⌋ ) ≥
t−2(1−ε); 2) if t ≥ 1, ⌈t⌉ − 1 < t ≤ ⌈t⌉ and fε(⌈t⌉) ≥ t−2(1+ε). Finally, let us denote by ξ the sup over
all integer or inverse integer times, that is ξ := sup{ξT , ξ1/T |T ∈ N

∗}.

Lemma 2. For all p ∈ (1, c), E[ξp] < +∞.
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Proof. Let p ∈ (1, c) and q ∈ (1, p). For all positive integers T ≥ 1, we have by convexity,

E
[

ξqT
]

≤ E
[

(ξT + T 2fε(T ))
q
]

= fε(T )
q
E

[

(
∫ T

0

∫ T

0
exp

( |Bt −Bs|2
2c|t− s|

)

dsdt

)q
]

(14)

≤ fε(T )
q T 2(q−1)

E

[∫ T

0

∫ T

0
exp

( |Bt −Bs|2
2c|t− s|

)q

dsdt

]

(15)

=
T 2q

(T − 1)(2+ε)q
T−2

∫ T

0

∫ T

0
E



exp





q

2c

(

|Bt −Bs|
√

|t− s|

)2






 dsdt.(16)

Yet, since the increments of B are gaussian, for all t 6= s,

E



exp





q

2c

(

|Bt −Bs|
√

|t− s|

)2






 =

√
c√

c− q
.

Hence,

E
[

ξqT
]

≤ T 2q

(T − 1)(2+ε)q

√
c√

c− q
,

and similarly, E
[

ξq1/T

]

≤ (T+1)(2−ε)q

T 2q

√
c√

c−q
. Denote g(T ) := T 2q

(T−1)(2+ε)q + (T+1)(2−ε)q

T 2q and remark that

g(T ) is equivalent to 2T−εq as T → ∞ which in turn implies summability since ε > 0. By Markov’s in-

equality and the union bound, for all integer n ≥ 0, P
(

max(ξpT , ξ
p
1/T ) > n

)

= P

(

max(ξqT , ξ
q
1/T ) > nq/p

)

≤
g(T )n−q/p. Then, the union bound gives

P (ξp > n) ≤
+∞
∑

T=1

g(T )n−q/p ≤ Cn−q/p.

Finally, the fact that q/p < 1 gives the result (use for instance the fact that E [ξp] ≤∑+∞
n=0 P (ξp > n)).

We are now in position to prove Theorem 1. Let us first fix some t ≥ 1. By definition of ξ and
properties of the function fε, we have

∫ t

0

∫ t

0
Ψ

( |Bx −By|
µ(|x− y|)

)

dxdy ≤ fε(⌈t⌉)−1ξ⌈t⌉ ≤ t2(1+ε)ξ,

Hence, Lemma 1 implies that

∀x, y ∈ [0, t], |Bx −By| ≤ 8

∫ |x−y|

0
Ψ−1

(

4t2(1+ε)ξ

u2

)

dµ(u).

Specializing the equation above with x = t and y = s ≤ t and denoting h = |t− s| yields

|Bt −Bs| ≤ 8

∫ h

0

√

2 ln

(

4t2(1+ε)ξ

u2
+ 1

) √
c

2
√
u
du,

and so

|Bt −Bs| ≤ 4
√
2c

∫ h

0

√

ln

(

4ξ +
u2

t2(1+ε)

)

+ ln

(

t2(1+ε)

u2

)

du√
u
.

The ratio u2/t2(1+ε) is less than 1 so the second logarithm in the equation above is positive and we
can use the inequality

√
a+ b ≤ √

a+
√
b to get, for all s ≤ t and t ≥ 1, |Bt −Bs| ≤ I1 + I2 + I3 with



















I1 := 4
√
2c
√

ln (4ξ + 1)
∫ h
0

du√
u
,

I2 := 8
√
c
∫ h
0

√

ln t
u + ε| ln t| − 1√

ln t
u
+ε| ln t|

du√
u
,

I3 := 8
√
c
∫ h
0

1√
ln t

u
+ε| ln t|

du√
u
.
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If t ≤ 1, one can use the fact that

∫ t

0

∫ t

0
Ψ

( |Bx −By|
µ(|x− y|)

)

dxdy ≤ (fε(1/⌊1/t⌋))−1 ξ1/⌊1/t⌋ ≤ t2(1−ε)ξ,

and the same arguments as above to prove that the bound |Bt −Bs| ≤ I1 + I2 + I3 is also valid for all
s ≤ t and t ≤ 1.

First, I1 ≤ 8
√
2c
√

ln (4ξ + 1)
√
h. Then, to simplify the expressions of I2 and I3, let us denote a

such that ln a = ln t + ε| ln t|, so that ln t
u + ε| ln t| = ln(a/u). Remark that a ≥ t. The integrand in

I2 is the derivative of u 7→ 2
√

u ln(a/u), so that I2 = 16
√
c
√

h ln(a/h). Finally, with the change of
variable y =

√

ln(a/u)/
√
2, we have

I3 = 8
√
c
√
2π

√
a

(

1− erf

(

√

ln(a/h)√
2

))

,

where erf is the error function defined by erf(x) = 2/
√
π
∫ x
0 e−y2dy. If h ≤ a/2, we use the classic

bound 1− erf(x) ≤ e−x2
/(x

√
π) to get

I3 ≤ 8
√
c
√
2π

√
a

√

h/a
√
π

√
ln(a/h)√

2

≤ 16
√
c√

ln 2

√
h.

If h ≥ a/2, we use 1 − erf(x) ≤ 1 and
√
a ≤

√
2h to get I3 ≤ 16

√
c
√
π
√
h. Since (ln 2)1/2 ≤ √

π, we
have for all h ≤ t, I3 ≤ 16

√
c
√
π
√
h.

Remind that ln(a/u) = ln t
u + ε| ln t| and combine the bounds on I1, I2 and I3 to get, for all t ≥ 0

and s ≤ t, with h = |t− s|,

|Bt −Bs| ≤ 8
√
2c
(

√

ln (4ξ + 1) +
√
2(1 +

√
π)
)

√

h

(

1 + ln
t

h
+ ε| ln t|

)

.

This inequality holds for all 0 ≤ s < t < +∞ which implies that the random variable M defined in
the statement of the Theorem satisfies

M ≤ 8
√
2c
(

√

ln (4ξ + 1) +
√
2(1 +

√
π)
)

,

and so, using 1 +
√
π ≤ 4, we have M2 ≤ 256c ln(4ξ + 1) + 8192. In particular, it implies that M is

almost surely finite. Moreover, for λ > 0,

E

[

eλM
2
]

≤ e8192λE [exp(256c ln(4ξ + 1))] ≤ e8192λE
[

(4ξ + 1)256cλ
]

.

Finally, λ can be chosen such that 1 < 256cλ < c and Lemma 2 gives the result.
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