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Abstract

Assisting the authoring of virtual terrains is a perennial challenge in the creation of convincing synthetic landscapes. Particularly,
there is a need for augmenting artist-controlled low-resolution models with consistent relief details. We present a structured noise
that procedurally enhances terrains in real time by adding spatially varying erosion patterns. The patterns can be cascaded, i.e.
narrow ones are nested into large ones. Our model builds upon the Phasor noise, which we adapt to the specific characteristics
of terrains (water flow, slope orientation). Relief details correspond to the underlying terrain characteristics and align with the
slope to preserve the coherence of generated landforms. Moreover, our model allows for artist control, providing a palette of
control maps, and can be efficiently implemented in graphics hardware, thus allowing for real-time synthesis and rendering,

therefore permitting effective and intuitive authoring.

Keywords: modelling, natural phenomena, geometric modelling, rendering, real-time rendering
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1. Introduction

Virtual terrains play a significant part in the atmosphere of a virtual
scene and are essential in many domains, including the simulation
and entertainment industry. Despite decades of research and tech-
nical breakthroughs, generating large terrains at a high resolution
in real time remains a perennial challenge. Both large-scale struc-
tures and detailed landforms participate in the overall realism of a
synthetic scene. While several advances for generating large-scale
terrains conforming to orometry [AGP*19] or stream power erosion
laws [CGG*17, SPF*23] have been proposed, generating plausible
details remains a difficult problem. The challenge stems not only
from the high-resolution models that are needed to generate details
but also from the balance between realism and artistic intent. Par-
ticularly, details such as ravines obtained by surface erosion simu-
lations [KMN88] are computationally intensive, which means they
do not scale with large terrains, and often do not allow for artistic
control. In contrast, user-prescribed landforms are often perceived
as unrealistic or necessitate a huge amount of authoring to make
them compatible with large-scale landform features. To be effective,

terrain generation should combine user control and geomorpholog-
ical consistency.

The purpose of terrain enhancement, often referred to as augmen-
tation [GDGP16], is to enhance an otherwise low-resolution ter-
rain with high-resolution details. Unfortunately, most existing ter-
rain augmentation techniques require offline pre-processing and do
not lend themselves to hardware acceleration implementation.

In this paper, we propose a procedural method for augmenting
an input terrain with ravines resembling erosion phenomena, with
various scales, amplitude and orientations depending on the charac-
teristics of the terrain, in real time.

By construction, our procedural approach is resolution-
independent which allows large amplification factors (up to
%32 in our experiments), not bounded to any spatial range, and
yet extremely compact. Moreover, synthesized details automat-
ically adapt to low-resolution features and can be controlled by
parameters including frequency, orientation and amplitude. More
precisely, we present the following contributions: (1) We introduce
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Figure 1: Our procedural model enhances a low-resolution input terrain with oriented and spatially varying erosion patterns. (a) Input
terrain h. (b) Large patterns r'V) are generated consistently with the terrain. (c) Narrow patterns r'® are added in cascade, based on the same
formulation. (d) A fractional Brownian motion (fBm) improves the appearance of crest lines.

a Phasor noise-based method for generating controllable erosion
patterns (Section 3); (2) We describe the generation of cascading
patterns, i.e. narrow patterns nested in large ones (Section 4); (3)
We validate the model using a measure of flow coherence and the
comparison with existing methods (Section 5). (4) We provide a
parallel and procedural implementation on GPU, which achieves
real-time for both generation and rendering.

The originality of our approach is that procedurally generated
erosion patterns adapt to the underlying terrain and orient in the
direction of the slope. Moreover, the designer can provide low-
resolution maps to control details or let the system directly derive
information from the input terrain. Overall, our method yields plau-
sible features that do not significantly hinder the hydrogeomorpho-
logical properties of the terrain.

2. Related Work

The generation of details onto an existing terrain can be interpreted
as a particular case of terrain generation. A review of digital terrain
modelling can be found in Galin et al. [GGP*19]. Here, we focus
on terrain augmentation and enhancement techniques that add relief
details to a previously computed topography.

Introducing details in terrains can be achieved by various tech-
niques, often categorized into erosion simulation, data-driven ap-
proaches, or procedural methods. Contrary to tectonic erosion sim-
ulations that shape the relief of mountains after reaching an equilib-
rium between uplift and erosion [CBC*16, SPF*23], surface ero-
sion methods apply a few iterations of physically inspired hydraulic
or thermal erosion [MKM&89] to improve the overall appearance of
synthetic terrains. Variants rely either on smooth hydraulic parti-
cle systems [KBKS09] or shallow water approximations [MDHO7,
BTHBO06, SBBKO08]. Hydraulic erosion, probably the most common
technique to add naturalistic details, is used intensively in the in-
dustry as a post-processing step to reproduce characteristic features
such as ravines and sediment deposits at the bottom of hills or moun-
tains. Erosion simulation is a global, iterative and computationally
expensive process that cannot be employed in real time.

Among the numerous example-based approaches mostly dedi-
cated to terrain generation [ZSTRO7, GMM15, GDGP16], sparse
modelling [GDGP16] stands out as a way to amplify an input low-
resolution terrain with high-resolution patches from a dictionary.
To avoid the lack of global structure consistency intrinsic to the
local patch-matching process algorithm, Argudo et al. [AAC*17]
extended the neighbourhood of patches. Machine learning is also
a viable option that can directly infer high-resolution terrain mod-
els from their low-resolution versions [GDG*17, ZLB*19]. As for
erosion simulation, example-based methods are computationally in-
tensive and do not lend themselves to real-time applications.

In contrast, procedural approaches are computationally efficient:
they allow for local elevation computation and lend themselves
to parallel implementation. Fractal Brownian motion, traditionally
calculated as a sum of noises at different frequencies and ampli-
tudes [EMP*02], is commonly used to add surface details to an un-
derlying low-resolution terrain. Even though their properties can be
modulated spatially, depending on the slope or the altitude, to form
a multi-fractal signal, most existing noise-based variants and com-
binations fail at synthesizing natural-looking landforms. The essen-
tial explanation is a lack of structure and topography foundation of
noise-basis functions.

To address some of those limitations, Parberry [Par15] introduced
exponential noise to better approximate the relief and slope spec-
tra of digital elevation models. Directional ridged noise and ero-
sive noise [DB09] introduced the concept of procedural directional
noise adding details to a low-resolution elevation, and adapting sur-
face details according to the slope. Still, the employed ridge noise
does not synthesize structured details and is not adapted to terrain
augmentation. Closer to our approach is the procedural model for
dendritic patterns [GBG*19] which generates river networks. Un-
fortunately, it remains computationally intensive and does not lend
itself to implementation on graphics hardware.

In the texture synthesis context, patterns that exhibit sharp fea-
tures with random shapes have been generated for long using pro-
cedural noises, such as cellular noise, or a combination of a smooth
random signal with a non-smooth transfer function [EMP*02]. The
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latter approach has recently been improved in terms of shape and
spatial control [TEZ*19, GSDT22]. Here, we build upon the Pha-
sor noise [TEZ*19], which lends itself to producing elongated rip-
ples with a sharp profile that conforms to designing erosion pat-
terns. More specifically, we control spatial variations (frequency,
orientation and profile) according to the characteristics of the ter-
rain (height and gradient). We leverage the formulation of Grenier
et al. [GSDT22] to remove unwanted discontinuities in the Pha-
sor noise and compute terrain gradients. The actual computation is
based on underlying Gaussian fields, for which several generation
algorithms exist. We exploit the capability of some sparse convolu-
tion algorithms to produce spatial variations [CSM 14, LSD21].

3. Model

We propose an enhancement model for terrains represented by a
heightfield. Let /4 denote the elevation function that represents the
low-resolution terrain, which maps from p € [0, 11> to h(p) € R.
This low-resolution elevation is enhanced using another function
that represents the details, called r. The final elevation is

e(p) = h(p) + r(p). (C))

Our contribution is a definition of r as a spatially varying pro-
cedural function. Through r, we aim to represent hydraulic erosion
patterns, while fulfilling four conditions: (a) they contain sharp fea-
tures; (b) they exhibit some randomness; (c) they are consistent with
the low-resolution terrain, especially in terms of flowing properties;
(d) they are controllable. To achieve this, we rely on an extension of
the Phasor noise [TEZ*19, GSDT22], defined as

r(p) = a(p) H o G0 (P) ()

Recall that o represents the composition operator. The next sec-
tions detail the terms of equation (2): G is a stochastic Gaussian field
that provides randomness; H encodes the sharp transverse profile of
the erosion patterns; a(p), f(p) and 0 (p) are spatially varying maps
that control the magnitude, spacing and orientation of the patterns,
respectively. To ensure consistency between the erosion patterns r
and the low-resolution terrain /s, we make the three control maps de-
pend on the altitude A, but also on the gradient Vh. We also provide
means to introduce artistic control through user maps (see Figure 2).

3.1. Background

The procedural Phasor noise [TEZ*19] is defined as a composition
of a 2w -periodic profile p with a phase field ¢:

¥ (p) = podp) 3)

Intuitively, it represents a field of waves, as shown in Figure 3. p
encodes the transversal shape of the waves (e.g. sine, square, trian-
gle, etc.), by associating a height p(¢) to any phase ¢ €] — 7; ].
¢(p) defines a phase for any position p, which can be interpreted as
a position in the wave: we arbitrarily place the bottom of the wave
at ¢ = 0 and the crest at ¢ = £x. The phase field is defined as the
argument of a complex Gaussian field, i.e. the realization of a 2D
Gaussian stochastic process. It is fully controlled by its power spec-
trum distribution (PSD). In this work, we use the simplest distribu-
tion, known as the bi-lobe, where the energy is concentrated on one

D
Initial terrain s Augmented terrain e
Procedural EE—
h .
>0 details 7 Coarse
Control | f| .. - i
maps 9
o Fine

Figure 2: Our procedural model adds fine resolution structured
patterns r onto an existing, coarse resolution, terrain h. A few maps
(f, 6 and a) control the details according to the input terrain and to
the user’s desire.

(a) PSD (b) Gaussian field Gy p (¢) Phasor noise

Triangle prolﬁle
1:

9= o=m

-2 0 2

(d) profile p (e) transfer function H

Figure 3: Phasor noise. The power spectrum distribution (PSD) (a)
fully controls a complex Gaussian field (b). The profile function (d)
(triangle profile here) defines the transversal shape of the waves.
The resulting field of profiled wave field (c) can be equivalently ex-
pressed as (i) the composition of the profile p with the argument
of the Gaussian field Gy, or (ii) the composition of a 2D transfer
function H (shown in (e), equal to p o atan2) with the Gaussian field
Gy, itself [GSDT22].

single frequency. We denote (f, 6) the polar coordinates of the fre-
quency (see Figure 3a). The stochastic Gaussian fields exhibit waves
at frequency f, oriented according to 6.

In practice, for a fixed (f, €), the computation of the phase field
¢y, relies on the procedural generation of the Gaussian field Gy
using a local and parallel algorithm [LLDD09, GSV*14, GLM17,
HN18]:

¢r0(p) = atan2 o G4 (p) “4)

Here atan2 has two parameters, and the complex field is regarded as
a vector field.
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(a) angular profile p  (b) radial attenuation p (c) transfer function H

Figure 4: The transfer function H combines angular and radial
components, as in Equation (8). (a) The angular profile p (blue,
solid line) is a modified triangle profile (orange, dashed line) with
a slight rounding at the bottom. (b) The radial attenuation removes
the discontinuity in the middle of H.

Grenier et al. [GSDT22] introduced a more generic noise model,
called colour-mapped noise vector field. In this context, the Phasor
noise can be reformulated as

¥(p) =HoGro(p) (&)

H = p o atan2 denotes a 2D transfer function (a.k.a. colour-map).
In the particular case of Phasor noise, H has no radial component,
i.e. it is invariant by scaling. However, the model allows for more
variety in H and, in this paper, we leverage it in two ways. First,
we add a radial component to H, in order to remove singularities
(Section 3.2). Second, we compute its derivatives in order to add
smaller patterns recursively (Section 4) and to compute the shading.

It is then possible to introduce smooth spatial variations, by mak-
ing f and/or 0 smooth functions of the position p. The core intuition
of our work is to imitate ravines created by erosion. p controls the
transversal profile of the ravines, 6 controls their orientations, and
f controls their scale and spacing.

3.2. Profile design

The general profile of the ravines can be set arbitrarily, according
to the desired appearance. Examples shown throughout the article
were generated using a rounded triangle profile curve as illustrated
in Figure 4a:

2
p(¢)=\/(1+2ﬁ)(f> +e—+Je withekl. (6)

As shown in Figure 5b compared to Figure 5a, the rounding pro-
duces a more natural appearance, similar to the effect of the stream-
ing of water that transports and deposits sediments on the bottom
of valleys.

The Phasor noise produces singularities in the phase field, which
creates unwanted geometric singularities (see Figure 5b, right). This
is due to the discontinuity of the arctangent, which creates a singu-
larity at H(0), even if p is continuous. While it is possible to remove
some of them by using optimization techniques [TTZ*20], this strat-
egy does not conform to our objectives. First, the optimization algo-
rithm is not compatible with a purely parallel and procedural imple-
mentation, and second, it removes geomorphologically significant
bifurcating patterns between ravines. We leverage the 2D transfer

(a) purely angular H (triangle profile)

Q \
NN l\
[

"

\ ARl
N 4
N

(b) purely angular H (triangle with rounding)
(¢c) angular profile + radial attenuation in H

Figure 5: Design of the profile of ravines: transfer function H
(left); wave field H o G in greyscale (middle) and heightfield (right).
(a) The pure triangle profile is too sharp. (b) A slight rounding soft-
ens the bottom of the ravines. (c) A radial attenuation removes the
discontinuities at forks.

function formulation [GSDT22], and introduce a radial attenuation
function p (see Figure 4b). It vanishes at 0, increases quickly, and
tends to one. In practice, any function that fits these constraints can
be used, we chose

2
p(g) = ;atan(cllgll) where ¢ > 1. @)

Then we use p as an interpolating weighting function, so that
H(0) equals the average of the profile, denoted as p:

H(g) = p(g) - poatan2(g) + (1 — p(g)) - p. (®)

As shown in Figure Sc, the discontinuity is removed and the forks
are smoothed. Equations (6)—(8) are combined to define H in Equa-
tion (2).

3.3. Orientation, frequency and amplitude control

Here, we investigate the control of spatial variations through three
control maps: orientation, frequency and amplitude. Note that the
maps must vary smoothly with respect to the location p, otherwise,
the elongated erosion patterns we are looking for would be broken.
Depending on the degree of control or automation desired, these
maps can be either provided by the user or computed on the fly from
the terrain characteristics. Here, we explain the motivations for these
three maps.

The orientation map. 6(p) determines the direction orthogonal to
the ravines and crests lines. Ravines result from erosive processes
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Terrain ! Drainage area Detected rivers ,W Distance to rivers ﬂ

Figure 6: Automatic amplitude extraction: given an input eleva-
tion, we compute the corresponding drainage area map, detect
rivers as cells whose drainage is greater than a user-defined thresh-
old and finally define the amplitude of details as a function of the
distance to the river network.

and globally follow the direction of the slope of the terrain. To ob-
tain a smooth varying control map, we cannot rely directly on the
gradient of the input terrain. Instead, we use a smoothed version of
the terrain & and its gradient Vh:

6(p) = atan2(Vi(p)) + % )

The frequency map. f(p) influences the spacing between ravines.
Inferring a frequency based on the local properties of the terrain
is not straightforward. From our experiments, we observed that a
constant value f(p) yields visually satisfying results. In our experi-
ments, we set it manually when authoring the terrain features. More
important is the ratio when cascading the features, as we explain in
Section 4.

The amplitude map. a(p) defines the depth of the ravines. Am-
plitude can be totally controlled by using a user input map. If we
seek full automation, we make the following observations: first, the
patterns appear on slopes and not near rivers, and second, they de-
pend on the drainage, i.e. the amount of streaming water. In practice,
we adopt a simple yet efficient technique to infer the presence of
drainage patterns automatically, as illustrated in Figure 6. The fol-
lowing pre-processing step is applied to the initial low-resolution
heightfield. We compute the drainage area, detect the rivers by ap-
plying a threshold value and compute a distance transform to obtain
the skeleton [PDG*19]. This distance transform is directly used as
amplitude map a(p).

3.4. Crest lines

So far, the model generates patterns consistent with the terrain
(Figure 1b). However, steep crest lines still exhibit unrealistic
smooth regular shapes. Unlike valleys, which are smoothed by hy-
draulic erosion and sediment deposits, real crests exhibit irregular
sharp features. We improve the appearance by adding a fractional
Brownian motion fBm(p) locally on the crests. To discriminate
whether p is close to the crest or the centre of the valley, we com-
pute the phase of Gy 4(p) and apply a smooth step function s that
vanishes under 7 /4 and equals to 1 above 37 /4. Finally, we com-
plete the details r by adding the field

s(|latan2 o G;»(p)|, 7 /4, 3 /4) fBm(p). (10)

As shown in Figure 1d, the final appearance is significantly im-
proved.

4. Cascading Patterns

Real terrains exhibit cascading erosive patterns, where narrow pat-
terns are nested into large ones. To improve the realism, we pro-
pose to add a second level of detail by cascading our method (see
Figure 1). Let ! denote the first level of (large) ravines defined
by Equation (2), and controlled by the maps £V, 8V and a'". We
define a second level of (narrow) ravines defined by the same equa-
tion but different control maps 8, f® and a®.

4.1. Orientation

The orientation 6® should follow the slope of & + r"). Thus, we
define

69 (p) = atan2(Vh(p) + Vr(p)) + % (1)

While V7 can easily be pre-computed, the challenge here consists in
calculating V" because " is computed procedurally. To achieve
this, we assume that @'’ is smooth enough to be considered locally
constant when deriving Equation (2):

Vr(p) = J(p)' VH o G 4(p) 12)

where J is the Jacobian of G, . The gradient VH is pre-computed
and stored, as it does depend neither on p nor on the control maps.
The Gaussian field G, is computed procedurally for ", so it is
available for free. We now derive a procedural formula for the Jaco-
bian J.

‘We compute the complex Gaussian noise using a procedural Ga-
bor noise [LLDDQ9], i.e. , a weighted sum of Gabor kernels:

el
Gf,Q(p) = Z U)(c)e 202 glg " (p - C), (13)

c

where & = 27 f[cos(8), sin(6 )]T,imd ¢ are random positions. Then,
the vector of complex derivatives J is computed as the weighted sum
of the complex gradient:

~ _lp—el? _p—o
Jp) = Xc: we)e 202 & P- c)(T + i§>
14)
and the 2 x 2 real-valued Jacobian is given by
Re(J(p))
p) = ~ . 1s)
Im(J(p))

These formulas are used not only for computing V(" but also
Vr®, which is needed for shading at the rendering stage.

4.2. Frequency

Our model takes inspiration from Horton’s law [Hor45]: the num-
bers of streams of different orders in a given drainage basin tend to
approximate a geometric series in which the ratio is the bifurcation
ratio. This provides us with a hint on the ratio between two ravine
frequencies of different orders, i.e. between £V and f@. In our ex-
periments, we used a ratio f® = 3 (). The same relation can be
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Figure 7: Global view (top) and panoramic close-up (bottom) of a 20 x 20km? terrain. We amplified the initial low-resolution terrain (left
image) with one (centre image) and two (right image) levels of ravines, along with ridged noise over the crests. The input terrain results from
a tectonic erosion simulation [SPF*23] and has a 512 resolution; the output has a 4096 resolution, a x8 amplification factor.

used to determine the initial frequency f"’: we evaluate the initial
frequency of mountains in the input terrain and apply a ratio.

4.3. Amplitude

To decide about the amplitude map a®, we use two geomorpholog-
ical arguments. First, 7" and r® should appear at similar locations
and be roughly proportional. Second, #® should vanish at the bot-
tom of ) because the water streams here. Our solution is

a?p) = rr (16)

The parameter A is a proportional factor empirically set to A = 0.2,
and r'V = a'WH o G contains both the spatial variations a'"’ and
the vanishing at the bottom encoded in the function H.

5. Results

We implemented a parallel version of our terrain amplification
method on graphics hardware. We provide the code, consisting of
a web page containing WebGL objects and shaders, as supplemen-
tary material. Figure 7 shows a direct snapshot of the WebGL imple-
mentation. It illustrates the ability of our method to augment large
terrains with plausible details. Figures 8—11 illustrate amplified ray-
traced terrains.

5.1. Performance

To facilitate experimentation, accessibility and portability, we im-
plemented our method on WebGL2.0. The pipeline consists of three
stages. (1) Initialization. The input textures are stored in 8-bit im-
ages. The initial low-resolution terrain 4 and its gradient VA have a
400 pixel resolution; the amplitude control map a has a 100? pixel
resolution; the frequency is a scalar variable directly in the code.
So the total input storage is less than 1IMB. (2) Generation. Inter-
mediate computations are done in Frame Buffer Objects (FBO) and
stored in 2048 pixel textures with floating-point precision. A first

f®) =30 with custom amplitudes

fW=15

Figure 8: Control is achieved by tuning several parameters. Here
we show the impact of the first-level frequency and the use of a cus-
tom map for the amplitude. We also show how a custom amplitude
map can be used to locally modify the amount of detail.

pass computes all details ¥V, ¥®, V¢ Vr® and fBm. A second
pass computes the final terrain e and its gradient Ve. (3) Rendering.
A 5122 pixel vertex plan is enhanced with displacement and normal
maps defined from e and Ve.

In this pipeline, the initialization is computed once, the genera-
tion is computed on demand when the details need updating, and
the rendering is computed at each frame. We carried out compar-
ative analyses on different GPUs: NVidia GTX 980; NVidia RTX
A2000; Intel mesa UHD graphics 630; AMD Radeon R9 200. For
all the GPUs, the interface reaches 60 FPS. The initialization takes
less than 1.7 ms; the generation takes less than 1.2 ms; the render-
ing stage is standard, and the overhead is due to displacement and
normal maps only. This validates the real-time capability, however
these measures have been done directly in a web browser, so they
lack precision. For a more precise measure, we generated 100 times
the details with a resolution of 2048 pixel on NVidia GTX 980.
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Original

Ours Amplified with erosion

Amplified with fBm noise

¢ (zoom)

Figure 9: Comparison of our amplification algorithm, standard fBm noise and erosion simulation: rows a, b and c show different input

heightfields, and the last row displays closeups.

Figure 10: Comparison of the flow quality using breaching maps: black cells indicate removed bedrock to make water flow. Fractional
Brownian motion (left) creates many local pits, erosion simulations (centre) reduce the number of pits but can create inconsistent drainage in
valleys because of the sediment deposition process. Our method (right) also limits flowing inconsistencies, mainly caused by the ridged noise

on crests.

Our method takes 4 ms for 100 generations. As a comparison, a 6-
octaves Fractional Brownian motion takes 3 ms.

5.2. Control

Our method authorizes user control through parameters and maps
that can be automatically computed or assigned to default values.
One of the most influencing parameters is the base frequency that
defines at which scale the augmentation algorithm introduces the
first level of details. Figure 8 illustrates the dramatic impact of this
parameter on the landforms created over the base terrain, starting
from small erosion patterns (f"” = 50) to large mountain crests
(f = 15). Another central parameter is the amplitude map, which
defines the elevation range of added landforms. Section 3.3 proposes

a simple yet effective way to initialize this map, relying on the dis-
tance to rivers. This can be further modified by the user to locally
add details on specific areas, as illustrated in Figure 8 (bottom right).

5.3. Comparison and validation

The functions " and r® can be computed in parallel and in real
time on graphics hardware, while their location is controlled through
the amplitude map. In the case of terrain amplification, only noise-
based methods [EMP*02] meet similar requirements. Figure 9
compares low-resolution terrains (first column) enhanced with stan-
dard fractional Brownian motion using the ridge noise (second col-
umn) and our method (third column). For a fair comparison, we used
the same amplitude map. Ridge noise adds isotropic details whose
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v

‘ Low resolution input

Figure 11: Example of detail enhancement involving a x 32 ampli-
fication factor. While our method cannot recover original details, it
adds plausible features.

structure or patterns do not align with the slope. In contrast, our
method adapts the ridges and ravines to the slope of the underlying
low-resolution terrain.

Figure 9 also shows a comparison with features obtained by ero-
sion simulation (fourth column) which is interactive yet not real-
time. When applied on a smooth input terrain, erosion algorithms
tend to carve the steep slopes with small ravines and fill valleys with
sediments, but not create ravines at different spatial frequencies. The
latter are obtained when high-resolution details are present in the
input. For the sake of comparison, as a pre-processing step before
erosion, we amplified the low-resolution terrain with noise-based
high-resolution details localized according to our amplitude map.
Finally, the erosion process significantly re-shapes the terrain. In
contrast, our method guarantees that the low-resolution topography
is preserved.

We tried to assess the plausibility of our approach by comparing
synthesized details to real terrains. Starting from a high-resolution
digital elevation model (Figure 11) as ground truth reference (bot-
tom), we down-sampled it to a low-resolution version (top) and
applied amplification strategies (middle) with a high amplification
factor of x32. Even though the details do not exhibit as complex
features and patterns, our method preserves the major landforms of
the initial high-resolution terrain and amplifies it with plausible re-
lief details, particularly on some initially round hills (right column).
This is due to the automatic computation of the amplitude map: au-
thoring could improve the matching with the characteristic of the
low-resolution terrain. High-frequency details in flat regions do not
result from erosion and are not reproduced.

Another validation consists in analysing the coherence of the flow
that our method produces. To do so, we use the breaching algorithm
and evaluate how much bedrock needs to be removed to guaran-
tee that every drop of water eventually flows outside the domain

Table 1: Amount of bedrock removed by the breaching algorithm to guar-
antee a consistent water flow onto the terrain (Figure 9).

Terrain fBm Erosion Ours

a 74 2 2.1
8.9 4.8 6.8

c 128 25 86

[SPF#23]. Table 1 and Figure 10 compare this amount for differ-
ent methods: fBm, erosion simulation, and ours. Unsurprisingly, the
simulation gives better results since it is meant to favour flowing.
Noise introduces a lot of local pits in the terrain and thus is less
adapted to naturally let the water flow. Our method gives interme-
diate results between the two.

5.4. Limitations and extensions

Controlling the impact of spatial frequencies and the ratio between
ravine frequencies would be worth investigating. In this work, we
focused on spatial variations in terms of orientation # and ampli-
tude a. Variations of frequencies f remain a not fully exploited ca-
pability. Exploring variants in the profile curve would also probably
allow for more diverse ravine landforms. However, this would im-
pact the transfer function H, which introduces challenges for stor-
age and derivation. Undoubtedly, such control tools may extend the
range of effects and improve artistic creation. However, a complete
user study with professional artists would be necessary to validate
the effectiveness of those controls, which is beyond the scope of this
work.

The proposed method operates on a heightfield representation
and therefore inherits the classic limitations of function-based el-
evation representations which do not lend themselves to modelling
overhangs or even steep slopes where considerable distortions may
emerge. Not adapted to representing table mountains featuring
plateaus and cliffs, it is ill-suited to amplify sedimentary valleys
or flood plains with meandering rivers: in that case, the proposed
gradient-aligned noise function replicates linear patterns over al-
most flat regions.

Finally, contrary to computationally intensive erosion simulation
methods, our method cannot generate a global coherent river net-
work, a common limitation of all function-based elevation models
relying on a fully procedural and parallel algorithm.

In its current development, our method generates geometric de-
tails procedurally in real time. Filtering techniques would be advan-
tageous for better integration in the rendering pipeline. While read-
ily usable for albedo data [GSDT?22], adapting existing algorithms
to elevation remains challenging because of visibility and masking
issues.

6. Conclusion

We have introduced a procedural way to generate oriented erosive
patterns on terrains. This is done using an improved Phasor noise
guided by a series of control maps and parameters. These control
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maps can be either totally automated from the low-resolution ter-
rain, or provided by the user for more accurate control over the
process. The implementation demonstrates the efficiency of the
method. Our terrain enhancement has an advantage over classical
fBm noise: thanks to its alignment with initial terrain slopes, it does
not break the water flowing. Compared to the expensive erosion sim-
ulation, it also has the benefit of preserving the original terrain fea-
tures.
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