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S U M M A R Y 

Over a period of less than a decade, distributed acoustic sensing (DAS) has become a well- 
established technology in seismology. For historical and practical reasons, DAS manufacturers 
usually provide instruments that natively record strain (rate) as the principal measurement. 
While at first glance strain recordings seem related to ground motion waveforms (displace- 
ment, velocity and acceleration), not all the seismolo gical tools de v eloped ov er the past century 

(e.g. magnitude estimation, seismic beamforming, etc.) can be readily applied to strain data. 
Notabl y, the directional sensiti vity of DAS is more limited than conventional particle motion 

sensors, and DAS experiences an increased sensitivity to slow w aves, often highl y scattered b y 

the subsurface structure and challenging to analyse. To address these issues, several strategies 
have been already proposed to convert strain rate measurements to particle motion. In this 
study, we focus on strategies based on a quantity we refer to as ‘defor mation’. Defor mation 

is defined as the change in length of the cable and is closely related to displacement, yet 
both quantities differ from one another: deformation is a relative displacement measurement 
along a curvilinear path. We show that if the geometry of the DAS deployment is made of 
suf ficientl y long rectilinear sections, deformation can be used to recover the displacement 
without the need of additional instruments. We validate this theoretical result using full- 
waveform simulations and by comparing, on a real data set, the seismic velocity recovered 

from DAS with that recorded by collocated seismometers. The limitations of this approach 

are discussed, and two applications are shown: enhancing direct P -wave arrivals and simpli- 
fying the magnitude estimation of seismic ev ents. Conv erted displacement provides better 
sensitivity to high velocity phases, improves broadside response and permits the direct appli- 
cation of conventional seismological tools that are less effective when applied to strain (rate) 
data. 

Ke y words: Earthquak e ground motions; Seismic instruments. 
1 .  I N T RO D U C T I O N  

In recent days, distributed acoustic sensing (DAS) has rapidly 
gained traction in the seismological community. The technology 
is used in a wide range of applications across diverse disciplines. 
The widespread adoption has been greatly accelerated thanks to the 
availability of ready-to-use telecom dark fibres, and its sensing capa- 
bilities in harsh/underwater environments where regular seismome- 
ters would have been difficult to deploy and real-time acquisition 
would be challenging. The DAS technique typically consist in mea- 
2372 
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suring variations of the phase of backscattered light at each location 
along an optical fibre to estimate the longitudinal dynamic strain 
(Hartog 2017 ). This provides the equivalent of a uniform, dense 
array of sensors while deploying only one instrument at one end of 
the cable. For historical and practical reasons, DAS interrogators 
nati vel y record strain (or strain rate, its temporal deri v ati ve), while 
traditional seismologic instruments record translational ground mo- 
tions (displacement, velocity or acceleration). Because strain is a 
spatial deri v ati ve of the displacement, it differs from particle motion 
in several respects. First, strain measurements have a characteristic 
 by Oxford University Press on behalf of The Royal Astronomical Society. 
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irectional sensitivity (i.e. a dependence on the direction of propa-
ation and on the particle motion of the recorded wave) with nar-
ower directional sensitivity for P waves and a clover-like response
attern for S waves (Martin et al. 2021 ). Second, strain measure-
ents are more sensitive to slow w aves, amplifying highl y scattered
aves that are difficult to analyse (Trabattoni et al. 2022 ). And last,
nite-gauge length DAS measurements exhibit spectral notches in

heir instrument response at integer multiples of the apparent phase
 elocity ov er gauge length (e.g. Yang et al. 2022a ). Most of the
ools developed in seismology are adapted to translational ground

otion measurements, which may require some modification to be
sed with strain. For instance, magnitude estimation was historically
alibrated on the Wood–Anderson seismometer and all magnitude
cales require ground displacement inputs. It has also been shown
hat beamforming can fail on strain data due to the predominance of
cattered waves that reduce the wavefield coherence (van den Ende
 Ampuero 2021 ). 
For those reasons, several studies have proposed different ways

o convert strain to displacement (or other combinations of time
eri v ati ves of those two quantities). A first approach is to use the
ominant apparent velocity of the observed phases (Daley et al.
016 ). The reference velocity is generally estimated to correspond
o the moveout of the most energetic phases. This approach has
een successfully used for magnitude estimation in both offline and
eal-time earl y-w arning contexts (Lior et al. 2021 , 2023 ). The main
imitation is, ho wever , that only dominant phases are correctly con-
er ted. In par ticular, the relative amplitude between phases with
ifferent apparent velocities remains unmodified. This is problem-
tic when the phases of interest ha ve low er amplitudes than the
ominant phases. Exact conversion should rebalance the respective
mplitude of phases with different apparent velocities. This is par-
icularly useful to enhance body waves that have a much higher
pparent velocity relative to shallow scattered waves (van den Ende
 Ampuero 2021 ). 
In this study, we focus on an alternative way to convert strain

o ground motion based on numerical integration along the space
imension. FK rescaling (Daley et al. 2016 ; Wang et al. 2018 ;
indsey et al. 2020 ; Yang et al. 2022b ) was a commonly adopted
rst step in this direction. This method allows one to convert strain

o velocity by simultaneously integrating in space and differentiat-
ng in time in the FK domain. Here, the amplitudes are weighted
y the quantity −ω/k, where ω is the pulsation and k the ap-
arent wavenumber along the cable. Because k can be close to
ero all studies that used this approach proposed to dampen small
avenumbers to avoid instabilities and the emergence of spurious

ow-wavenumber signals. These methods are limited to finite 2-D
ime–space windows, and simultaneously apply a time and a space
ransformation while sometimes only a space integration would be
equired (e.g. from strain to displacement or from strain rate to
elocity). 

Temporal and spatial differentiation/integration can be done sep-
rately instead of combining time and space transformation by FK
escaling (note that the FK transformation can be done by applying
he Fourier transform twice, in any order, over the time and the
pace dimensions). We will leave aside the temporal transformation
eeded to convert strain rate into strain because this problem is
he same as converting between displacement, velocity and accel-
ration, and can be addressed with common methods in the time
r spectral domains. The problem of the spatial integration is that
he (time-varying) initial value (or the integration constant) is un-
nown. Van den Ende & Ampuero ( 2021 ) showed that by using
o-located seismometers as reference, the local particle velocity
an be estimated along rectilinear segments through spatial inte-
ration of the recorded strain rate. This method is hence limited to
etups where co-located sensors are available. On the other hand,
ang et al. ( 2022a ) used a new generation of DAS that can na-

i vel y record integrated strain rate, hereafter called ‘deformation
ate’. The y observ ed that inte grated measurements show spurious
ow-wavenumber signals that can empirically be removed by spatial
r FK filtering methods. 

Fichtner et al. ( 2022 ) laid down a mathematical foundation that
xplains the origin of the spurious signals observed in strain-
ntegrated recordings along curvilinear paths. The study focuses
n transmission measurements where the pulse emitted at one end
f the cable is recorded by a unique sensor at the other end of the
able. This type of measurement is not distributed (i.e. sensitive
o the strain at each point of the cable) but integrated (i.e. sen-
itive to the integrated strain along the cable). The authors show
hat strain-integrated measurements are mostly insensitive to the
isplacement wav efield e xcept at v ery specific locations: at the
wo extremities of the cable (the relative displacement between the
wo endpoints is measured) and at each curve or kink of the ca-
le. While this is beneficial for transmission measurements (Marra
t al. 2018 ), because it allows to retrieve information along the cable
and not only at the endpoints), the consequences for DAS are not
eveloped. 

In this study, the theory of deformation measurements along
on-rectilinear cables will be presented. Then concepts will be
 alidated b y full-w aveform simulations and b y comparing DAS
ecordings with co-located seismometers deployed at the Stromboli
 olcano (Italy). F inally, two applications will be presented: body
ave enhancement in a telecom submarine cable laying offshore
n the Chilean margin; and direct magnitude estimation for events
ecorded by a dedicated cab le deploy ed along the Irpinia fault sys-
em (Southern Italy). 

.  T H E O RY  

he displacement of a body can be decomposed into a rigid-body
isplacement component and a deformation component (Fossen
016 ). Rigid-body displacement is the translation and rotation of
he body as a whole. Deformation is the change in shape/size of the
ody. DAS is sensitive to the latter but only longitudinally along
he cable geometry. In the following, we refer to this curvilinear
eformation along the cable as ‘deformation’, as proposed by Yang
t al. ( 2022a ). This quantity is then related to usual DAS quantities
e.g. strain) and to seismological ground motion quantities (e.g.
isplacement). 

.1. DAS nati vel y measur es def ormation 

et us consider a model fibre-optic cable. Each point of the cable is
dentified by its curvilinear coordinate s which is the distance at rest
L 0 ( s) from the DAS interrogator L 0 ( s) = s. If ground displacement
ccurs (e.g. due to the passage of a seismic wave) the distance

L ( s, t ) varies. We define the deformation δ( s, t ) as the variation of
hat distance compared to the undeformed resting distance: 

( s, t ) ≡ L 

( s, t ) − L 0 ( s ) . (1) 

For small ground motion, deformation is equal to the curvilinear
ntegration of ε( s, t ) the strain component along the cable (Fichtner
t al. 2022 ). This latter quantity is equal to the projection along

e ( s) , the cable directional vector, of the curvilinear deri v ati ve of the
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displacement u ( s, t ) : 

δ ( s, t ) = 

s 
∫ 

0 
ε 
(
s ′ , t 

)
ds ′ = 

s 
∫ 

0 
e 
(
s ′ 

) · ∂ u 

∂s ′ 
(
s ′ , t 

)
ds ′ . (2) 

Note that, if not otherwise mentioned, the regular typed sym- 
bols are the along-the-cable component of their bold counterparts, 
and, that when omitted in a sentence, we refer to those projected 
quantities. 

The operating principle of DAS consists in measuring the phase 
of the backscattered field generated by a laser pulse to measure scat- 
terers’ displacements. At rest, the phase of the light backscattered 
from position s presents a random structure φ0 ( s) due to the small 
and spatially randomized variations of the optical index of the fibre 
glass. For a small deformation of the fibre, the optical distances of 
the hetero geneities relati ve to the DAS interro gator change, shifting 
the phase φ( s, t ) as follows (Hartog 2017 ): 

φ ( s, t ) = 

4 πnξ

λ
δ ( s, t ) + φ0 ( s ) , (3) 

where n is the ef fecti ve optic index of the fibre, ξ is the photo-elastic 
coefficient that relates the deformation of the fibre to changes of its 
optical index and λ is the central wavelength in the vacuum of the 
coherent laser pulse. Finall y, the coef ficient 4 π = 2 × 2 π considers 
the fact that light travels back and forth in the cable and is affected 
twice by the cable deformation. The unknown φ0 ( s) prevents the 
recovery of the static deformation. To get rid of this constant, high- 
pass filtering can be used with a cut-off frequency related to the 
frequency content of the signal of interest. 

More commonly, the temporal derivative of the phase is used to 
remove the unknown phase reference. It gives the deformation rate 
δ̇( t, s ) : 

φ̇ ( s, t ) = 

4 πnξ

λ
δ̇ ( s, t ) . (4) 

Further applying a spatial derivative gives the strain rate ε̇ ( s, t ) 
which has the advantage of being a local measurement (see later): 

∂ ̇φ

∂s 
( s, t ) = 

4 πnξ

λ
ε̇ ( s, t ) . (5) 

Most modern DAS interrogators use coherent detection tech- 
niques and measure phase as a primitive (Hartog 2017 ). They com- 
pute deri v ati ves numericall y in contrast to direct detection tech- 
niques, where optical interferometric methods are used to make 
phase comparisons. Spatial differentiation implies a transfer func- 
tion that is proportional to the wavenumber. This degrades the low 

w avenumber sensiti vity of DAS. Numerical differentiation is also 
known to produce noisier outputs. Smooth deri v ati ve schemes are 
generall y used (e.g. b y averaging the deri v ati v e ov er a spatial win- 
do w). For most D AS interrogators, the user can tune the spatial 
smoothing through the choice of a parameter called gauge length. 
This latter quantity damps the high wavenumber signals and can 
introduce notches to the instrumental response (Yang et al. 2022a ). 
This implies that the user can only access to a low-pass version 
of the deformation and that this limits the reconstruction of sig- 
nals with short apparent wavelength. This study will not address 
this technical limitation. We will show that deformation, which is 
proportional to phase, can be used to directly recover displacement. 

2.2. Illustration of deformation recordings 

For didactic purpose, we ran a simple numerical simulation (Fig. 1 ). 
A synthetic cable deployment is exposed to an incoming impulsive 
plane P wave made of a 7.5 Hz Ricker wavelet. The medium is 
homogenous with P -wave velocity of 1 km s −1 . The geometry of 
the cable includes perfect and perturbed linear sections, kinks and 
a curved section (Fig. 1 a). It also includes a free-hanging section 
that is oscillating (e.g. driven by ocean currents; Mata Flores et al. 
2023a , b ). Strain, that was analytically derived from the displace- 
ment (Fig. 1 g), appears similar to displacement (Fig. 1 d), but it 
is af fected b y its comparati vel y high-pass w avenumber response. 
For cable segments where the waves arrive with an almost normal 
incidence (e.g. segment BC), and consequently a longer apparent 
wa velength, record low er amplitudes. Deformation was computed 
using eq. ( 7 ) and curvatures were approximated by an infinites- 
imal segment-wise rectilinear geometry (see later). Deformation 
(Fig. 1 b) appears as the superposition of the true displacement field 
(Fig. 1 d) and horizontal spurious features (Fig. 1 c) that prevent the 
use of deformation as is for seismic w aves anal ysis. Those features 
are referred to as ‘non-local’ effects. 

2.3. Non-locality of the deformation 

A non-local measurement implies that a measurement made at a 
given location depends on the value of the field of interest at other 
locations. Deformation is non-local for two reasons: the lack of a 
proper reference (referred to as ‘reference error’) and changes in 
cable direction (referred to as ‘geometric effects’). 

Let us consider the simple case of a rectilinear geometry (Fig. 2 a 
and segment AB in Fig. 1 ). Integrating eq. ( 2 ) with constant direc- 
tion e ( s) shows that, in this configuration, the deformation is the 
difference of the displacement u ( s, t ) between the two integration 
limits: 

δ ( s, t ) = u 

( s, t ) − u 

( 0 , t ) . (6) 

Deformation provides the displacement relative to a reference 
which is the displacement at the beginning of the cable. If u ( 0 , t ) 
is zero, the deformation is equal to the displacement (Fig. 2 c). 
Otherwise, the motion of the reference point produces a spa- 
tially constant (but time-varying) additive term on all measure- 
ment points (Fig. 2 b). This reference error appears as a space- 
invariant signal that affects the w hole cab le (from marker A to F in 
Fig. 1 b). 

Along a rectilinear cable, the displacement of one point of the 
fibre generates an equal amount of positive strain on one side and 
ne gativ e strain on the other side (Fig. 2 c). When integrating through, 
the two contributions cancel out making subsequent measurement 
points insensitive to the displacement of that point. This is no longer 
the case when the cable is not rectilinear: the displacement of a point 
of the cable located at a kink produces an unbalanced amount of 
strain (Fig. 2 d). 

For a segment-wise rectilinear geometry, the overall deforma- 
tion is the sum of the deformation of each rectilinear segment 
up to the point of interest s. Splitting the integral in eq. ( 2 ) per 
segment and applying eq. ( 6 ) per segment, this can be expressed 
as: 

δ ( s, t ) = u 

( s, t ) −
n ∑ 

k= 1 

[
u 

(
s + k , t 

) − u 

(
s −k , t 

)] − u 

( 0 , t ) , (7) 

where s k are the locations of the kinks and n is the number of 
kinks preceding the location s. At each kink, a new additive con- 
stant term appears and impacts all subsequent measurement points. 
Those terms are equal to the difference between the displacement 
along the direction before (subscript −) and after (subscript + ) the 



Fr om str ain to displacement with DAS 2375 

Figure 1. Illustrative simulation. (a) An impulsive plane P wave propagating along the x -axis produces a horizontal displacement wavefield (b lue–green–y ellow 

background raster). A fibre-optic cable (red line) records the deformation along a given geometry. DAS interrogators that use coherent detection techniques 
measure phase which is closely related to (b) defor mation. Defor mation is the sum of (d) the true displacement and (c) a reference term (also referred to as 
‘non-local effects’) that must be estimated and removed. Non-local effects can be observed as horizontal features. They are space invariant signals starting at 
a gi ven of fset. The origin is either the beginning of the cable (marker A), a kink (markers B, C, D and E), a perturbation of the rectilinear segment (section 
CD), the curvature of the cable (section DE), or a nonlinear effect, here produced by a 50-m hanging section at the middle of the segment EF. The simulation 
was tailored so that non-local effects can be visually distinguished but in general they accumulate an overlap, resulting in data that is difficult to interpret. 
(f) Segment-wise method: the displacement can be closely recovered, and the locality of the measurement greatly improved by removing (e) the averaged 
deformation on each segment (red vertical dotted lines). Few horizontal artefacts can be seen (e.g. on segment CD). Sliding-window method: an alternative 
solution is to remove (h) a sliding average (here 500 m is used with a Hann tapering) to get (i). Artefacts (or border effects) can be observed at some kinks. 
Spatial differentiation of the deformation gives (g) strain which is a local measurement. Similar results are obtained with an impulsive plane S wave (see Fig. 
S1, Supporting Information). 
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i

inks. It changes the reference against which the displacement is
easured. Those geometrical effects appear as horizontal space in-

ariant features that start at each kink location (at markers B, C, D
nd E, and along the non-rectilinear CD segment in Fig. 1 b). 
δ

For the general case of a curved cable, it can be shown that
ntegrating eq. ( 2 ) by parts (Fichtner et al. 2022 ) gives: 

( s, t ) = u 

( s, t ) −
s 
∫ 

0 

∂ e 

∂s 

(
s ′ 

)
u 

(
s ′ , t 

)
ds ′ − u 

( 0 , t ) . (8) 

art/ggad365_f1.eps
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Figure 2. Non-locality of the deformation. (a) A rectilinear fibre-optic cable 
(grey line) that is at rest. Reference markers (black ticks) are placed at 
regular distances of the DAS (orange r uler). Let obser ve three snapshots 
of the passage of a zero-average localized impulsive wavelet propagating 
through the cable from left to right. (b) The ground displacement starts to 
reach the beginning of the cable (blue is elongation and red contraction). 
The displacement of the instrument produces a contraction of the beginning 
of the cable that reduces the distance to all subsequent points of the cable. 
A constant deformation δ( s , t ) = −u ( 0 , t ) is added to the entire cable. 
(c) The deformation is then confined inside the linear section. Because 
the contraction on one side is equal to the elongation at the other side, the 
integrated strain cancels out and subsequent points remain unaffected. Since 
in that case the reference point (the DAS interrogator) also does not move, the 
measurement is local: δ( s , t ) = u ( s, t ) . (d) Eventually, the impulse reaches 
the end of the rectilinear section. If the cable continues with a kink (here 
with a 180 ◦ angle), the elongation is no longer compensated by an equal 
contraction (that here lies outside of the cable). In the case presented here, 
it is the opposite: the backward part of the kink is elongated with the same 
amount. The arc length to reach points located after the kink is augmented 
by twice the displacement of the kink δ( s , t ) = 2 u ( s, t ) . This is a typical 
example of geometric effect showing that integration cannot be applied as 
is across a kink. 
The term ∂ e /∂s ( s ) represents the sharpness in change of direc- 
tion. This implies that the radius of curvature plays a central role 
in the amplitude of this effect (the geometric effect related to the 
smoothly curved section DE is for example not very pronounced in 
Fig. 1 c). 

Non-local effects disappear once spatial differentiation is applied 
(eq. 5 ) making strain (rate) a local measurement (Fig. 1 g) since every 
measurement is compared to its neighbours. Next, we show that it is 
possible to reduce the non-locality of deformation and approximate 
the displacement by applying suitable processing. 

2.4. Recovering displacement from deformation 

We have seen that deformation is a measure of displacement relative 
to a reference that is unknown and related to the displacement of the 
starting point and the kinks (or curved portions) of the cable. This 
leads to spurious signals that appear as additive terms which are 
space-invariant over each rectilinear segment (Fig. 1 b). By contrast, 
seismic signals exhibit a finite wavelength of variation (Fig. 1 d) 
that—if av eraged ov er a suf ficientl y large length scale—has zero 
spatial mean. To approximate the non-local effects (Fig. 1 c), one 
solution is then to compute the spatial mean over each rectilinear 
segment (Fig. 1 e). This estimate of the reference can then be re- 
moved from the deformation to estimate the displacement (Fig. 1 f). 
We will refer to this first approach as the ‘segment-wise’ method. 
Applying this process to eq. ( 7 ) shows that the obtained estimate of 
the displacement ̂  u ( s, t ) is the displacement u ( s, t ) minus its spatial 
average ū n ( t) over the n th segment related to the location s: 

ˆ u 

( s, t ) = δ ( s, t ) − δ̄n ( t ) = u 

( s, t ) − ū n ( t ) . (9) 

We set as reference the spatial average, essentially replacing an 
arbitrary reference with one that approximates to zero if the wave- 
length of the signals of interest is much shorter that the length of the 
rectilinear section of the cable (see later). The mean can be com- 
puted using a weighting (or tapering) window w n ( s) that integrates 
to one and has zero values outside the n th segment (see later): 

δ̄n ( t ) = ∫ w n 

(
s ′ 

)
δ
(
s ′ , t 

)
ds ′ . (10) 

Unfortunately, deploying linear sections of cable is often imprac- 
tical and, in many cases, the user has only limited knowledge on the 
cable geometry (e.g. for submarine cables). In those cases, a more 
flexible approach is to choose a characteristic length over which 
we expect the cable to be approximately linear. Then for each ca- 
ble location, the reference is estimated by removing a local sliding 
average (Figs 1 g and h): 

ˆ u 

( s, t ) = δ ( s, t ) − ( w ∗ δ) ( s, t ) = u 

( s, t ) − ( w ∗ u 

) ( s, t ) , (11) 

where ∗ denotes the convolution along space and w is a chosen 
weighting window. This second approach will be referred to as 
the ‘sliding-window’ method. To get the values at the ends of the 
cable, padding is necessary with this approach. Several padding 
strategies can be used: filling with zeros, with the edge value, or by 
reflecting values (using mirrored values on the edge). The choice of 
the padding mode only affects the beginning and the end of the cable 
and do not appear to have significant consequences. The reflecting 
mode seemed to generally work better and was used in this study 
(see later, Fig. S2, Supporting Information). 

The two proposed methods reduce the non-locality of the defor- 
mation measurements. The segment-wise scheme limits the non- 
locality to the size of each segment: the value of the displacement at 
one location of the cable onl y af fects the values measured within its 
segment. The sliding-window scheme can be assimilated to a finite 
impulse response (FIR) filtering method. It limits the non-locality 
to the width of the chosen sliding window. This can be important for 
example in case of highly corrupted channels (e.g. the hanging ca- 
ble in Figs 1 f and i) that will only impact a finite width of the cable. 
On the other hand, the use of infinite impulse response (IIR) filters 
to perform average removal (or equi v alentl y high-pass filtering as 
in Yang et al. 2022a ) theoretically spreads those errors indefinitely. 
In practice, using both methods with matched cut-off wavenumber 
provides similar results. Comparison of both approaches can be 
found in the Fig. S3 of the Supporting Information. 

2.5. DAS sensitivity to displacement 

The displacement that is recovered in the manner described above 
only approximates the true displacement. In particular, the mean 
remov al af fects the low w av enumber response of the recov ered dis- 
placement. We will focus on the sliding-window method, but similar 
results can be shown for the segment-wise method. Using the con- 
volution theorem in eq. ( 11 ), the sensitivity can be expressed as: 

ˆ U 

( k, t ) = 

( 1 − W 

( k ) ) U 

( k, t ) , (12) 
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Figure 3. Sensitivity characteristics of deformation-recovered displacement. (a) The sensitivity is a function of the product between the apparent wavenumber 
and the length of the rectilinear section ( kL ); and the shape of the window (here rectangular and Hann windows are shown). Rigid-body displacement cannot 
be recovered (zero wavenumbers) by DAS. The shape of the window affects the recovered displacement, and its selection requires a compromise between a flat 
response (no sidelobes) and a strict low cut-off wavelength. Because the apparent wavenumber is a function of the angle of incidence, a directional sensitivity 
pattern is implied. (b)–(e) Directivity patterns for plane P and S waves for the rectangular and the Hann windows for different kL values (from 1, magenta 
lines, to 16, c yan lines—see the le gend on the right). The horizontal b lack line indicates the cab le direction. For P w aves, the sensiti vity con verges to ward the 
response of the desired displacement (black dashed line) as kL increases. For S w aves, w aves with ortho gonal incidence to the cable have infinite apparent 
wavelength making their recovery physically impossible. Consequently, the sensitivity of S waves exhibits a notch at orthogonal directions of the cable that 
gets thinner as kL increases. Note that the rectangular window converges twice faster and has a twice smaller notch than the Hann window, but generates 
significantly more ripples. 
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here uppercase letters are the spatially Fourier transformed
ersions of their lowercase counterparts, and k is the apparent
avenumber along the cable. 
Depending on the choice of w( s) the response varies, but some

ommon features are al wa ys retrieved. Owing to the relative mea-
urement principle of DAS, rigid-body displacements cannot be
ecovered. Consequentl y, displacements of w avelengths that exceed
he length of rectilinear sections (approaching the limit of rigid-
ody translation), cannot be retrieved. On the other hand, wave-
engths that are much shorter than the typical rectilinear length tend
o average out along the cable length and relative motion of the dif-
erent parts of the cable can be correctly measured. This mandates
he use of long linear segments for studies focused on measuring
ong apparent wavelengths. 

The choice of the optimal weighting function w depends on
he nature of the signal and the objective of the analysis. Us-
ng a rectangular window implies a sinc weighting function in
he wavenumber domain which ensures minimal low wavenum-
er sensitivity but generates prominent sidelobes (Fig. 3 a). The
se of a smoother weighting function like the Hann window de-
eriorates the smallest recoverable wavenumbers but significantly
educes the presence of sidelobes, ensuring a much flatter response
Fig. 3 a). 

Because the apparent wavenumber depends on the angle of inci-
ence at which the incoming wave strikes the cable, eq. ( 12 ) implies
 directional sensitivity (Figs 3 b–e). Waves orthogonal to the cable
a ve infinite wa velength and cannot be recovered, regardless of their
requency content. This is already the case for P waves where a sin-
le component displacement measurement results in zero sensitivity
n the orthogonal direction. For S waves, this produces the presence
f a notch whose width depends on the wavelength of interest rel-
ti vel y to the length of the rectilinear section, and on the chosen
apering (Figs 3 c and e). 

.  VA L I DAT I O N  

n this section, we validate the proposed displacement (or veloc-
ty) recovery method using full waveform simulations, and through
omparison with data acquired on the Stromboli volcano by both
AS and co-located seismometers. 

.1. Full-w av ef orm sim ulation 

o e v aluate the capacity of DAS to recov er v elocity instead of the
ati vel y provided strain rate, a full-waveform simulation was used
o model complex and realistic wavefields. We modelled waves
ropagating through a shallow sedimentary basin that represents
 common situation for DAS deployments both on-land and off-
hore. Sedimentary basins produce comple x wav efields because
allistic waves are distorted , amplified , trapped and cause interfer-
nce among each other. 

We used the geometry proposed in Trabattoni et al. ( 2022 ) that
orresponds to the case of a dedicated deployment located in the
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Figure 4. Full-waveform simulation for a shallow sedimentary basin configuration. (a) Simulated particle velocity along the cable. (b) Strain rate along the 
cable. (c) and (d) Recovered particle velocity along the cable with the segment-wise and the sliding-window methods. While strain rate is almost insensitive to 
long wavelengths, the phases with high apparent speed are remarkably well reconstructed after the conversion process. Yet, near horizontal arrivals are hardly 
retrieved since they are associated with high apparent wavelengths, comparable or longer than the fibre extension. (e) Error metrics along the fibre. The error is 
larger in the higher speed area because waves have inherently longer wavelengths and lower amplitudes. (f) The geometry of the basin, composed of two soft 
layers superimposed on the bedrock. The speed of the most superficial layer is increased over one half of the basin, to simulate an abrupt wave speed change 
beneath the cable. 
Irpinia Near-Fault Obser vator y (INFO, Souther n Italy). It consists 
of a two-layer basin of 25 m depth resting on the bedrock (Fig. 4 e). 
To test the influence of shallow heterogeneities beneath the cable, 
the original model was modified by laterally extending the basin 
and by including an abrupt lateral change in phase velocity in the 
upper layer. 

We simulated the wave propagation in the basin using 
SPECFEM2D (Tromp et al. 2008 ). The source consisted of two 
plane waves ( P and S ) with identical angles of incidence (40 ◦) and 
source time function (5 Hz Ricker) but delayed by 2 s and with 
different polarities. A 350 m long virtual cable was located at the 
centre of the basin. The horizontal component of the velocity was 
e v aluated at the surface every 0.5 m with a sampling rate of 200 Hz 
(Fig. 4 a) and used to estimate the deformation (see appendix B), the 
DAS measured strain rate (Fig. 4 b), and the DAS recov ered v elocity 
(Figs 4 c and d). The latter was obtained using both the segment-wise 
(eq. 9 ) and the sliding-window (eq. 11 ) approaches with the same 
Hann window whose width was set to the entire length of the cable. 
Reflection-mode padding was performed to obtain estimates at the 
cable’s extremities (see other padding modes in Fig. S2, Supporting 
Information). 

The velocity wavefield is dominated by high apparent veloc- 
ity direct and multiple P and S waves (Fig. 4 a). The strain rate 
wavefield enhances low velocity surface and refracted S waves 
propagating in the basin and increases the amplitude contrast be- 
tween both sides of the basin (Fig. 4 b). Both recovered veloci- 
ties visually match well with the true velocity. Only the phases 
with the highest apparent velocities are not perfectly retrieved. The 
first arri v al, which has a particularl y high apparent velocity and 
low energy, is partially recovered especially with the segment-wise 
approach. 

To quantify the error, several metrics were applied at each channel 
(Fig. 4 d): the mean square error (MSE), percentage MSE (PMSE: 
the MSE di vided b y the mean square of the reference) and the cor- 
relation coefficient (CC). The MSE—which is minimized by mean 
removal—is constant for the segment-wise approach because the 
same reference error occurs at each location (i.e. a single refer- 
ence value is estimated for the entire cable). For the sliding-window 

approach its value varies with slightly worse results on the high 
amplitude/low velocity first half of the basin but with much smaller 
errors in the low amplitude/high velocity section. This result high- 
lights that the segment-wise estimation is driven by the high am- 
plitude areas and that the sliding-window approach better adapts 
to subsurface wave speed variations. Because of this amplitude 
contrast, relative metrics (PMSE and CC) better capture the recov- 
er y perfor mance. Both the PMSE and CC highlight the difference 
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Figure 5. Comparison between v elocities recov ered from DAS and co-located-seismometers. (a) Deployment of the fibre-optic cable across the northeast flank 
of Stromboli volcano, with a detail of the fibre section considered in this study (solid red line). Six nodes were deployed (nos 1–6) at the midpoints of the straight 
se gments (black inv erted triangles). Letters from A (i.e. the be ginning of the cable section) to E (its end) mark the sharp changes in orientation. (b) Strain rate 
recorded along the considered cable segment. Dashed black lines individuate the changes in cable direction marked in (a). Red dotted lines represent the offsets 
of the DAS channel closest to each seismometer. (c) Deformation rate without any processing. (d) Velocity recovered with the segment-wise approach using 
the A-E markers as segment limits. (e) Velocity recovered with the sliding-window approach with a 250 m Hann window. (f) and (g) Comparison between the 
v elocity wav eforms from the seismometers (in black) and recovered from DAS (in red), described by means of CC and RMS ratio (R), for the segment-wise 
and sliding-window approaches, respecti vel y. 

b  

e  

c  

2  

f  

o

etween the two approaches but also reveal increased errors at the
xtremities of the cable and at the location of the subsurface dis-
ontinuity. The median CC and PMSE are respecti vel y 0.90 and
0 per cent for the segment-wise scheme and, 0.95 and 11 per cent
or the sliding-window scheme. Note that the relative effectiveness
f one scheme over the other is scenario-dependent. 
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Figure 6. Search of the optimal window length L 

∗. DAS-recovered veloc- 
ity computed with different window lengths using the sliding-window ap- 
proach was compared to the ground velocity recorded at the six co-located 
seismometers (nos 1–6). The CCs metric was used. Circles mark the opti- 
mal values for each channel. We found a correlation between the segment 
lengths and the value of L 

∗. Channel no. 5 is located on the smaller segment 
(DE) and has the smallest L 

∗. Its L 

∗ is twice its segment length because 
the ef fecti ve length of the Hann window is half its size. Channel no. 3 is in 
the middle of the longest section (BC) and presents the longer L 

∗ of 450 m. 
The distance to the closest edge seems to be the main factor dictating L 

∗. 
A fixed value of 250 m (vertical dashed line) was chosen as the global L 

∗
(Figs 5 e and g). 
3.2. Comparison with co-located seismometers 

To further validate and better illustrate our theoretical developments, 
we applied our methodology to an experiment with a dedicated fibre- 
optic cab le deploy ed on the Stromboli volcano. In this experiment, 
DAS-recov ered v elocities could be compared with traces recorded 
by co-located seismometers. A 3 km fibre-optic cable was deployed 
on the northeast flank of Stromboli to monitor the volcano activity 
(Biagioli et al. 2024 ). The data presented here was acquired in 2021 
September by a Febus A1-R DAS interrogator parametrized with a 
gauge length of 4.8 m, a differentiation time of 10 ms, a repetition 
rate of 10 kHz decimated to a sampling rate of 200 Hz and a channel 
spacing of 2.4 m. This study focuses on a 600 m portion of the cable 
composed of relati vel y rectilinear segments where six co-located 
three-component nodes (SmartSolo IGU-16HR with 5 Hz corner 
frequency and sampling at 250 Hz) were deployed at the middle 
of the segments (Fig. 5 a). The recordings of an e xplosiv e ev ent of 
mild intensity that occurred at 20:47:03 UTC on 2021 September 
26 were studied. 

To compare DAS with nodal seismometer data, the recordings 
were decimated to a common sampling rate (50 Hz) and filtered 
between 2.5 and 15 Hz (limited by the noise floor of the DAS instru- 
ment). The instrumental response of the seismometers was removed 
and the 3-D particle velocity was projected along the direction of 
the cable. Strain rate was integrated spatially to get the deformation 
rate (Fig. 5 c). The latter is se verel y af fected b y spurious signals 
which accumulate at each change in cable direction. Velocity was 
then recovered by applying both the segment-wise (Fig. 5 d) and 
the sliding-window (Fig. 5 e) approaches. For the segment-wise ap- 
proach, the segment limits were manually identified (noted A–E). 
Because it reduced the recover y perfor mance metrics (see later), 
one gradual change in the orientation of the cable (between B and 
C) was not considered as a kink, and the BC segment was treated as 
a single straight section. This suggests that a compromise between 
the segment length and its rectilinearity must be found. For the 
sliding-window scheme, the choice of the optimal Hann window 

length (250 m) was estimated b y computing, for v arying window 

lengths, the CC between the velocity recovered from DAS and that 
recorded by the seismometers for each seismometer (Fig. 6 ). The 
window length must ideally be longer than the apparent wavelength 
of the recorded waves and smaller than the characteristic rectilinear 
length of the cable geometry. Results show that indeed the opti- 
mal window length is constrained to the longest rectilinear segment 
length that can be centred on the channel of interest. Finally, the 
DAS channels closest to each seismometer (indicated as nos 1–6) 
were extracted for (Figs 5 e and g). 

Using either recovery approach, the recovered DAS velocity 
wav eforms e xhibit a good agreement in phase with the seismome- 
ter recordings. In amplitude, DAS waveforms showed from 2 to 7 
times smaller values than seismometer ones, as observed by Bia- 
gioli et al. ( 2024 ). This was interpreted as imperfect coupling of 
the cable (implying possible instrument miscalibration). DAS wave- 
forms were indi viduall y rescaled to have the same root mean square 
(RMS) than co-located seismometers ones. For most stations, the 
CC typically range between 0.7 and 0.8, reaching 0.9 at the station 
no. 1, with the segment-wise scheme. Two stations underperformed. 
Station no. 6 was located on a segment featuring a strong bend in 
the cable made to avoid an outcrop of more competent rock and 
suffered from strong geometric effects. Station no. 5 was located 
on the shortest segment (DC) which limited the recovery. Both the 
sliding-window and segment-wise approaches provides similar re- 
sults in terms of CC. Looking at the DAS data in space–time plots, 
the segment-wise approach visibly exhibits space-invariant artefacts 
(e.g. before the event, close to the borders of the BC segment in 
Fig. 5 d) and wavefield discontinuities at the segment limits (e.g. for 
the strongest arri v al at marker B in Fig. 5 d), that arise from the fact 
that the average is removed simultaneously on all channels and that 
each segment is treated independently. The performance of the two 
approaches is comparable. Ho wever , the sliding-windo ws scheme 
is more flexible and produces fewer space-invariant artefacts. 

4 .  A P P L I C AT I O N S  

We present two applications illustrating the benefits of converting 
DAS data using deformation. The first one shows that deformation 
allows to enhance direct body P waves that are otherwise difficult 
to observe in strain rate data. The second one sho ws ho w magnitude 
estimation is facilitated using deformation because it permits the 
use of traditional seismologic methods. 

4.1. Direct P -w av es enhancement 

In and around sedimentary basins (or any subsurface structure cov- 
ered by soft materials), distributed strain rate measurements are 
known to be sensitive to site effects and mainly record highly scat- 
tered/refracted phases (Trabattoni et al. 2022 ). We will show here 
that deformation measurements improve the sensitivity to waves 
with higher apparent speeds and allow one to observe phases that 
are otherwise indistinguishable. 

Sedimentary basins can be found both on land and off-shore. 
We will focus on a small regional earthquake recorded during a 
deployment that took place offshore Chile (Fig. 7 a). A DAS inter- 
rogator (OptoDAS—Alcatel Submarine Networks) was connected 
in Conc ón during the month of 2021 November to the submarine fi- 
bre optic telecom cable (operated by GTD group) that links Conc ón 
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Figure 7. Application of the use of the deformation to recover displacement. (a) Geographic context of the deployment. A submarine telecom cable (dashed 
red line) was instrumented from Conc ón. Here only the data coming from the section between 30 and 80 km away from the instrument was used (red solid line) 
to record a small re gional ev ent that occurred very close to the cable (white star: probable location; magnitude was not estimated). (b) Illustration of the strong 
deformation and amplification of any incoming phase X into a conv erted/transmitted S wav e (noted Xs), while the P wave (noted Xp) get less distorted. (c) 
Strain rate. We mainly see the increased high frequency and wavenumber instrumental noise along with slow, strongly scattered waves. On the left inset, the 
trace of the channel located at offset 61 km (red solid line) is displayed. We mainly see the Ss arrival. (d) Displacement recovered using a 1 km sliding Hann 
window. The noise is reduced, and slow apparent v elocity wav es are enhanced. This allows for the direct P -wave phase (noted Pp ) to emerge from the noise. 
On the left inset, the trace of the channel located at 61 km (red solid line) is displayed. We see three arri v als. A zoom on the first 3.5 s is shown to highlight the 
Pp arri v al. Both recordings (strain rate and displacement) hav e been filtered abov e 5 Hz to remov e the microseismic noise contribution. 
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o La Serena. A gauge length of 8.16 m was used with a repetition
ate of 625 Hz decimated to a sampling rate of 125 Hz and a spatial
ampling of 4.08 m. 

Both P and S phases arriving at the bottom of the basin are ei-
her converted or transmitted. Because of the very slow velocity of S
aves in sediments and hence the high P to S velocity ratio, S waves
et much more amplified and distorted than P waves (Fig. 7 b). This
esults in the dominance of slow refracted/scattered waves. This
s further exacerbated for strain rate measurements because of the
igh sensitivity to slow waves (Fig. 7 c). When converting data to
isplacement (using the sliding-window scheme with a 1 km Hann
indow) the increased sensitivity to faster waves allows the obser-
ation of faint waves that travel as direct P waves in the sediments
Fig. 7 d). Also, the overall signal-to-noise ratio (SNR) improves (see
ig. S4, Suppor ting Infor mation). The enhancement of the direct,
oherent P arri v al potentiall y enables the use of array processing
echniques such as beamforming (van den Ende & Ampuero 2021 ).

Because the P -transmitted P arri v al ( Pp ) is less distorted, it pro-
ides a much better estimate of the P -wave arrival time. Studying
he arri v al time dif ference between Pp and the P -converted S ( Ps )
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Figure 8. M L estimation from DAS-recov ered v elocity. (a) Comparison between DAS and INFO estimates, with associated uncertainties (SMAD). The results 
are compatible with a 1:1 curve. DAS estimations are slightly overestimated and have lower uncertainty probably because DAS samples a small spatial extent 
with more correlated hence potentially biased measurements (e.g. due to a common site effect). (b) Mean residual at each channel along the fibre. The curve 
is represented in between the standard deviation of the residuals. The SNR decreases at the last channels of the fibre, likely due to the influence of the basin 
str ucture. The ver tical lines represent the separation between the main segments of the Ir pinia DAS ar ray, shown in (c). DAS estimations are quite stable along 
the majority of the cable. The change in the nature of the subsurface between section AB (culti v ation field) and BC (dirt road) did not produce any notable 
magnitude estimation variation. 

 

phases should provide information on the sedimentary structure. Fi- 
nally, the use of the Pp phase should enable more accurate location 
procedures. 

4.2. Magnitude estimation 

Most methods that estimate the magnitude of an earthquake rely 
on the amplitude of particle motion recordings. We propose to use 
DAS-recovered displacement to directly estimate the local mag- 
nitude ( M L ) of small earthquakes recorded during the experiment 
presented in Trabattoni et al. ( 2022 ). A 1.1 -km long, L-shaped fibre 
(Fig. 8 c) was installed in the active tectonic area of the Southern 
Apennines (Italy), in the region affected by the 1980 Irpinia M 6.9 
earthquake. It was integrated within the INFO which is composed of 
31 permanent seismological stations. The experiment continuously 
recorded earthquakes and ambient noise for almost five months 
from 2021 September to 2022 January. 

Seismic events were extracted from the DAS records using ori- 
gin times from the INFO catalogue. Strain rate recordings were 
filtered between 1–25 Hz, and then converted to deformation rate 
through spatial integration (eq. 2 ). The sliding-window scheme was 
used with a window length of 250 m to recover the velocity. As- 
suming a flat frequency response for the fibre, velocity traces were 
transformed into Wood–Anderson displacements by time integra- 
tion and b y appl ying the specific Wood–Anderson instrumental re- 
sponse. We independently estimated the local magnitude for all the 
channels along the fibre using the scale tailored for the Irpinia area 
M L = log 10 A + 1 . 79 log 10 R − 0 . 58 (Bobbio et al. 2009 ). Here, A is
the maximum peak amplitude of the Wood–Anderson displacement, 
and R is the hypocentre distance (in km). 

We selected DAS usable channels according to their SNR, e v al- 
uated as the ratio between the maximum amplitude A and the RMS 

of the 20 s period preceding the origin time of the e vent. Onl y chan- 
nels meeting an SNR criterion of 10 were considered. We discarded 
events with less than 30 channels meeting that criterion, thus reduc- 
ing the number of usable earthquakes from about one hundred to 44 
events. The final magnitude was estimated as the median value of 
the M L distribution at all the usable channels ̃  M L = median ( M L ( s) ) . 
To quantify the uncertainties, the standard median absolute devia- 
tion (SMAD) over the different available channels was computed 
as SMAD ( s) = 1 . 4826 × median ( | M L − ˜ M L | ) . For comparison, 
the same process was applied to the traces recorded by the INFO 

network. 
Magnitude estimates provided by the DAS match those computed 

from the INFO network (Fig. 8 a) showing that using DAS recovered 
velocity enables simple and accurate M L estimation. This w orkflo w 

avoids the need of inverting any effectiv e v elocity, provides correct 
magnitude estimation and is computationally efficient. 

Looking at the variability of the estimated magnitude along the 
cable for dif ferent e vents the estimated magnitudes are quite stable 
for a major part of the cab le (F ig. 8 b): the estimates of the last 
segment decrease pro gressi vel y, maybe due to local site effects and 
attenuation, for which the calibrated magnitude scale may be inap- 
propriate. This trend could be removed to improve the magnitude 
estimation. 

5 .  C O N C LU S I O N  

While the standard output provided by most DAS interrogators is 
provided in strain (rate), here we propose to use the deformation 
(rate) which is the spatial integral of the strain (rate) along the 
cable. The deformation is closely related to the displacement but 
presents crucial differences. The key point is that deformation is 
a measure of the change in length of the cable and provides a 
displacement measurement relative to a reference. Hence, if the 
reference is non-zero, the inferred deformation no longer equals the 
tr ue par ticle motion at a given location on a DAS cable. As a result, 
spatiall y constant of fsets appear in the estimated displacement data, 
and accumulate along the cable. To recover the true displacement 
from the deformation, with no direct access to a reference (as e.g. 
provided by co-located seismometers), two methods are proposed. 
When the cable geometry is known, estimating and removing the 
spatial mean of the signal for each rectilinear segment ef fecti vel y 
eliminates the reference (segment-wise method). In the general case, 
a sliding average can be used to continuously estimate and remove 
the reference (sliding-window method). The performance of each 
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ethod is comparable, but situationally dependent. Owing to its
exibility and the reduced presence of artifacts we recommend the
liding-widow scheme as the standard conversion procedure. 

Displacements recovered from deformation provide an instru-
ental sensitivity that, compared to strain, presents several benefits:

i) it is compatible with standard seismological tools, (ii) it is more
ensitive to long apparent wavelength signals and has a broader
irectivity pattern and (iii) it is proportional to the phase of the
ackscattered light which is the primitive measurement provided by
ost modern DAS interrogators that uses coherent detection tech-

iques hence. On the other hand, deformation-based methods are
imited by the rectilinearity of the deployed fibre optic cable. The

aximum recoverable wavelength by a rectilinear section is directly
inked to its length. This should encourage the use of geometries
ith long rectilinear segments. 
The benefits of deformation-recovered displacement are high-

ighted for two use cases. It allows direct non-scattered P waves
ith high apparent velocity to emerge for a telecom submarine de-
loyment in a v ery activ e subduction context, permitting improved
nalyses in sedimentary basins context. Furthermore, it allows to
se traditional magnitude estimation methods based on DAS data
o e v aluate the magnitude of small local e v ents using e xisting at-
enuation relationships calibrated with a local seismic network; we
emonstrated this in an on-land active normal fault context. Be-
ause of the low computational cost of the methods, deformation
ecovered displacement could be used for earthquake early warn-
ng. With the proposed data conversion schemes, we bring DAS
ata closer to traditional seismological data, permitting the reuse of
onventional seismological tools. 
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