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UNSUPERVISED HARMONIC PARAMETER ESTIMATION USING DIFFERENTIABLE DSP
AND SPECTRAL OPTIMAL TRANSPORT

Bernardo Torres Geoffroy Peeters Gaël Richard

LTCI, Telecom Paris, Institut Polytechnique de Paris

ABSTRACT

In neural audio signal processing, pitch conditioning has been
used to enhance the performance of synthesizers. However, jointly
training pitch estimators and synthesizers is a challenge when us-
ing standard audio-to-audio reconstruction loss, leading to reliance
on external pitch trackers. To address this issue, we propose us-
ing a spectral loss function inspired by optimal transportation theory
that minimizes the displacement of spectral energy. We validate this
approach through an unsupervised autoencoding task that fits a har-
monic template to harmonic signals. We jointly estimate the funda-
mental frequency and amplitudes of harmonics using a lightweight
encoder and reconstruct the signals using a differentiable harmonic
synthesizer. The proposed approach offers a promising direction for
improving unsupervised parameter estimation in neural audio appli-
cations.

Index Terms— differentiable signal processing, machine learn-
ing, optimal transport, frequency estimation

1. INTRODUCTION

Spectral Modeling Synthesis (SMS) [1], a foundation in signal pro-
cessing, aims to represent audio signals through a combination of
sinusoidal and noise components that define clear spectral structures
visible in short-term spectral analysis. A significant portion of work
on SMS has been dedicated to modeling harmonically related si-
nusoidal signals, where a fundamental frequency parameterizes a
harmonic template [2]. The task is threefold: identifying the fun-
damental frequency, estimating harmonic amplitudes, and capturing
transients and aperiodicities. While existing methods offer suitable
solutions, they often fall short in dynamic scenarios where frequency
amplitudes vary over time or in data-driven systems trained end-to-
end via gradient descent.

Recent advances in Differentiable Digital Signal Processing
(DDSP) [3] have sought to bridge traditional signal processing with
the capabilities of deep learning. These methods often depend on an
external pitch estimator for determining the fundamental frequency,
subsequently used for conditioning synthesizers [4]. This approach
favors harmonic alignment but constrains their flexibility and adapt-
ability. On the other hand, Deep Neural Networks have outper-
formed traditional DSP-based methods in pitch estimation but still,
for the most part, rely on supervised learning. Additionally, they
might suffer from poor generalization due to data distribution mis-
matches [5], and poor integration with other tasks.

This work was funded by the European Union (ERC, HI-Audio,
101052978). Views and opinions expressed are however those of the au-
thor(s) only and do not necessarily reflect those of the European Union or the
European Research Council. Neither the European Union nor the granting
authority can be held responsible for them.

Some noteworthy approaches, such as SPICE [6] have emerged
that tackle pitch estimation through analysis-by-synthesis and self-
supervised learning. However, most existing methods focus either
on pitch or amplitude estimation, rarely both. The seminal DDSP
paper [3] and subsequent works [7] have shown that unsupervised
approaches to joint estimation is particularly challenging, and no-
table recent works address this issue directly through pre-training on
synthetic data [8], or using a damped sinusoidal model [9].

Recent literature has begun to question the efficacy of the com-
monly used audio-to-audio reconstruction losses [10]. Our work
grows out of this branch and turns towards the theory of optimal
mass transport for a novel perspective for comparing spectral repre-
sentations.

Optimal transport has been employed in various audio tasks,
such as Non-negative Matrix Factorization (NMF) based transcrip-
tion [11], Blind-Source separation [12], estimating the pitch of inhar-
monic signals [13], performing spectral interpolation [14] and defin-
ing distances between power spectral densities (PSDs) of time series
[15]. To the best of our knowledge, this is the first work to propose
an optimal transport-based cost for differentiable spectral compari-
son and empirical risk minimization in a neural audio system.

This paper is organized as follows. Firstly, Section 2 delves into
the limitations of DDSP models and vertical spectral losses. Section
3 introduces our alternative loss function, followed by a description
of our proposed autoencoding task and experiments (Section 4) and
results (Section 5). Section 6 provides some concluding remarks.

2. DDSP AND THE MULTI-SCALE SPECTRAL LOSS

DDSP synthesizers allow fine-grained spectral modeling [3]. When
provided with accurate fundamental frequency (f0), these models
have a high degree of harmonic alignment by design. DDSP-inspired
works have capitalized on this property by using f0 conditioning
from external pitch trackers [4] and optimizing spectral losses.

In time-frequency analysis, larger window sizes offer finer fre-
quency discrimination but at the cost of temporal resolution. Con-
versely, smaller window sizes are prone to spectral leakage, although
they have better time resolution. By using multiple resolutions of the
Short-Time Fourier Transform (STFT), the Multi-Scale Spectral loss
(MSS) hopes to achieve the best of both worlds [3, 16]:

LMSS(s, ŝ) =
∑
γ∈Γ

Lγ
lin + Lγ

log, (1)

where (s, ŝ) are time domain signals. The linear and log spectral
losses are Lγ

lin =
∥∥∥Sγ − Ŝγ

∥∥∥
1

and Lγ
log =

∥∥∥log(Sγ)− log(Ŝγ)
∥∥∥
1
,

respectively, where Sγ = |STFTγ(s)| is the magnitude STFT at
scale (window size) γ. The set Γ usually consists of powers of 2. The
linear loss is more effective during the initial training stages [17] by
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emphasizing large amplitude differences, while the logarithmic loss
may help in discerning more subtle frequency patterns.

Following the terminology in [15], we refer to losses that operate
point-wise between spectra with identical support as vertical losses.
Conventional spectral losses fall under this category, comparing us-
ing an Lp norm the amplitude of a given frequency bin of a reference
frame spectrum to the amplitude of the same bin on a target. If the
spectra do not overlap, a vertical comparison may not properly mea-
sure the amount of energy displacement on the frequency axis.

When attempting to learn a pitch tracker with the neural audio
model in an end-to-end fashion, the MSS (a vertical loss) has been
reported as ineffective [3, 7], which may be due to its poor sense of
gradient orientation with respect to an oscillator’s frequency [10, 18]
and many notable local minima [9].

A horizontal comparison of spectra should faithfully represent
spectral energy displacement. In this context, we aim to validate
an alternative loss function that enables a more nuanced, horizontal
comparison of spectral content, thereby guiding neural audio mod-
els toward more accurate frequency estimation. The framework of
Optimal Transport offers precisely that.

3. OPTIMAL TRANSPORT

Let α =
∑n

i=1 aiδxi and β =
∑m

j=1 bjδyj be discrete measures
with weights ai at positions xi and weights bj at positions yj , where
δx is the Dirac measure at location x. Let additionally (a, b) belong
to the space of probability vectors, i.e. a ∈ Σn and b ∈ Σm, for
Σn =

{
a ∈ Rn

+;
∑n

i=1 ai = 1
}

. Given a cost function c(xi, yj)
representing the cost of transporting a unit of mass from xi to yj ,
the discrete Optimal Transport (OT) problem is [19]:

Lc(α, β) = min
P

n∑
i=1

m∑
j=1

Pijc(xi, yj), (2)

where P ∈ Rn×m
+ is the transport plan describing the amount

of mass to be transported from bin i to bin j, subject to mass
conservation constraints {ai =

∑m
j=1 Pij}i=1,..,n and {bj =∑n

i=1 Pij}j=1,..,m. The optimal transport map, P∗, gives the opti-
mal way to transport α to β. Note that Lc(α, β) depends on both the
weights (a, b), and the supporting positions (xi, yj) [19].

For cost functions c(xi, yj) = |xi − yj |p, Lc(α, β)
1/p is the

p-Wasserstein distance between α and β [20]. This distance allows
for the comparison of distributions when they do not overlap, which
is a limitation of Lp norm-based distances and commonly employed
divergences (such as the Kullback–Leibler).

3.1. Optimal transport in one dimension

While being challenging for dimensions d > 1, the OT problem
in 1D for general measures (α, β) ∈ M(X ) (the set of Radon
measures on the space X ) has a closed-form solution for the p-
Wasserstein distance [19, 21]:

Wp(α, β)
p =

∫ 1

0

∣∣F−1
α (r)− F−1

β (r)
∣∣p dr, (3)

where Fα : R→ [0, 1] is the cumulative distribution function (CDF)
Fα(x) =

∫ x

−∞ dα and F−1
α : [0, 1] → R is its pseudoinverse:

F−1
α (r) = inf {x ∈ R : Fα(x) ≥ r} , (4)

the generalized quantile function. When dealing with discrete mea-
sures, Equation 3 can be approximated by a discrete sum [22]:
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Figure 1: Cumulative sum and quantile functions of two measures
α and β representing harmonic spectra with different f0s across the
Nyquist range [0-0.5]. The grey lines depict the pointwise differ-
ences between the inverse CDFs as per Eq. 5, with the shaded region
representing the Wasserstein metric W1. Green connectors denote
the optimal plan (P∗

ij), weighted by their respective magnitudes.

Wp(α, β)
p =

n∑
i=1

∣∣F−1
α (ri)− F−1

β (ri)
∣∣p (ri − ri−1), (5)

where F is computed using the step function u(·): Fα(x) =∑n
i=1 u(x − xi)ai. The set r can be taken to be the ordered set

of quantiles of both α and β [22]. Figure 1 illustrates this process.

3.2. Spectral optimal transport

The Wasserstein-Fourier distance was defined by Cazelles et al. [15]
as the W2 distance between Power Spectral Densities of stationary
time-series signals. We refer hereafter to Spectral Optimal Trans-
port (SOT) as a more general sense of horizontal (measuring energy
displacement) comparison of discrete time-frequency spectra by ap-
proximating Wp using Equation 5.

Let Φ : RN → RL×M
+ be a normalized time-frequency trans-

form so that each frame Φ(s)j sums to 1. We define the horizontal
SOT loss LSOT as the temporal mean (over L time frames) of the
p-Wasserstein distance computed on the frequency axis of Φ:

LSOT(s, ŝ) =
1

L

L−1∑
j=0

Wp(Φ(s)j ,Φ(ŝ)j)
p, (6)

where s and ŝ are time-domain signals. Recall that Wp depends on
the weights (a, b) and their positions ({xi}i=1,..,M , {yj}j=1,..,M ),
which here represent respectively the amplitude vectors of the frame
spectra and the frequencies of bins (i, j) of Φ.

SOT for simple sinusoids: As demonstrated in [15], the
Wasserstein-Fourier distance of two frequency-shifted signals is pro-
portional to the frequency shift. We illustrate this in Figure 2, where
we show the value of different spectral losses between two sinusoidal
signals as a function of their frequency difference. We compute the
losses in the time-frequency domain and average over time, using the
SOT formulation in Eq. 6 with W2. SOT points towards a minimal
frequency difference, while the vertical L1 and L2 losses converge
smoothly only for small differences. This serves as a motivating ex-
ample for studying the SOT loss for more challenging spectra.
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Figure 2: Normalized spectral Single-Scale (SS), Multi-Scale
(MSS) and proposed SOT W2 losses as a function of the frequency
shift between two 16 KHz sinusoidal signals of 4096 samples. The
reference sinusoid has a frequency of 4000 Hz. SS is computed for
window size γ = 1024 and MSS with scales Γ = {2k}k=6,...,11.

4. METHODOLOGY AND EXPERIMENTS

Our approach employs an encoder for joint frame-wise estimation
of fundamental frequency and harmonic amplitudes of a signal, tak-
ing as input the Constant-Q Transform (CQT). The signal is recon-
structed in the time domain using a DDSP harmonic synthesizer [3],
and trained end-to-end via an audio reconstruction loss. The un-
derlying assumption of this approach is that the instantaneous fre-
quency varies slowly enough for accurate estimation from spectral
frames (local stationarity). Through this toy autoencoding task, we
study the interplay between vertical losses (such as the MSS) and
horizontal SOT variants under various conditions.

4.1. Analysis/synthesis autoencoder

Input representation: We compute the CQT from the input wave-
form on the fly [23]. The CQT’s logarithmic scaling along frequen-
cies naturally relates pitch shifting in semitones as frequency-axis
translations. The lower frequency bound of the CQT is set to 32.7
Hz (the C1 note) and 285 bins are used to cover the whole 8 kHz
spectrum (amounting to 3 bins per semitone). A hop size of 256 is
used, which defines the estimation rate of the system.

Encoder: Our encoder adopts the lightweight architecture from
[24] (46K parameters), featuring 1D convolutions along the fre-
quency axis. A Toeplitz linear layer1 maps the output feature map
from the encoder to 285 pitch logits, which are mapped to a cate-
gorical distribution over pitch classes p ∈ R285 through a softmax
operation [8]. The employed architecture ensures translation invari-
ance, meaning that a pitch shift in the input (CQT) corresponds to a
shift in the output pitch probabilities by an equal amount of bins.

We set the number of estimated harmonics H to 20. Harmonic
amplitudes are obtained through a feed-forward linear layer, which
maps the the output feature map from the encoder to H ampli-
tude values c, followed by an exponentiated sigmoid activation from
DDSP [3]. Unlike [3], we treat each spectral frame as independent.

Pitch regression: The pitch is computed as the expectation of
the pitch distribution, or the soft-argmax: f̂ u =

∑285
i=1 f

u
i pi; where

f u
i is the frequency of the i-th pitch class, logarithmically mapped to

the [0, 1] range. Each bin f u
i corresponds to a frequency bin in the

input CQT. A temperature parameter τ = 0.1 is used to pre-scale
the logits to facilitate an unimodal distribution [25].

Harmonic synthesis: We use a DDSP harmonic synthesizer [3]:

s(n) =

H−1∑
h=0

ch(n) sin (ϕh(n)) , (7)

1We point the reader to [24] for a detailed explanation of the architecture

parameterized at the sample-level by f0 and amplitudes c. The cu-
mulative sum ϕh(n) =

∑n
t=0 fh(t) computes the phase at time n,

for fh = hf0. We set initial phases to 0 and use the same frame rate
to sample rate interpolation of f0 and c as in DDSP.

4.2. Data

We generate a synthetic dataset of 4000 examples, where each exam-
ple is a 16 kHz signal with N = 4096 samples. Harmonic synthesis
(Eq. 7) is performed with a fixed instantaneous frequency during the
signal length. The number of harmonics of each signal is selected
randomly from [1-8]. The f0 values are randomly drawn from the
range [40-1950] Hz and the harmonic amplitudes from [0.4-1]. The
dataset is split into 70% training, 20% validation, and 10% testing.

4.3. Baselines

The baselines are trained with the MSS loss only, for scales
Γ={2048, 1024, 512, 256, 128, 64} and hop size respecting 75%
overlap. MSS-Lin uses only Llin and MSS-LogLin uses Llog+Llin.

4.4. Spectral Optimal Transport experiments

We use W2 in LSOT for computing the Wasserstein distances be-
tween frame spectra, employing the squared magnitude STFT with a
flattop2 window of size γ and hop size of 256 as the time-frequency
transform Φ. In all SOT experiments, MSS was also included as
a vertical loss (only Llin) to penalize W2 minima with low spectral
overlap. This can happen, for instance, when the number of active
harmonics is overestimated. This also addresses instability issues
observed with the 1D Wasserstein loss alone [26], possibly due to
the normalization of the spectra. The final objective is LSOT +λLlin,
with λ = 0.05. We additionally employ a frame-wise frequency cut-
off in the spectrum of the estimated signal, limiting energy to lower
frequencies, which helped to significantly reduce octave errors.

Frequency cutoff: The process starts with proportional normal-
ization of spectra: the target frame spectrum Φ(s)j sums to 1, while
the reconstructed frame Φ(ŝ)j is normalized to a sum potentially ex-
ceeding 1 if its energy is greater than the original. For frame j, fcut

is determined to be the frequency where the cumulative sum of the
reconstructed spectrum matches the total normalized energy of the
reference3 (FΦ(ŝ)j (fcut) = 1).

SOT Variants: We experiment with three main LSOT variants,
varying window size and frequency scaling: (I) SOT-512 uses
γ = 512; (II) SOT-512-LS is similar to SOT-512 but addition-
ally scales frequencies logarithmically before computing W2 (i.e.
xi → log(xi), yj → log(yj)), thereby reducing the frequency
ground cost for higher frequencies; (III) SOT-2048 uses γ = 2048.

Ablations: We provide two ablations to SOT-2048 . First,
we examined the special case SOT-SingleScale using a single
STFT resolution Γ = {512} for Llin, and λ = 0.1. Lastly, the
frequency cutoff is removed in configuration SOT-NoCut.

4.5. Training details

We employed the Adam optimizer with a learning rate of 1×10−4

and a batch size of 64 for 25k steps. To ensure robustness against

2Using a window with less prominent side lobes helped with stability.
3In practical terms, rather than applying a filtering operation, we ignore

indices (i) for quantile (r) values over one in the computation of Equation 5.
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Mean (STD) Median

LSD [dB] ↓ RPA [%] ↑ RCA [%] ↑ OD LSD RPA RCA OD

MSS-Lin 46.4 (21.4) 20.2 (44.6) 26.9 (42.7) -2.3 (1.3) 58 0.2 3.9 -2.8
MSS-LogLin 80.5 (15.1) 1.4 (2.7) 4.0 (4.5) -0.9 (1.9) 82.6 0.1 3.2 -0.6

SOT-NoCut 70.6 (31.8) 23.7 (30.3) 46.0 (36.4) -0.4 (0.4) 77.6 20 45 -0.2
SOT-SingleScale 97.9 (32.5) 14.1 (25.5) 28.6 (32.6) 0.0 (1.0) 101.1 4.7 11.6 0.3
SOT-512 40.5 (23.5) 42.9 (39.4) 62.3 (42.6) -0.8 (0.7) 26.6 63.6 75.2 -0.4
SOT-512-LS 25.9 (2.5) 55.4 (36.1) 86.8 (16.2) -0.7 (0.9) 25 63.7 95.6 -0.4
SOT-2048 23.5 (3.5) 75.0 (43.2) 99.2 (1.6) -0.5 (0.9) 24.5 99.7 99.8 0

Table 1: Experimental results for the joint f0 and harmonic amplitude estimation task on synthetic data. We report the mean, standard
deviation and median evaluation metrics for 5 separate training runs. Best results are indicated in bold and second-best are underlined.

weight initialization, each model was trained five times using dif-
ferent seeds for the pseudo-random number generator. Code and
training recipes are available online4.

4.6. Evaluation

Evaluation is done using a combination of pitch estimation and sig-
nal reconstruction metrics. We employ Raw Pitch Accuracy (RPA),
Raw Chroma Accuracy (RCA) [27, 28], and Log Spectral Distance
(LSD). RPA measures the percentage of frames with estimated pitch
close to the ground truth within 0.5 semitones. RCA is similar but
allows octave errors. The LSD is computed as:

LSD(s, ŝ) =
1

LM

∥∥∥log (Sγ)− log
(
Ŝγ

)∥∥∥2

F
, (8)

where ∥·∥F denotes the Frobenius norm of a matrix, Sγ =

|STFTγ(s)| ∈ RL×M denotes the magnitude STFT of s for win-
dow size γ, with L frames and M frequency bins. We use γ = 1024
and a hop size of 256. The Mean Octave Difference (OD) is also
included to indicate, on average, the mean deviation (in octaves) of
the estimated pitch from the ground truth, highlighting the nature of
the octave errors. For each run, the checkpoint with the lowest val-
idation reconstruction score was selected for testing. We report the
mean metrics on the test set.

5. RESULTS

Table 1 summarizes the experimental results for our trained models
on the synthetic dataset. The high standard deviation (STD) reveals a
significant dependence on initialization. The initial pitch probability
distribution, determined by the neural networks’ weight initializa-
tion, was a key factor impacting the model’s success.

This sensitivity to initialization is particularly pronounced in
models trained only with the Multi-Scale Spectral loss (MSS-Lin
and MSS-LogLin). Out of five runs, only one achieved optimal
LSD, RPA, and RCA. This variability is evidenced by the large stan-
dard deviation and low median values. Interestingly, logarithmic
compression (MSS-LogLin) resulted in worse performance.

In contrast, models using the Spectral Optimal Transport (SOT)
loss demonstrated greater robustness, converging to satisfactory so-
lutions on average. Notably, the model employing a larger window
size (SOT-2048) outperformed all others, with a mean of 23.5 dB
LSD, 75% RPA and 99.2% RCA.

Frequency scaling and frequency cutoffs helped performance.
Logarithmic frequency scaling (SOT-512-LS) led to an improve-
ment over SOT-512. Logarithmic scaling makes the SOT loss less

4https://github.com/torresbf/1d-spectral-optimal-transport

punitive for high-frequency deviations, aligning with our focus on
estimating the fundamental frequency. The use of the frequency cut-
off was found to be beneficial when the model overestimates the
signal’s energy or is initialized with many active harmonics. This
prevents the gradient from skewing towards an incorrect f0 after the
normalization step needed for SOT loss.

The SOT-SingleScale model exhibited suboptimal results
in LSD, RPC, and RCA, but maintained an average octave differ-
ence of zero, indicating that the pitch solution it converged to was
within the octave range of the ground truth. This is a nuanced fail-
ure mode in which the model retains more or less harmonics than
actually present in the reference signal. Obtaining perfect spectral
alignment by minimizing W2 in LSOT requires matching the number
of harmonics with the reference, implying that a mismatch may lead
to inaccurate f0 predictions. The introduction of a vertical loss was
intended to penalize solutions with low spectral alignment, but using
only a single scale has proven to be insufficient.

While promising, our results also raise questions on the interplay
between MSS and SOT losses. Preliminary findings suggest that
these loss functions may be optimizing different aspects of the esti-
mator and could be working in a conflicting manner. For instance,
the horizontal loss might favor frequency shifts in the spectra, while
the vertical loss may lower the amplitudes, possibly causing it to get
stuck in a local minimum. Moreover, the stability of these losses in
more complex scenarios, such as with many harmonics, transients, or
inharmonicity remains an open question. The SOT loss was found to
be highly sensitive to small frequency variations, such as in spectral
side lobes or noise, and in our preliminary experiments, it struggled
with more realistic datasets such as Nsynth [29].

6. CONCLUSION

In this work, we leverage optimal transport theory to develop a train-
ing objective for audio reconstruction tasks. The proposed Spectral
Optimal Transport (SOT) loss, which compares discrete spectra hor-
izontally (measuring energy displacement), overcomes some limita-
tions of traditional spectral losses. We have shown that it has the po-
tential for frequency localization and joint estimation of fundamen-
tal frequency (f0) and harmonic amplitudes. Results on a synthetic
dataset have demonstrated the efficacy of our method compared to
the commonly employed Multi-Scale Spectral (MSS) loss.

However, our findings also reveal that the proposed loss is very
sensitive to small spectral variations and might not suffice, in its cur-
rent state, for accurate f0 matching in real signals. This underscores
the need for a deeper understanding of the trade-offs involved.
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