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Figure 1: PerfectFit is an interactive AR garment design system for fitting garments based on individual body shape. Two
examples of custom-fit garment design using PerfectFit: the designer views the virtual garment on the clients in different poses
from various viewpoints (a, d) to identify fitting issues. The designer extends the front panel for full coverage of the belly (b).
The designer views the accommodation of the new design (c, e).
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1 INTRODUCTION
The mass production of garments under a standard size in the gar-
ment industry does not consider individual body shape differences,
resulting in poorly-fitted garments and severe overproduction. Un-
fortunately, the traditional tailor-fitting process is time-consuming,
labour-intensive and expensive. We present PerfectFit, an inter-
active Augmented Reality (AR) garment design system for fitting
garments based on individual body shapes. Our system simulates
the virtual garment reacting realistically to the client’s body shape
and motion, and displays stereoscopic images to the designer via
the AR headset. This enables the designer to identify the garment
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fitting via the client’s real-time motion from any viewpoint. Addi-
tionally, our system provides an editing interface to the designer
which allows him/her to interactively explore the design space of
the garment and adjust the fitting. Our system then reflects the
changes on the client’s body.

Though existing computer-aided garment designmethods [Brouet
et al. 2012; Montes et al. 2020;Wang et al. 2005;Wolff et al. 2023] and
professional software [Fashion 2022] can support the designer to ad-
just the garment fits on a virtual predefined avatar via their PCs, this
neglects the fact that estimating the garment fits or looks requires
a situated experience on the real human body. Instead, leveraging
the design in situ advantage of AR, our system allows the designer
to interactively customize the fit garment on the client’s real body
and view the fitting of the new design immediately. Compared with
existing projection [Saakes et al. 2016] or screen-based [Chong
et al. 2021] mirror try-on systems, our system provides the designer
stereoscopy scene stimulating the way humans perceive depth in
the real world, which is essential for garment fitting evaluation.
Additionally, our system uniquely enables the designer to change
the shape of the virtual garment by simple interaction technique
and we will bring a demonstration for visitors to Siggraph Asia
2023.

Visitor Experience For the exhibit, visitors will play the role
of the Designer and interact with a person who plays the role of
the Client. The visitor (Designer role) wears the AR headset and
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Figure 2: System overview. The designer extends the hem
of the blue virtual dress for better coverage on client’s body.
The extended part is highlighted in dark blue with yellow
stripes for illustration only.

can view the garment fitting issue on the Client’s body. The visitor
can explore the garment design space freely, and the author will
provide slight guidance to the visitor on where and how to edit the
garment to achieve better fits when needed. Our system will give
the visitor an immersive experience of customizing the garment
like a tailor.

2 SYSTEM OVERVIEW
Hardware SetupWe illustrate our system setup in Figure 2. The
designer wears a Canon MREAL X1 1 HMD which displays the
rendered virtual garment on the client’s body. And interact with
the system using a 3D-printed plastic stick attached with a cube
covered by five registration markers (termed as design pen). We use
a Kinect v2 depth sensor to capture the pose of the client. On the top
of the Kinect, we attach a registration marker used for inferring the
Kinect’s position in AR space. In addition, we use a screen to display
the virtual garment on the client’s body, which allows the client
and audiences to see the current fit and provide feedback to the
designer. We run our system on a desktop with Intel(R) Core(TM)
i7-8700K 3.7GHz CPU and NVidia RTX 3080 Ti GPU.

Design and Implementation To simulate the virtual garment
on a moving client, we adopt a strategy that creates a 3D avatar
sharing the same body shape as that of the client and then simu-
lates virtual clothing on it. In detail, we first calibrate the Kinect to
precisely track the client’s skeletal position and transfer it into the
AR space. Combining the skeletal position with the client’s height
and weight, the SMPL model [Loper et al. 2015] is reconstructed
to present the client’s body shape. We simulate the garment that
reacts to the user’s body shape and motion by position-based dy-
namicsmethod [Kahler 2021; Müller et al. 2007]. To correctly render
the occlusion between the virtual garment
and real human body represented by SMPL
model (see inset), we render the real-world
scene, SMPL model, and the virtual garment
in this order whilst writing only the depth
component of the frame buffer regarding the
SMPL model.
1https://www.canon-its.co.jp/files/user/solution/mr/lp/

The garment editing, as the key function of our system, is de-
signed as follows (see Figure. 1 (b)): the designer brings the design
pen into the field of view to initiate the editing mode. Our sys-
tem then shows a blue sphere around each garment semantic part
(e.g., front panel, sleeve). The designer selects the desired sphere
with the design pen to activate the editing functions. We use a
one-dimension range slider for each editing parameter (e.g., length,
width), which users can freely adjust to explore the design space in
3D and customize the design. Our editing interaction design mimics
directly manipulating the virtual garment by hand akin to the tra-
ditional tailor-fitting process, but can reduce the body contact with
the client. Technically, we utilize the blendshape method [Lewis
et al. 2014] to parametrize the 3D garment shape with the range
slider. We developed our system on the Unity platform.

3 DISCUSSION AND FUTUREWORK
This work presents an AR garment design system that supports the
designer to realistically view the fitting of the garment for the client
from any viewpoint by stereoscopic images, and the designer can
interactively customize the fitting garment and view the changes.
Our system showcases the advantages of AR in the fashion towards
smart manufacturing.

In our current design, we focused on augmenting the designer
and the client with visual effects. In the future, we plan to also
augment them with haptic feedback via pressure sensing and inter-
active textiles technique. It will allow them to feel the fabric texture
and the tightness of the garment. Additionally, we will investigate
more system design considerations together with professional fash-
ion designers to support the creative garment design process for
designers and the co-design process for both the designer and the
client in the AR environment.
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