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Abstract 

Adaptation to the sensory environment is essential in everyday life, to anticipate future events 

and quickly detect and respond to changes; and to distinguish vocal variations in congeners, for 

communication. The aim of the current study was to explore the effects of the nature (vocal/non-

vocal) of the information to be encoded, on the establishment of auditory regularities. In 

electrophysiology, neural adaptation is measured by the ‘Repetition Positivity’ (RP), which 

refers to an increase in positive potential, with the increasing number of repetitions of a same 

stimulus. The RP results from the combined variation of several ERP components; the P1, the 

first positivity (~100ms) may reflect the onset of repetition effects. We recorded auditory 

evoked potentials during a roving paradigm in which trains of 4, 8 or 16 repetitions of the same 

stimulus were presented. Sequences of vocal and non-vocal complex stimuli were delivered, to 

study the influence of the type of stimulation on the characteristics of the brain responses. The 

P1 to each train length, and the RP responses were recorded between 90 and 200ms, reflecting 

adaptation for both vocal and non-vocal stimuli. RP was not different between vocal and non-

vocal sequences (in latency, amplitude and spatial organization) and was found to be similar to 

that found in previous studies using pure tones, suggesting that the repetition suppression 

phenomena is somehow independent of the nature of the stimulus. However, results showed 

faster stabilization of the P1 amplitude for non-vocal stimuli than for vocal stimuli, which 

require more repetitions. This revealed different dynamics for the establishment of regularity 

encoding for non-vocal and vocal stimuli, indicating that the richness of vocal sounds may 

require further processing before full neural adaptation occurs. 

Keywords: Vocal, Neural adaptation, Repetition Positivity, Habituation, Prediction, ERPs 
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1. Introduction 

We encounter many sensory regularities in everyday life through sensory adaptation, whether 

simply at the level of word composition, or more complex scene schemas (Turk-Browne et al., 

2009). At the cerebral level, information must be processed optimally to select the most relevant 

events. This requires building and continuously updating a sensory memory trace, following 

the presentation of a stimulus (Winkler et al., 2009).  A repeated stimulus will be considered as 

regular, leading to the adaptation of the response, through the habituation process. Such storage 

is an essential property of the sensory systems, in order to process the incoming flow of 

information. Identifying the probability that the previous stimulus will reappear, enables the 

prediction of future events (Winkler et al., 2009, 2001). This makes the detection of 

environmental changes faster, improving our ability to react quickly and optimally. It also 

underlies our ability to detect modulations of social indices like gaze, facial expressions or voice 

intonation, and to communicate with others. 

One of the most relevant auditory stimuli for our species is voice, which constitutes a very 

strong social input and tends to be processed as a priority (Whitten et al., 2020). Human beings 

are considered to be voice experts, because of our experience with and ability to decode such 

auditory stimuli (Latinus & Belin 2011). The voice is acoustically richer than other types of 

auditory stimuli in terms of harmonics, pitch and intensities, with more details to encode. Voice 

stimuli may therefore require further processing prior to full adaptation. Belin et al. (2004) 

proposed a neurocognitive model of vocal perception. In brief, part of this model suggests that 

all auditory stimuli are processed, in a general low-level auditory analysis, in the primary cortex 

A1, and that vocal stimuli then enter a specific, voice structural analysis, involving other regions 

close to primary auditory cortex, such as the superior temporal gyrus. This suggests that vocal 

stimuli require additional processing, involving additional regions, which may be reflected in 

different dynamics for establishing a regularity for vocal versus non-vocal stimuli.   
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The neural process underlying habituation is called ‘Repetition Suppression’ (RS). RS refers to 

neural adaptation - a decrease in neural activity during repeated exposure to the same stimuli. 

It therefore reflects the formation and continuous updating of sensory memory traces (James et 

al., 2000; Schacter et al., 2004; Haenschel et al., 2005) and is translated at the cerebral level by 

a decrease in neural response with an increasing number of repetitions of the same stimulus 

(neural fatigue or sharpen activity models) (Desimone et al., 1996; Grill-Spector et al., 2006; 

Sagaert et al., 2013). RS was initially studied in animals at the level of the individual neuron 

and was termed ‘Stimulus Specific Adaptation’ (SSA; see Escera & Malmierca, 2016). SSA 

refers to the decrease in the response of a single neuron with increasing repetitions of the same 

stimulus (standard), with no decrease in response to a rare stimulus (deviant) (Ulanovsky et al., 

2003), and has been recently dissociated from prediction error (Parras et al., 2017). SSA has 

been observed at cortical (Miller, Li, & Desimone, 1991; Ulanovsky et al., 2004) and sub-

cortical levels (Perez-Gonzalez & Malmierca, 2012; Ayala & Malmierca 2013), both in visual 

(Müller et al., 1999; Vogels, 2012, 2014) and auditory regions (von der Behrens et al., 2009; 

Nelken et al., 2013). A complementary process of RS, the Repetition Enhancement (RE), 

reflects the recognition of a stimulus, the anticipation of its appearance, and results in an 

increase in neural response with repetition (Segaert et al., 2013; Vogels 2016). These processes 

can also be explained by the predictive coding model (Friston et al., 2005; Bendixen et al., 

2012; Auksztulewicz & Friston, 2016) which proposes that the first presentation of a stimulus 

triggers the generation of a prediction of future sensory input. When this stimulus is repeated, 

it is compared to the prediction. According to Bayesian models of perceptual inference, RS 

would reflect a decrease in computational demand that occurs as the prediction error decreases, 

due to the match between sensory inputs and expected information (Summerfield et al., 2008). 

In parallel an Expectation Suppression (ES) effect has been identified, which would correspond 

to a diminution of the neural activity while the expectation become strongest. ES would co-
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exist with RS (deGardelle et al., 2013; Grotheer & Kovacs, 2015) but the two phenomena would 

be independent as the ES effect occurs slightly later than the RS, as shown in both the visual 

(Summerfield et al., 2011) and the auditory modalities (Todorovic & Lange, 2012). Finely the 

RE which indexes an increase in the prediction strength when expected, would also be observed 

with a short delay, in separate frontal brain areas (Recasens et al., 2015).   

The establishment of stimulus regularity has previously been studied in both visual and auditory 

modalities, in electrophysiology (Haenschel et al., 2005; Costa-Faidella et al., 2011; Recasens 

et al., 2015; Ferrari et al., 2017) and brain imaging (Fiebach et al. al.; 2005, Gagnepain et al., 

2008; Andics et al., 2013; Cacciaglia et al., 2019). It was first explored indirectly by studying 

the electrophysiological response to the detection of change, i.e., the ‘Mismatch negativity’ 

(MMN), a negative component, obtained by subtracting the response following the repetition 

of a standard stimulus from the response evoked by a changing deviant stimulus (Näätänen et 

al., 1978). MMN indexes deviancy detection, occurring when a stimulus is incongruent with 

the memory representation of the preceding repeated stimuli (Winkler et al., 2001; Näätänen et 

al., 2007). In the framework of the predictive coding model, MMN is considered as a marker 

of error detection, caused by a deviation from a learned regularity (Garrido et al., 2009). 

 Previous electrophysiological studies in humans, directly investigated auditory regularity 

encoding through the use of a "roving paradigm", in which a stimulus is repeated a number of 

times (n), then followed by a new stimulus, which is also repeated n times. This leads to a 

continuous updating of the memory trace, which is suppressed at the end of each stimulus train 

(Cowan et al., 1993; Baldeweg et al., 1999; 2004, Haenschel et al., 2005; Costa-Faidella et al., 

2011). These studies have highlighted RS phenomena, through the modulation of 

electrophysiological indices. The repeated presentation of a stimulus results in a decrease of the 

N1 component, between 90 and 150 ms and an increase in the positive components P1 and P2, 

reflecting the adaptation of responses. Through comparing the responses to a new stimulus and 
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to the same stimulus, after a number of repetitions, it is possible to isolate an 

electrophysiological index of the neural adaptation. The Repetition Positivity (RP), corresponds 

to a positive deflection between 50 and 250 ms, increasing with the number of repetitions 

(Baldeweg et al., 2004; Haenschel et al., 2005; Costa-Faidella et al., 2011).  

The present study aims to explore the influence of the information to be encoded on the 

establishment of an auditory regularity. Although adaptation to vocal sound regularities is 

essential to extract relevant information for social communication, the formation of auditory 

regularity in the context of vocal stimuli has received little research interest. To our knowledge, 

most previous studies focused upon pure tones repetitions. Only one study explored the 

establishment of regularity to more complex semi synthetized sounds of two categories: vowels 

sounds representing Finnish vowels, and their vowel-like equivalents with increased formants 

frequencies, that were unfamiliar sounds (Ylinen & Huotilainen, 2007). Using these complex 

non-natural sounds in a roving paradigm, this study did not show any RP, possibly because of 

the very low number of participants and of repetitions used (3-4) compared to a minimum of 

12 repetitions in other paradigms (Costa-Faidella et al., 2011).  

Another study compared RP to vocalizations with different emotional valences, and showed 

that repetition suppression was increased for positive vocal stimuli as compared to neutral or 

negative vocal sounds (Pinheiro et al., 2017). Authors concluded that positive vocalizations 

lead to enhanced sensory prediction. However although vocal stimuli might be considered as 

potent predictors, they also contain rich acoustic information. Whether we become accustomed 

to repeated vocal information in the same way as to non-vocal auditory stimuli thus remains to 

be explored. 

To study brain correlates of auditory regularity in the context of vocal stimuli, trains of different 

lengths (4, 8, 16 repetitions) comprising either vocal or non-vocal complex sounds are 

compared. The different train lengths should allow us to determine the minimum number of 
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repetitions required to elicit RP with more social stimuli. We assume that vocal regularity 

encoding is related to the phenomenon of RS, and anticipate an increase in the positivity (RP) 

with increasing number of vocal sound repetitions. Analysis of the RP characteristics 

(amplitude, latency and organization of the response through brain topography analyses) to 

vocal and non-vocal auditory stimuli will provide information on the RS effect in each 

condition, that will thereby be compared independently of the sensory response specific to each 

stimulus category. The comparison of P1 amplitude modulation with increasing number of 

repetitions in each condition will allow to estimate the dynamic of the neural adaptation, by 

providing information about the amount of repeated information necessary to attain a plateau 

in the response (to reach a full neural adaptation). We hypothesize that neural adaptation is 

likely to be influenced by the vocal/non-vocal aspect of the stimuli, with more repetitions 

needed for the P1 amplitude to reach a plateau for vocal stimuli. The involvement of memory 

traces could be weaker and/or slower for vocal stimuli, since these contain richer acoustic 

complexity than non-vocal stimuli. 

 

2. Materials and Method 

We report how we determined our sample size, all data exclusions (if any), all 

inclusion/exclusion criteria, whether inclusion/exclusion criteria were established prior to data 

analysis, all manipulations, and all measures in the study. 

Previous EEG studies rarely report all the information needed to calculate sample sizes (Larson 

and Carbine, 2017). The sample size for this exploratory EEG study was thus determined based 

on previous research in the field. We chose a conventional sample size in ERP research (20 

participants), and reported all the information needed for sample size estimation in future 

studies. 
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2.1. Population 

Twenty young adults aged 18 to 30 (mean = 24 ± 2 years) participated in the study (12 female). 

None had neurological, psychiatric, or metabolic disorders or were under medication at the time 

of the study.  None had a hearing deficit as tested with an audiometer at different frequencies 

(250, 750 and 1500 Hz). Each participant signed an informed consent form, and the protocol 

received approval from Ethic Committee (PROSCEA2017/23; ID RCB: 2017-A00756-47). 

 

2.2. Stimuli 

A total of 8 vocal sounds and 8 non-vocal complex sounds were used to study the possible 

impact of vocal/non-vocal nature of the information to be encoded. The vocal sounds consisted 

of the vowel "a" uttered with a neutral prosody by 8 female speakers of different identities, 

selected from an existing database of vocal sounds validated (on the basis of valence and 

emotion recognition) on an independent sample of adults (n = 16) (Charpentier et al., 2018). 

Non-vocal stimuli were synthetic complex sounds with acoustic characteristics close to those 

of the vocal sounds. For this we created complex sounds with a global frequency spectrum 

similar to that of the voices. Firstly, using speech analysis software (Praat ®; see Boersma, 

2002), we measured the values of the fundamental frequency (F0) and the first 4 formants of 

each of the eight voices selected as vocal stimuli. The second step consisted of synthesizing 

complex sounds using sinewaves of the corresponding frequency values (Adobe Audition® 

software). Amplitudes of each harmonic were adapted to best fit the voices frequency 

spectrums. To achieve the necessary attenuations (spectral slope), each time 

the frequency doubled we applied a decrease of 12 dB to the amplitude of the harmonic 

(Kreiman and Gerratt, 2012). In both categories, each sound was normalized according to the 

http://www.glottopedia.org/index.php/Frequency
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root mean square of the amplitude, so that all stimuli had the same energy, using Matlab (The 

MathWorks Inc., Natick, MA, USA); fade-in and fade-out effects of 10% (30ms) were applied. 

Global energy was equalized at 65dB SPL. We obtained 8 vocal sounds with F0 ranging from 

190 Hz to 230 Hz, with frequency steps of about 5 Hz, and 8 non-vocal sounds with the same 

F0s and spectral structure (Table 1; Figure 1).  Sounds are controlled for their ‘speech value’ 

as the synthetized sounds mimic their natural vocal equivalents in terms of main frequencies; the two 

categories of sounds therefore contain the F0, F1 and F2 allowing the phoneme /a/ automatic 

categorization as previously demonstrated (Jacobsen et al., 2004).  
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Sound 
Fundamental 

frequency F0 
Formant 1 Formant 2 Formant 3 Formant 4 

1 190 905 1515 2830 3716 

2 199 845 1358 2732 4228 

3 205 975 1326 2698 3477 

4 210 705 1480 2847 4479 

5 215 877 1522 2971 4094 

6 220 806 1502 2322 3021 

7 226 797 1483 2943 4096 

8 229 886 1465 3005 3640 

 

Table 1: Frequency composition of each non-vocal sounds based on the identification of F0, 

F1, F2, F3 and F4 of the corresponding vocal sounds. 

 

 

Figure 1 : Physical features of a vocal sounds and of its non-vocal counterpart. (A) spectrogram of the 

non-vocal sound, (B) spectrogram of the vocal sound, (C) energy of the vocal and the non-vocal sound 

as a function of time (green: vocal sound, red: non-vocal). 

 

2.3. Sequences of stimulation 

We used a roving paradigm (Cowan et al., 1993; Baldeweg et al., 2004) in which trains of 

stimulation of different frequencies/voices and different lengths were presented. Each train was 
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composed of the same stimulus, which was repeated n times (depending on the length of the 

train), and called standard (S). The first stimulus of each train was considered as deviant 

compared to the preceding repeated standard. We used trains of 4, 8 and 16 repetitions. These 

trains were delivered in a pseudo-random order, with the only constraint that the same stimulus 

could not be delivered in two consecutive trains.  

Two sequences were presented, the first consisting of vocal stimuli and the second consisting 

of the non-vocal stimuli described above. The order of presentation of the sequences was 

counterbalanced between subjects. Each stimulus was presented for 300 ms, with a SOA of 646 

ms, via two speakers located at 1.2 m from the ears of the participants (Logitech Z-2300). 120 

repetitions of each train length were presented for each sequence, resulting in a total of 6720 

stimuli (3360 per sequence) and a recording time of approximately one hour. A schematic 

representation of the roving paradigm used in this study is illustrated in Figure 2. 

 

Figure 2 : Roving paradigm used in this study. Trains of four, eight or sixteen repetitions of the 

same stimulus were pseudo-randomly delivered. The SOA was constant at 646 ms. Vocal 

condition: run composed of vocal stimuli, the vowel “a”, uttered by 8 different female speakers 

with progressive increasing of fundamental frequencies (190≤F0≤229). Non-vocal condition 

comprised eight synthetic complex sounds with acoustic characteristics close to those of the 

vocal sounds, with the same F0 progressive increase (190≤F0≤229). 
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2.4. EEG data acquisition and processing 

During EEG recording, participants were sitting comfortably in a reclining armchair, located in 

a sound-attenuated room. Subjects watched a silent movie without subtitles whilst sounds were 

delivered; they were instructed that they would have to briefly tell the story of the movie at the 

end of the recording session. This procedure avoided voluntary directing of attention towards 

the auditory stimulation. The two stimulation sequences were delivered, with a break between, 

so that the subject could move and relax. 

Presentation software (NeuroBehavioral Systems Inc., Berkeley, CA) was used to deliver the 

stimulation sequences, during which the EEG was recorded from 64 active electrodes 

(ActiveTwo Systems Biosemi, The Netherlands) with a sampling rate of 512 Hz. Horizontal 

and vertical eye movements were monitored using electrodes placed on the left and right outer 

canthi and below the left eye. An electrode was placed on subject’s nose for offline re-

referencing. The ELAN software package was used for the analysis of EEG-ERP (Aguera, et 

al., 2011). The EEG signal was amplified and filtered with a 0.1 Hz high-pass filter 

(Butterworth filter, order 1). Artefacts resulting from eye movements were removed by 

applying Independent Component Analysis (ICA) as implemented in EEG Lab. Blink artifacts 

were captured into components and selectively removed via inverse ICA transformation. Sixty-

four components were examined, and one or two components were removed in each subject, to 

account for vertical and horizontal movements. Motion artefacts, characterized by high 

frequency or high amplitude signals, were discarded manually by an experimenter blind from 

trial type. A 30 Hz low-pass filter was applied (Butterworth filter, order 3), and ERPs were 

averaged over a 700 ms time window, including a 100 ms pre-stimulus baseline. 
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The recordings of the two stimulation sequences were carried out separately for each subject, 

and vocal and non-vocal stimulations were averaged separately.  

 

2.5. Data analysis 

2.5.1. Measurements 

Responses to each stimulus, in positions 1 to 16, were averaged individually for each sequence, 

so that the effect of repetition for each position could be observed. Trials presented at the same 

position, but in trains of different lengths (e.g., stimulus 3 in a train of 4, 8 and 16 repetitions) 

were also averaged together. This resulted in three times more stimuli from 1 to 4, and twice as 

many stimuli from 5 to 8, than stimuli from positions 9 to 16. Responses to stimuli in positions 

2 to 4 were averaged, as well as those in positions 5 to 8, those in positions 9 to 12 and finally 

those in positions 13 to 16, in order to obtain more robust responses by increasing the number 

of trials. For each group of stimuli, the mean number of artifact-free trials was: 925 ± 72 (S2-

4), 820 ± 63 (S5-8), 404 ± 45 (S9-12) and 410 ± 31 (S13-16) for the non-vocal sequence and 

912 ± 81 (S2-4), 807 ± 77 (S5-8), 401 ± 44 (S9-12) and 400 ± 41 (S13-16) for the vocal 

sequence.  

For the 4 groups of repeated standards, only the P1 component was clearly identified and 

measured for both conditions. To isolate the RP response, the difference between the average 

stimuli 13 to 16 (long train) and the averaged stimuli 2 to 4 was calculated for both conditions. 

In addition, to isolate MMN responses after each length of train, the differences between the 

first stimulus (deviant) and last stimulus (standard) of each length of train (4, 8 and 16) were 

calculated for both conditions. For these stimuli, the mean number of artifact-free trials were: 

307 ± 27 (S1), 104 ± 9 (S4), 103 ± 10 (S8) and 102 ± 9 (S16) for the non-vocal sequence and 

302 ± 29 (S1), 100 ± 9 (S4), 102 ± 11 (S8) and 100 ± 10 (S16) for the vocal sequence. 
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The P1 (positive peak at ~ 100 ms) was identified as the first positive deflection occurring 

between 70 and 120 ms. This time-window was selected on the basis of studies with similar 

stimuli (Sheerer et al., 2013; Charpentier et al., 2018). Amplitudes and latencies of the P1 were 

measured in each participant in a 70-120 ms time window, centered on the peak of the grand 

mean average of the group. RP and MMN measure time windows were selected on the basis of 

previous studies with similar stimuli (Pinheiro et al., 2017; Bishop et al.  2011; Charpentier et 

al., 2018). RP was identified as a positive deflection occurring between 90 and 200 ms and the 

MMN as a negative deflection occurring in a 130-190 ms time-window.  Amplitudes and 

latencies of the RP and the MMN were measured in a 90-200 ms and a 130-190 ms time 

window, respectively, centered on the peak of the grand mean average of the group.  

 

2.5.2. Statistical analyses  

After visual inspection of the responses scalp distributions, and based on previous studies 

(Haenschel et al., 2005; Costa-Faidella et al., 2011), amplitudes and latencies were analyzed at 

Fz. 

Two-way ANOVAs were performed on P1 amplitudes and latencies, with the Repetition (2-4, 

5-8, 9-12 and 13-16) and Condition (vocal vs non-vocal) as within subject factors.  

Two-way ANOVAs were performed on MMN amplitudes and latencies with the Repetition (4, 

8 and 16) and Condition (vocal vs non-vocal) as within subject factors.  

Since the factor Repetition displayed more than 2 levels, a Greenhouse-Geisser correction was 

applied to correct for potential violations of the sphericity assumption. Additional Bonferroni 

post-hoc tests were performed to examine the direction of the interactions. The effects sizes are 

shown as η²p. 
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We performed permutation tests based on randomizations (Edgington, 1995) over a 50-300 ms 

time-window at each electrode and at each time point, to assess difference in the RP between 

conditions (vocal vs. non-vocal). These analyses provide supplementary information on 

condition differences, by confirming peak analyses or by affording additional topographical 

findings or amplitude statistical comparisons for responses whose peak is barely measurable. 

Each permutation test involved the random permutation of the values for the 20 pairs of data 

compared (corresponding to the 20 participants), then the calculation of the sum of squared 

sums of values in each of the two obtained samples, and finally the computation of the 

difference between these two statistical values. For each analysis we performed 10,000 such 

randomizations, to obtain an estimate of the distribution of this difference under the null 

hypothesis. This distribution was then compared to the actual difference between the values in 

the two conditions (vocal vs. non-vocal). Correction for multiple comparisons was performed 

using the statistical– graphical method of Guthrie and Buchwald (1991) which tabulates the 

minimum number of consecutive time samples that need to be significant in the ERP 

differences, in order to have a significant effect over a given time window. For the analyses of 

RP (250 ms: 50-300, i.e., 125 sampling points), the minimum number corresponded to 12 

consecutive time points (i.e., 24 ms) with p values below the .05 significance level. 

 

3. Results 

The grand mean ERPs to standard after 2-4, 5-8, 9-12 and 13-16 repetitions, for vocal and non-

vocal conditions are illustrated in Figure 3A. The P1 component (positive peak at ~ 100 ms) 

was clearly observed, and modulated by repetition, for both conditions. The mean peak 

amplitudes and latencies of the P1 for each condition are reported in Table 2. 
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Table 2:  Summary of P1 mean amplitudes and latencies according to the number of 

repetitions (m±SEM) 

Number of 

repetitions 

Amplitude (µV ± SEM) at Fz  Latency (ms ± SEM) at Fz 

 Non-vocal  Vocal  Non-vocal Vocal 

2-4 1.13 ± 0.25  1.62 ± 0.24  91.50 ± 2.52 90.15 ± 2.31 

5-8 1.74 ± 0.26  1.86 ± 0.24  95.34 ± 3.25 96.62 ± 3.52 

9-12 1.98 ± 0.31  2.05 ± 0.28  96.15 ± 3.12 99.73 ± 3.03 

13-16 1.70 ± 0.29   2.15 ± 0.27  101.31 ± 3.21 101.85 ± 2.33 

 

Auditory evoked potentials were acquired over the entire scalp, revealing a large fronto-central 

positivity. Analyses were performed at the Fz electrode, where the responses culminated.  

 

3.1. Difference in repetition effects between conditions  

3.1.1. P1 component 

A significant repetition effect on P1 amplitudes was found (F (3, 57) = 17.635, p < .001 Ɛ = 

.875, η²p = .48) due to an increase in P1 amplitude with increased repetition. In addition, a 

significant condition effect was observed (F (1, 19) = 6.287, p = .021, Ɛ = 1.000, η²p = .25) due 

to larger amplitudes for the vocal versus non-vocal condition. An interaction between the 

condition and the number of repetitions was highlighted (F (3, 57) = 3.514, p = .021, Ɛ = .848, 

η²p = .16).  

Post-hoc analyses (Bonferroni) revealed different repetition effects between the two conditions, 

with a significant increase in P1 amplitude between 2-4 and the three other groups of stimuli 

(2-4 vs 5-8, 9-12 and 13-16 respectively: p < .001, p < .001, p < .001) but not between 5-8 and 

9-12, nor between 5-8 and 13-16 repetitions and between 9-12 and 13-16 repetitions (p = 0.45) 

for the non-vocal condition. For the vocal condition, a significant increase in P1 amplitude was 
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revealed between 2-4 and 9-12 repetitions (p = 0.011) and between 2-4 and 13-16 repetitions 

(p < .001) but not between 2-4 and 5-8 repetitions, 5-8 and 9-12 nor between 9-12 and 13-16. 

Statistical difference in the P1 amplitude was found for vocal versus non-vocal conditions, for 

2-4 (p = .003) and 13-16 (p = .008) repetitions, with larger amplitudes observed in the vocal 

condition. 

A significant repetition effect was found for P1 latencies (F (3, 57) = 7.18, p = .001, Ɛ = .743, 

η²p = .27) due to an increase in P1 latencies as repetitions increased. There was no condition 

effect (F (1, 19) = .18, p = .680, Ɛ = 1.000, η²p = .01 and no interaction between the condition 

and the number of repetitions (F (3, 57) =, 69, p = .526, Ɛ = .776, η²p = .04). 

Statistical analyses performed on a larger set of electrodes surrounding Fz (FCz, F1, F2, FC1, 

FC2), revealed similar results for both P1 amplitude and P1 latency. 

The scalp distribution of the P1 remained stable across the two conditions, corresponding to a 

large fronto-central positivity, increasing with repetition.  

An example of the P1 scalp potential distribution at 100 ms after 13-16 for non-vocal and vocal 

conditions with the statistical maps of the topographical differences is illustrated in Figure 3C. 
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Figure 3 : (A) Standard ERPs at Fz electrode after 2-4, 5-8, 9-12 and 13-16 repetitions in vocal 

(top) and non-vocal (below) conditions. (B) P1 amplitude values plotted for 2-4, 5-8, 9-12 and 

13-16 repetitions in vocal (blue) and non-vocal (red) conditions (error bars represent SEM) ; 

* p < 0.05, ** p < 0.01. (C) P1 scalp potential distribution at 100 ms after 13-16 for non-vocal 

and vocal conditions and Statistical map of the topographical differences calculated using 

permutation analyses. 

 

3.1.2. Repetition Positivity 

To better understand the activity associated with stimulus repetition we isolated the RP by 

subtracting the average responses to stimuli 2-4 (short trains) from the average response to 

stimuli 13-16 (long trains). Positive deflections corresponding to the RP were observed between 

90 and 200ms over fronto-central electrodes in both vocal and non-vocal conditions. The RP 

grand-average difference waveforms (13-16 minus 2-4 repetitions) for vocal and non-vocal 

conditions are illustrated in Figure 4A.  

Permutation analyses performed between the two conditions, revealed no difference between 

RP for vocal and non-vocal sounds, in the reported time-window. The scalp distribution of RP, 

characterized by a large fronto-central positivity, remained stable across the two conditions. 

Scalp distributions of RP, for vocal and non-vocal conditions, based on the results of the 

permutation analyses, are shown in Figure 4B. Comparison of the responses obtained on 

mastoid sites, where the negative activity associated with the fronto-central RP is observed, was 

also performed. Results revealed no significant differences in the amplitude of the mastoid 

negativity, between vocal and non-vocal conditions. This reverse polarity between the Fz 

electrode and the mastoids, confirms the location of RP generators in the supra temporal plane, 

at the level of the auditory regions.  
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3.2. Effect of repetition on deviance detection 

The repetition effect on deviance detection was analyzed after 4, 8 and 16 repetitions. The mean 

peak amplitudes and latencies of the MMN for each condition are reported in Table 3. 

Table 3: Summary of MMN mean amplitudes and latencies according to the number of 

repetitions (m±SEM) 

Number of 

repetitions 

Amplitude (µV ± SEM) at Fz  Latency (ms ± SEM) at Fz 

 Non-vocal  Vocal  Non-vocal Vocal 

4 -1.60 ± 0.47  -1.01 ± 0.30  155.56 ± 2.93 168.75 ± 3.48 

8 -2.41 ± 0.41  -1.45 ± 0.44  157.81 ± 3.13 174.71 ± 3.17 

16 -2.91 ± 0.42  -1.81 ± 0.34  156.84 ± 2.47 170.01 ± 3.47 

 

Figure 4 : (A) Repetition Positivity (RP) resulting from the difference wave between 13-16 

and 2-4 repetitions for vocal (blue) and non-vocal (red) conditions. (B) RP scalp potential 

distribution at 130 ms for vocal (right) and non-vocal (left) conditions and Statistical map 

of the topographical differences calculated using permutation analyses. 
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The response to the repeated stimuli in positions 4, 8 and 16 was subtracted from the responses 

to the deviant stimulus (first stimulus of a train). The MMN grand-average difference 

waveforms after 4 (S1 minus S4), 8 (S1 minus S8) and 16 (S1 minus S16) repetitions are 

illustrated in Figure 5A. The standard ERPs for 4, 8 and 16 repetitions, and the deviant ERPs 

after 4, 8 and 16 repetitions of the preceding standard, at Fz electrode, for non-vocal and vocal 

conditions are shown in Figure 5B.  

 

A significant repetition effect was found on MMN amplitudes (F (2, 38) = 12.251, p < .001, Ɛ 

= .922, η²p = .39) due to an increase in MMN amplitude with increasing repetitions. No effect 

of condition (F (1, 19) = 1.901, p = .184, Ɛ = 1.000, η²p = .09) and no interaction between 

condition and repetition (F (2, 38) = .530, p = .556, Ɛ = .845, η²p = .03) were found. 

A significant condition effect was found for MMN latencies (F (1, 19) = 8.56, p = .009, Ɛ = 

1.000, η²p = .31) due to an earlier MMN for non-vocal versus vocal stimuli. No effect of 

repetition (F (2, 38) = .208, p = .807, Ɛ = .973, η²p = .01) and no interaction between condition 

and repetition (F (2, 38) = .627, p = .537, Ɛ = .984, η²p = .03) were observed for MMN latencies. 

The scalp distribution of the MMN, corresponding to a large fronto-central negativity, remained 

stable between the two conditions. Topographical distributions of MMN observed after 4, 8 and 

16 repetitions are presented in Figure 5C. 
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Figure 5 : (A) Mismatch Negativity (MMN) difference waves after 4 (grey), 8 (dotted line) and 

16 (black) repetitions for non-vocal (left) and vocal (right) conditions. (B) Standard after 4, 8 

and 16 repetitions and deviant ERPs at Fz electrode for non-vocal (left) and vocal (right) 

conditions. (C) MMN scalp potential maps at 160 ms for non-vocal (top) and vocal (below) 

conditions. 

 

4. Discussion 

This study aimed to explore the possible influence of the information to be encoded (vocal 

versus non-vocal) on the establishment of auditory regularity indexed by the repetition 

positivity.  
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An increase in the number of repetitions generated a significant increase in positivity at the 

fronto-central electrodes, between 90 and 200 ms, for both vocal and non-vocal stimuli. Results 

are consistent with previous studies using pure tones, highlighting an RP between 50 and 250 

ms (Baldeweg et al., 2004, Haenschel et al., 2005; Costa-Faidella et al., 2011; Recasens et al., 

2015). It should be noted that the latencies observed are later than expected from the literature, 

a delay that might be due to the nature of the stimuli used. Indeed responses to vocal stimuli 

have later components latencies than pure tones, possibly explained by a later encoding due to 

their complexity. Both the scalp topographies; characterized by a large positivity spreading over 

fronto-central regions, and the shape of the RP curves obtained, were very similar in the two 

conditions. A permutations analysis revealed no significant differences between conditions. 

This might be explained by the very close spectral composition between the two types of stimuli 

used, since the non-vocal stimuli were based on the vocal stimuli. Alternatively, the brain 

activity associated with RS may display the same organization, regardless of the stimuli used. 

This perspective is reinforced by the fact that the RP obtained in the present work is also similar 

to the RP observed in response to pure tones (Haenschel et al., 2005; Costa-Faidella et al., 

2011). However, the only other study which attempted to explore regularity encoding by using 

a roving paradigm and comparing more complex stimuli like vocal and non-vocal sounds 

(Ylinen & Huotilainen, 2007), did not reveal any RP in response to stimuli repetition. Contrary 

to our initial assumptions, Ylinen and Huotilainen’s negative results would not be related to the 

low number of repetitions used (2-3 versus 5-6 repetitions) since we showed that 5-8 repetitions 

are sufficient to observe an effect. The contradictory results could instead, be explained by the 

use of divers vowels instead of a single vowel - as in our study. Previous studies have shown 

differences in brain responses between vowels, due to the differences in their acoustic 

compositions (Obleser et al., 2003; Shestakova et al., 2004), which could have led to 

inconsistent results.   
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The observation of a polarity reversal at mastoid electrodes, confirmed the involvement of 

temporal auditory areas in the RS phenomenon, in response to vocal and non-vocal complex 

sounds repetition. This is similar to previous observations in response to pure tones (Cooper et 

al., 2013). Although our methodological approach did not aim to accurately locate the regions 

generating the observed responses, findings are consistent with Recasens et al. (2015) who used 

MEG to identify the regions involved in RP to pure tones repetition. Their study allowed to 

target the regions involved in RS and RE separately, and highlighted the contribution of both 

temporal regions and anterior frontal insula in these two phenomena. 

A few studies have highlighted that RP results from the joint modulation of the P1, N1 and P2 

components (increase of P1 and P2 with a decrease of N1) (Baldeweg et al., 1999; Haenschel 

et al., 2005; Costa-Faidella et al., 2011). Due to the specific pattern of brain potentials elicited 

by our stimuli, results did not allow for the isolation of these three individual components, for 

the vocal and non-vocal conditions. However, the latency and morphology of the RP obtained, 

confirms the joint modulation of components in the same latency range.  

Although our results revealed similar RPs for vocal and non-vocal conditions, different 

dynamics were observed in terms of stimulus adaptation, with different profiles of variation in 

responses amplitude as repetitions increase for each condition. Statistical analysis of the P1 

component revealed an increase in amplitude with repetition, just as previous studies have 

shown modulation of the canonical ERPs in response to pure tones (Haenschel et al., 2005; 

Costa-Faidella et al., 2011) and to more complex auditory stimuli (Jacobsen & Schröger, 2001). 

Moreover, we showed that the effect of repetition no longer changes after 5-8 repetitions for 

the non-vocal condition, but remains stable only after 9-12 repetitions for the vocal condition. 

Based on these observations, the establishment of regularity appears to be faster for non-vocal 

stimuli, with only 5-8 repetitions required, than for vocal stimuli, where regularity is only fully 

established after 9 to 12 repetitions. This is consistent with our initial assumption, that 
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adaptation to vocal stimuli would be slower. Moreover it seems that the complexity of voice, 

which is acoustically richer, requires further processing steps, and subsequently leads to slower 

neural adaptation.  At the basic processing level, the spectral richness of the sounds could 

explain differences in neural adaptation. Although they have been controlled on several 

physical features, the sounds used in the present study do not contain exactly the same acoustic 

information. One mechanistic explanation for the repetition effect is stimulus-specific 

adaptation, i.e. neurons specialized in processing specific physical features (e.g. frequency) 

have higher activity when processing identical features of the stimulus and are therefore subject 

to the so-called "refractory process” (Näätänen et al., 2005).  The acoustic richness of vocal 

sounds in terms of spectral frequencies compared to non-vocal sounds with more focused 

frequency components would explain the observed difference in electrophysiological 

responses, as the complexity of the physical features to be encoded could recruit a larger number 

of neurons and ultimately lead to reduced dimension-specific neural adaptation (or given the 

observed data, to a neural adaptation that would be slower to take place). This is in line with 

previous NIRS studies on complex speech structure detection in infants, which found that 

stimulus complexity influences repetition effects (Gervain et al., 2008; Bouchon, Nazzi, & 

Gervain, 2015).  

On the other hand, the human brain is efficient in making predictions and in automatically 

detecting slight changes in voice, due to its expertise (Latinus & Belin 2011). And indeed voices 

are processed faster and more automatically compared to synthetic sounds (Whitten et al., 

2020). In the same line, studies have shown that the familiarity of a stimulus has an impact on 

automatic auditory processing (Jacobsen et al., 2005). Social cues are more familiar to us 

because they contain more relevant information than simpler stimuli such as the non-vocal 

sounds used in this study. According to this voice preference, one could have expected a faster 

or larger neural adaptation for vocal sounds than for non-vocal synthetized unfamiliar sounds. 
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Analyses of ERPs and time-frequency features to repeated vocal emotions (Pinheiro et al., 

2017) showed that both induced pre stimulus beta power and RP amplitude were increased for 

happy vocalizations, suggesting that positive vocalizations lead to strong sensory prediction. 

Moreover, as described earlier, the repetition positivity includes a predictive coding component 

(Cacciaglia, et al., 2019) and vocal sounds, which involve larger neural networks (those 

encoding for speech, language, social context) than non-vocal sounds, in turn will elicit stronger 

predictions. These may have affected the RP more strongly as suggested by Costa-Faidella et 

al. (2011) who showed larger RP in the predictable than in the unpredictable condition. Yet in 

the present study, although comparison of vocal and non-vocal repetitions showed that neural 

adaptation takes longer for vocal stimuli, RPs were similar in amplitude.  

From the predictive coding perspective, the RP and the P1 modulation we recorded to repeated 

stimuli, probably reflect the combined effects of both RS, ES and RE. The classical roving 

paradigm and the ERPs method used do not allow to spatially and temporally distinguish 

between these different phenomena. However, as RS is thought to be low-level and automatic 

(Kouider et al., 2009) and ES more sensitive to attention and stimulus familiarity (Grotheer & 

Novacs, 2014), one can assume that even if vocal stimuli represent potent predictors compared 

to non-vocal stimulation (which should increase ES), their acoustic complexity would slow 

down the RS effect, resulting in a decreased global response. Alternatively, the impact of the 

ES effect might also depend on the social relevance of the vocalization. Based on the present 

results, we were able to draw conclusions on these different hypotheses. Similar RP were 

recorded for both non-vocal and vocal sounds, but stimulus adaptation was different, with the 

latter being faster for non-vocal sounds than for vocal sounds. These observations may indicate 

that regarding neural adaptation, the acoustic simplicity of a sound takes precedence over its 

familiarity and/or social value.  
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According to the present results, a maximum of 9 to 12 repetitions is sufficient to establish 

auditory regularity, regardless of the type of sound. This is consistent with the results obtained 

by Costa-Faidella et al. (2011), who highlighted a maximum effect at 12 repetitions, with pure 

sounds. It would therefore not be necessary to use trains of stimulation with 36 repetitions, as 

done by Haenschel et al. (2005). This is confirmed by the RP response, which shows the same 

morphology found in previous studies (Costa-Faidella et al., 2011; Haenschel et al., 2005), and 

also displays a similar amplitude (about 1.5μV), suggesting that the effect no longer evolves 

between 12 and 36 repetitions. 

In addition to the RP analysis, which directly correlates with regularity encoding, we studied 

the effect of repetition on deviance detection by analyzing the MMN response to each train 

change. For that, MMN difference waveforms were measured after 4, 8 and 16 repetitions in 

each condition. Results showed an increase in MMN amplitude with repetition for both vocal 

and non-vocal complex sounds, as previously shown for tones (Baldeweg et al., 2004; Garrido 

et al., 2009). These observations support the fact that deviance detection is impacted by 

previous regularity encoding. However, one study using pure tones in a roving paradigm, did 

not reveal an increase in MMN amplitude with an increasing number of preceding standard 

repetitions (Cooper et al., 2013). This could be due to the deviant used, which was the last 

stimulus of each train, varying in duration. Few studies have focused on the impact of long-

term memory traces on short-term memory traces formation. A previous MMN study, presented 

native-vowel and non-native vowel deviants to highlight the existence of language-dependent 

memory traces (Näätänen et al., 1997). Results showed that the MMN elicited by native deviant 

sounds was larger than the MMN elicited by non-native deviant sounds. Another study using a 

roving paradigm, studied the impact of long-term memory trace related to native language 

characteristics on the short-term memory trace formed by phonemes, according to the number 

of preceding stimulus repetitions (Huotilainen et al., 2001). Three different types of non-vocal 
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stimuli were used: (1) pure tones (2) prototype-vowels: complex synthetic sounds based on the 

frequency composition of 8 vowels and (3) non-prototype vowels: complex synthetic sounds 

based on the same vowels, with their first two formants shifted upwards. Results showed that a 

reduced number of repetitions was required to produce the most prominent MMN for prototype-

vowels than for non-prototype vowels, probably due to stronger long-term memory traces for 

the former. In the present study we used non-vocal, complex, synthetic sounds based on vocal 

vowel composition, but also natural-vocal sounds, in order to study the impact of the vocal 

component. We found no statistical differences in MMN amplitudes, between the conditions. 

This could be due to inter-individual variability, or to the close composition of the two groups 

of stimuli. Regarding latencies, Huotilainen et al. (2001) showed a longer MMN latency for 

non-prototype than for prototype vowels and pure tones, but only after few repetitions. In the 

present study, an earlier MMN was obtained for the non-vocal condition than the vocal 

condition, with no effect of repetition. Again, such results could be due to the specificity of 

vocal sounds, which are more complex to encode and process. In the present study, comparing 

vocal and non-vocal regularity encoding, findings do not strengthen the link between long-term 

and short-term memory traces, as in previous studies, but support early discrimination of 

simplest sounds deviancy. This result is consistent with the earlier establishment of regularity 

in response to non-vocal than to vocal sounds, and reinforces the link between the process of 

regularity encoding and deviance detection (Baldeweg et al., 2004; Garrido et al., 2009). 

 

5. Conclusion  

The purpose of this study was to explore the possible impact of the nature of the information 

(vocal versus non-vocal) to be encoded, on the establishment of auditory regularity. Once 

established, auditory regularity leads to adaptation, a phenomenon known as repetition 

suppression.  We highlighted a Repetition Positivity (RP) between 90 and 200ms, following 



28 
 

repeated trains of vocal and non-vocal complex stimulations, confirming the results of previous 

studies using simple auditory stimuli. As predicted, repetition suppression seems to be sensitive 

to the nature/complexity of the stimuli to be encoded. Indeed, there are different underlying 

dynamics for establishing regularity for vocal and non-vocal stimulations, with more repetition 

required for responses to vocal sounds to stabilize. Adaptation to the auditory environment 

would therefore follow a different pattern, depending on the type of stimuli, with voice 

requiring additional processing due to the more complex composition of vocal stimuli. In terms 

of social communication, this adaptation is essential to quickly detect vocal variations and 

ultimately, to identify the emotional state of others. This high predictive role of vocal emotion 

is suggested by the study of Pinheiro et al. (2017) which highlighted the impact of positive 

emotions on neural adaptation. Moreover, one can assume that this adaptation to sensory 

environment may increase throughout development to become optimal. Deficits in such 

adaptation may lead to difficulties in everyday life, particularly in detecting relevant 

environmental changes or in developing adjusted social interactions. Carrying out similar 

studies in neuro-typical children may help to establish the optimal developmental pathway of 

repetition suppression, and related neural adaptation. In neurodevelopmental disorders such as 

Autism Spectrum Disorders, where adaptation deficits have been recently reported at the 

subcortical level (Font-Alaminos et al., 2020), repetition suppression studies would allow us to 

determine whether difficulties in social interaction and adaptation to change, result from deficits 

in establishing a regular context. 
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