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A B S T R A C T

The perception of size in virtual objects in Augmented Reality (AR) and Virtual Reality (VR) is a not trivial
issue, as the effectiveness of manipulating and interacting with virtual content depends on the accuracy of
size perception. However, there are missing straightforward comparisons between VR and AR in terms of
size perception for the deep understanding of size perceptual differences. Understanding these perceptual
differences can inform designers on how to adapt content when transitioning between these two spatial
computing platforms. In this paper, we conducted two psychophysical experiments to measure the perceptual
thresholds of size discrimination for virtual objects. Our results indicated that users are more sensitive to size
changes in VR than in video see-through AR, suggesting that size differences are easier to be perceived in VR
than in AR. Additionally, for increase or decrease of sizes, the accuracy of judgments showed an asymmetric
trend in video see-through AR.
1. Introduction

Recently, Augmented Reality (AR) and Virtual Reality (VR) have
gained increasing attention in various fields [1]. AR and VR, as well
as their social [2], educational [3,4], and entertainment-related [5,6]
applications, have attracted a large amount of research interest. For
these applications, understanding and quantifying human perception
is essential, as it enables us to design more effective interaction and
visualization techniques. Visual perception has received considerable
attention in psychology and cognitive science for a long time [7]. In our
visual experience of AR and VR, accurately sized visual content can ef-
fectively and correctly convey information to users [8] and even evoke
connections between multiple senses [9]. This paper examines how
changes in the actual size of visual content affect people’s perception
and responses.

While many works have focused on the relationship between size
and spatial properties (i.e., depth) in AR and VR [10], only a few studies
have addressed size perception and its perceptual thresholds. Stefanucci
et al. [11] used affordance judgments to compare the accuracy of
size perception between real objects and screen-based displays. They
concluded that the apparent size of virtual objects on the screen was
underestimated. Additionally, Thomas [12] conducted several studies
on the size perception of virtual cylinders in a VR system and calculated
the precise thresholds of size perception. His results revealed that the
just-noticeable difference (JND) of virtual objects is a very tiny value
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close to the reference object. Although these studies have investigated
the size perception of virtual objects, no current research compares
size perception between AR and VR. Our study aims to fill this gap
by investigating AR vs. VR through a video see-through head-mounted
display. Understanding this difference can help stakeholders (e.g., 3D
modelers) create better AR and VR content or adapt AR content to VR
and vice versa. For example, when a 3D modeler wants to indicate a
different status of a switch (e.g., on/off) through a size change in AR,
the same 3D model should only be used in AR and VR if they induce
the same perceptual sensitivity of size discrimination.

Inspired by previous studies that have shown variations in percep-
tual sensitivities for visual perception [13] or haptic perception [14]
in VR/AR environments, highlighting the distinctions between virtual
and real environments, we formulate the following research question:

• Does human visual perceptual sensitivity for size differ between
AR and VR environments?

To address this research question, we conducted two experiments
based on the psychophysical method [15] to evaluate the detection
thresholds for size discrimination in AR vs. VR. Specifically, we adopted
the two-alternative force choice (2AFC) method, allowing users to
compare different increased volumes (from 850 to 1150 cm3) of virtual
cubes with the size of 10 × 10 × 10 cm3 as the reference. Using the
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collected data, we derived psychometric functions for both AR and VR,
enabling us to determine perceptual thresholds.

In this study, we found that the detection thresholds for size
change are 952.5–1081.6cm3 in AR and 949.8–1062.2 cm3 in VR, under
the same experimental conditions and reference (10 × 10 × 10 cm3

cube). The point of subject equality (PSE) values for AR and VR are
1022.6 (2.3%) cm3 and 1010.9 (1.1%) cm3, respectively, and the just-
noticeable difference (JND) values are 17.05 and 6 for AR and VR,
respectively.

Our experimental results have revealed that participants are more
sensitive to size discrimination in the VR environment. In other words,
objects are perceived as larger in VR compared to AR, with a cube that
is larger than the reference by 1020 (2%) cm3 being perceived as larger
than the reference in VR, but in AR, it is perceived as no different from
the reference and as small as the reference. Moreover, for size increase
or decrease, the accuracy of judgments showed an asymmetric trend in
AR.

2. Related work

AR can directly link physical reality and virtual information about
the real world [16]. Correspondingly, VR can create an imaginative
virtual world by using an approach for creating concept shape de-
signs [17]. Furthermore, measuring perception levels will become an
essential indicator of how mixed reality integrates into real-world life.
Based on our research goal, we discuss our related work in the fol-
lowing three parts: size perception for virtual content, psychophysical
experiments of visual contents in AR/VR, and AR versus VR compari-
son.

2.1. Size perception for virtual content

Size perception is basic in human interaction, and many studies
have explored its effects. Considering size effects is important when
examining the effectiveness of visualization or physicalization variables
in real environments [18–22]. Size discrimination is based on three
factors: size constancy, perspective, and visual view on the retina [23–
25]. Size constancy [23] refers to objects of a known size appearing
the same regardless of their position from the viewer. To minimize size
constancy impact, we did not inform users of object size beforehand or
provide a constant reference frame around stimuli. Perspective [24],
such as converging lines, can create an illusion of size changes. Visual
view subtended by objects on the retina [25] also influences perceived
size. An object that subtends a larger visual view on the retina is
perceived as larger. Understanding those factors that influence size
perception in general can help better comprehend their impact in
AR/VR displays.

Several studies have investigated size perception in AR and VR
displays, including Ahn et al. [26], who verified the correct size per-
ception of augmented objects among three types of augmented reality
devices (hand-held mobile device, video see-through HMD, and optical
see-through HMD). Their results showed that users had an estimating
bias in size perception between different AR displays. One interesting
conclusion was that augmented objects from video see-through HMDs
performed most near 1–1 scale matching to the actual reference ob-
ject. Additionally, Thomas [12] conducted a series of psychophysical
experiments to measure the perceptual size of virtual cylinders in
VR. He found that there existed a difference between stimuli and
references, but the differences were tiny. Zhou et al. [27] investigated
the duality of size perception using a spherical fish tank VR display. The
experimental results showed that depth cues (3D) and non-stereo cues
(2D) could affect size perception and even lead to under/overestimating
virtual objects. Kim et al. [28] explored the influence of interpupillary
distance and eye height on the size perception of a virtual white cube
in VR. Their results showed that eye height could not evoke different

size perceptions, but virtual eye separation could.
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In summary, the studies mentioned above demonstrate the feasibil-
ity of conducting experiments on size perception in various AR and
VR displays. However, our study builds upon these previous studies
by conducting experiments about size perception in AR/VR using a
psychophysical approach.

2.2. Psychophysical experiments of visual contents in AR/VR

Psychophysical methods like the method of limits, the method of
constant stimuli, and the method of adjustment are commonly used to
evaluate visual content [29]. Since the human eye is sensitive to size
changes, the method of constant stimuli is preferred in psychophysical
experiments involving visual stimuli [15,30]. This method randomly
presents multiple stimuli to the observer for judgment and is highly
regarded in visual psychophysics [31]. Rolland et al. [31] found that
this method reduces bias compared to other methods, but with higher
variability. They used it to render virtual objects in a binocular HMD
with a depth-aware accuracy of 2 mm and precision of 8 mm. Overall,
we chose the method of constant stimuli as the most appropriate choice
for our research goals.

Our study employed psychophysical methods to investigate levels of
perception, focusing on two computed metrics: the Point of Subjective
Equality (PSE) and the Just Noticeable Difference (JND). Previous
research has shown that JNDs for size perception in VR are less than
1.5 mm in height and less than 2.3 mm in width when referencing
objects below 90 mm [12], indicating that size discrimination in AR
and VR should be measured on a small scale. In summary, the above
literature suggests that it is feasible to use psychophysical methods
to investigate size discrimination in AR and VR, with a focus on the
apparent size of objects.

2.3. Augmented reality & virtual reality comparison

Augmented reality (AR) and virtual reality (VR) are popular plat-
forms for virtual content, but they differ in human perception. For
instance, Gaffary et al. [14] compared haptic perception of stiffness
using virtual pistons and found that AR felt softer than VR with
similar setups. Ping et al. [32] compared depth perception between
AR and VR using virtual balls and found higher depth estimation
accuracy in AR than in VR, with increasing errors over longer distances.
Jones et al. [13] measured egocentric depth perception in VR and AR
environments and found that VR compressed virtual space, leading
to underestimated depth perception. While visual scenes in AR and
VR can influence human perception in various ways, including haptic
and depth perception, there is currently no research that specifically
explores differences in size discrimination between AR and VR.

3. User perception experiment: Size discrimination in augmented
reality and virtual reality

3.1. Hypotheses

Previous research on visual perception has indicated that distance/
depth underestimation is more prevalent in virtual reality (VR) com-
pared to augmented reality (AR) environments [13]. However, it re-
mains unclear whether such differences can influence size perception
performance. Similarly, Gaffary et al. [14] compared haptic perception
of stiffness in VR and AR and observed significant differences between
the two conditions. Based on these findings, we hypothesize that hu-
mans may exhibit distinct performance in size perception between VR
and AR conditions. Therefore, we propose the following hypotheses:

H1. The threshold of size perception in VR is bigger than that
in AR.

Jones et al.’s study [13] demonstrated that users in VR perceive
virtual space as compressed compared to the real world, leading to
consistent underestimations of egocentric depth. Their results suggest
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Fig. 1. The results of the pilot study. The 𝑋-axis represents the correct rate of users’
responses in each condition. The dark blue bars indicate that the users made the correct
answers under these stimuli, which means that they chose the larger cube in the pair.
The light blue bars indicate that the users made the wrong choice and perceived the
larger cube as the smaller one. The 𝑌 -axis represents the volume of virtual cubes.

that the VR background contributes to the observed underestimation
effect in VR. Consequently, users in VR environments might perceive
virtual objects as closer and, therefore, larger than their actual size.
Based on these findings, we hypothesize that a similar underestimation
effect may occur in our research, where the perceptual threshold for
size perception in VR is larger than that in AR.

H2. The accuracy of judgments is symmetric for increases and
decreases of sizes, both in AR and VR.

As we take 1000 cm3 as the center and chose the symmetrical values
on the increase and decrease sides, with the same step size on both
sides, we expect that the judgments on both sides would be symmetric
under both the AR and VR scenes.

3.2. Purpose

This experiment aims to compare size discrimination between aug-
mented reality (AR) and virtual reality (VR). We examined perceptual
levels of virtual cubes and their perceived size. Participants selected
the larger cube in AR and VR scenarios in a counterbalanced order. We
evaluated performance by calculating each user’s answers.

3.3. Pilot study: Interval determination

We conducted a pilot study to determine the optimal interval for our
size discrimination experiments. To avoid recognition memory issues
and reduce time consumption in psychophysical experiments [33], we
limited the interval within a reasonable range. While we aimed to cover
a perceived range of size changes, we narrowed it down as much as
possible.

We invited eight participants (five females and three males, aged
21 to 28, mean = 25.13, SD = 3.04) for our pilot study, assigning four
to AR and four to VR experiments. Using the constant stimuli method,
we set the upper and lower boundaries of the stimuli cube 30% larger
and smaller than the reference cube, respectively. We created 12 cubes
with volumes ranging from 700 to 1300 cm3 and a 5% change step.
Each participant discriminated 72 pairs of cubes by choosing the larger
one. Pilot study results are shown in Fig. 1, with dark blue indicating
correct answers. We defined a ‘‘correct answer’’ as correctly selecting
the larger volume cube from two stimuli.
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Results showed that users easily detected changes within ±10% to
±30%, with one participant stating, ‘‘I can almost tell these two objects
had different sizes. The first one was bigger, obviously’’. Even at 1250
cm3, there was a 4% probability of making wrong choices, which we
consider acceptable. People had a 92% probability of choosing the
larger cube for changes of +10%, and 90% for changes of −10%.
Changes of ±5% had a 79% probability of choosing the larger cube
in AR and VR. Based on these results, we selected the stimuli range of
850 cm3 to 1150 cm3 for size discrimination in our experiments.

3.4. User perception experiment: Size discrimination

3.4.1. Participants
22 participants took part in the experiment. Their ages ranged from

19 to 28 (Mean = 23.82, SD = 2.27). All participants were right-handed
and had normal or corrected-to-normal vision. We defined the level of
experience with AR or VR as follows: 0 - never, 1 - seldom (less than
once a month), 2 - often (more than once a month), and 3 - expert
(developer or related engineering). Regarding AR or VR experience,
seven participants had no experience, 14 had used either device once
or twice, and one participant had extensive knowledge of AR or VR.
The average level of user experience was 0.77 (SD: 0.69). Participants
received rewards for their efforts.

3.4.2. Apparatus and scenes
We used an HTC Vive Pro 2 device for AR and VR content creation.

The HTC Vive Pro 2 HMD is a PC-powered display that renders com-
puter graphics on a part of the field of view. It needs external base
stations for complete tracking. We relied on Vive controllers and base
stations for stable head and hand-tracking in our hardware tracking
system.

Before using the HTC Vive Pro for our experiments, we conducted
tests for technical details. Sauer et al. [34] successfully used the HTC
Vive Pro to detect a checkerboard pattern, while Gil et al. [35] tested
the device for high-color constancy performance. However, their tests
did not include virtual objects, which were the focus of our experiment.
Therefore, we conducted a specific test for virtual objects using pictures
of a checkerboard pattern with squares in both AR and VR for calibra-
tion. Our HTC Vive Pro successfully detected the checkerboard patterns
in both scenes, with straight and parallel lines. We also tested for image
artifacts and the device passed the color fidelity test.

We utilized the built-in cameras of the HTC Vive Pro 2 for our AR
system. By activating the dual camera above the HMD, we achieved
our AR goal. The HTC Vive Pro 2 is a video-see-through HMD that
minimizes lost visibility of virtual content in bright environments and
maximizes the immersive experience. We used the HTC Vive Pro 2 for
our VR system to ensure consistency and avoid external factors. The
experimental setups were the same for AR and VR. Our system fulfilled
the requirements for size discrimination between AR and VR.

In the AR scene, users explored virtual objects on a table while
sitting in a clear corner to avoid referencing the surrounding envi-
ronment for size perception. We replicated this arrangement in the
VR scene by simulating the same colored walls and table as the real-
world background. Consistency was maintained between the AR and
VR scenes, as shown in Fig. 2.

Scenes were created in Unity (2018.4.30f) and run on a desktop
with an AMD Ryzen9 3950X 16-core 3.49 GHz processor, an NVIDIA
GTX 2080 graphics card, and Windows 10 Pro. The HTC Vive Pro 2
HMD displayed a resolution of 2448 × 2448 pixels and a field of view
up to 120 degrees horizontally. The dual camera default setting in
Stereo Pass-through mode with 720P captured the surroundings. The
field of view (FOV) was checked to ensure that the size was the same
in Augmented Reality (AR) and Virtual Reality (VR).

Participants used a Vive Controller as a grasping proxy, a hardware-
based 6-DoF inside-out gamepad. The virtual cube was only a single

front-side facing the participant when the controller faced them at eye



L. Wang, S. Cai and C. Sandor Computers & Graphics 117 (2023) 105–113

S

l
n
c
d
c
t
r
p
A
f
c
u
t
o
i

3

o
1
a

f
t

o
r

3

A
V
i

b
b
i
t
s

v
f
c
c
d
t
m
o

w
w
i
a
t
w
f
c
l
A
f
t
s
p

f
(
p
o
f
a
w
1
i
d
i
n

t
P
t
p

4

4

s
t
t
s

Fig. 2. AR and VR scenes in our experiments. Image (a) on the left shows a virtual
cube above a hand controller in the AR scene. Image (b) on the right shows a virtual
cube above a hand controller in the VR scene.

Fig. 3. A participant is holding a Vive hand controller to observe an increased cube.
he is wearing the HTC Vive Pro 2 HMD to explore the AR scene.

evel. Users’ actions in both scenes matched what they saw without
oticeable delay, and the virtual cube moved with the rotation of the
ontroller accordingly. Users can view all sides of the virtual cube if
esired. The height between the center of the virtual cubes and the
ontroller remained stable, preventing users from judging size changes
hrough displacement, regardless of stimuli changes. We did not closely
egulate the movement of the participants towards the object, as our
rimary focus was on the metric dimensions of the object. In interactive
R or VR systems where users can adjust their viewpoint, they can

reely manipulate the virtual content by looking from all sides and
hanging their position relative to the object. However, we did ask
sers to control the distance between the grasping proxy and their
orso, ensuring it was not over their lower arm. The average length
f lower arm for participants is 40 cm. Further information is provided
n Fig. 3.

.4.3. Stimuli and collection data
Two virtual cubes, consistent in texture, color, and shape, appeared

ne by one in the user’s view. The reference stimulus had a volume of
0 × 10 × 10 cm3. The primary visual conditions in this experiment
re:

• S (stimuli) refers to the volume of the stimuli cubes. Ten values
were chosen after the pilot study, corresponding to the sizes: 850,
880, 910, 940, 970, 1030, 1060, 1090, 1120, and 1150 cm3.

• R (repeat times) refers to the number of times each stimulus
was repeated, following the approach used in the classic work by
Steincike et al. [15] and repeated each stimulus six times in our
experiments.

Thus, each participant experienced 10 stimuli (S) × 6 repeat times
or each stimulus (R) = 60 trials in one condition (AR or VR). Then,
hey repeated the same stimuli in the other scene. Therefore, at the end
108
f the experiment, we collected 60 trials × 2 conditions = 120 pairs of
esponses from each participant.

.4.4. Procedure
We conducted a within-subject user study with a counterbalanced

R and VR order. The procedure was kept consistent for both AR and
R conditions. To simplify, we only emphasize the experiment process

n this section and omit descriptions of AR/VR.
During the experiment, each participant experienced a paperwork-

lock and an experiment-block. Paperwork-block introduced some
ackground information about the experiment and collected some basic
nformation about the participants. The experiment-block included a
raining session to familiarize participants with the task and a testing
ession to collect their responses.

Participants began with the paperwork-block which included pro-
iding information about the experiment and obtaining signed consent
orms. Demographic information was also collected, followed by the
ompletion of the Pre-SSQ questionnaire to assess physical and vision
onditions. Participants who reported moderate or severe eye strain,
ifficulty focusing, blurred vision, or dizziness were advised to end
he experiment. Once the paperwork-block was complete, participants
oved on to the experiment-block, where they were assisted in putting

n the HMD.
Participants interacted with the virtual scene using the controller

hile wearing the HMD. To calibrate consistently for each participant,
e fixed the distance between the human eyes and the HMD screen

n all experiments to minimize the effect of irrelevant variables. We
sked them to adjust the IPD button according to HTC Vive guidance for
he clearest vision during our experiments. To prevent HMD sickness,
e suggested rotating the controller instead of their heads during

ree exploration. The training session included ten pairs of virtual
ubes, with the first four pairs demonstrating possible changes and the
ast six pairs helping participants become familiar with the process.
dditional pairs were provided if requested by participants. Answers

rom the training session were not recorded. The procedure for the
esting session was the same as the training session. Since the training
ession and testing session share the same process, we explained the
rocedure together in the following.

During the training session, there were 60 trials, each divided into
our parts: first stimulus, relax, second stimulus, and end-trial rest
Fig. 4). One of the first or second stimuli was the reference, randomly
ositioned as 1st or 2nd. Participants were asked to memorize the size
f the virtual cube in the first stimulus part, with no time limit. After
eeling confident in their memory, the view turned all-black for 1 s as
visual buffer before the second stimulus was presented. A relax part
as necessary to reduce bias in the results and prevent sickness, with
s as a balanced duration. Participants were then asked, ‘‘Which one

s bigger?’’ with no time limit to answer, but most of them answered
irectly. The end-trial rest followed with 1 s of black. Participants were
nformed that answers such as ‘‘I do not know’’/‘‘I can not answer’’ were
ot allowed.

After completing the four parts, one trial ended, and the next
rial began. Once all trials were completed, participants filled out a
ost-SSQ questionnaire to record any discomfort experienced during
he experiment. The entire procedure took approximately 1 h per
articipant.

. Results and analysis

.1. Psychometric curves results

In our experiments, participants were asked to indicate if the pre-
ented stimuli (i.e., 850, 880, 910, etc.) were perceived to be larger
han the reference stimuli (i.e., 1000), and we counted the number of
imes participants chose ‘‘stimulus’’. The probabilities under different
timuli are shown in Fig. 5, and we fitted this data into psychometric
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Fig. 4. (a): participant held a controller. (b): experiment procedure in the participant view.
Fig. 5. Psychometric functions of size discrimination in AR and VR. (a) shows the range of 850 to 1150 cm3 in AR. (b) shows the range of 850 to 1150 cm3 in VR. 𝑋-axis
epresents the different volumes of virtual cubes. 𝑌 -axis shows the probability that users chose ‘‘stimulus’’.
unctions using the quickpsy [36] toolkit. Fig. 5 (a and b) shows the
sychometric curves of AR and VR for all stimuli, and the meanings
f the x-axis and 𝑦-axis are shown in the appendix. Additionally, we
ncluded the Interval of Uncertainty (IU) part, which is the 25%–75%
ange of response probabilities (shown in purple in Fig. 5), similar to
teinicke et al. [15]. Participants could not reliably detect size changes
etween two stimuli in this range. Using the sigmoidal function, we
alculated the upper and lower boundaries of the IU, where 75%
orresponds to the upper boundary of stimuli and 25% corresponds to
he lower boundary. We also calculated the point of subjective equality
PSE) values, which represent the stimulus where participants have a
0% probability of choosing one choice from the reference and stimuli
ven if they are not the same. As shown in Fig. 5, the PSE value of size
iscrimination is 1022.6 (2.3%) cm3 for AR and 1010.9 (1.1%) cm3 for
R when the reference stimulus is 10 cm × 10 cm × 10 cm.

In addition to PSE values, we also report the just-noticeable differ-
nce (JND) value for our perceptual thresholds. JND is the smallest or
east perceptible difference that can be perceived at least half the time1.

e followed the method outlined in the book [37] to calculate the JND
alue. In this book, JND is defined as half of the ’interval of uncertainty’
purple part in Fig. 5). Therefore, the JND value is calculated using the
ollowing equation:

𝑁𝐷 =
𝑃𝑢𝑝𝑝𝑒𝑟 + 𝑃𝑙𝑜𝑤𝑒𝑟

2
− 𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 (1)

1 https://en.wikipedia.org/wiki/Just-noticeable_difference
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Table 1
The results of Interval of Uncertainty (25%–75%) and JND & PSE values.

Environments Interval of Uncertainty (IU) JND

25% 50% (PSE) 75%

AR 952.5 1022.6 1081.6 17.05
VR 949.8 1010.9 1062.2 6.00

Here, 𝑃𝑢𝑝𝑝𝑒𝑟 and 𝑃𝑙𝑜𝑤𝑒𝑟 represent the 75% and 25%, respectively.
JND reflects precision, while PSE is a measure of bias [38]. Based on
our experimental results, the JND values for AR and VR are 𝐽𝑁𝐷𝐴𝑅 =
17.05 and 𝐽𝑁𝐷𝑉 𝑅 = 6, respectively.

All the related values are summarized together in Table 1.

4.2. ANOVA analysis

We first calculated PSE values for each participant in VR and AR
conditions and performed one-way repeated measure ANOVA for two
groups of PSE values. The results showed that there was a significant
difference between the two conditions in terms of PSE values for our
participant group (𝐹 (1, 21) = 15.02, 𝑝 = 0.001, 𝜂2𝑝 = 0.417). In particular,
the participants’ PSE values in the AR environment were significantly
larger than those in the VR environment. Fig. 6 represents PSE for each
participant in AR and VR.

In addition, we also analyzed the answers for all stimuli and com-
puted the data groups that fit the psychophysical curve. We then

https://en.wikipedia.org/wiki/Just-noticeable_difference
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Fig. 6. The psychometric function curves of size discrimination for each participant in
AR and VR are depicted below. Figure (a) illustrates the curves in AR, and Figure (b)
displays the curves in VR. The 𝑥-axis represents the different volumes of cubes, while
the 𝑦-axis represents the probability that the user chose the ‘‘stimulus’’.

Table 2
The details of pairwise comparison among all groups of stimuli in AR and VR. The ‘‘>’’
epresents the significant difference with p < 0.05, and the ‘‘∼’’ represents no-significant
ifference.
Conditions Stimuli & pairwise comparisons

AR 850 ∼ 880 > 910 > 940> 970 ∼ 1030 > 1060 > 1090 >1120 ∼ 1150
VR 850 > 880 ∼ 910 ∼ 940 > 970 ∼ 1030 > 1060 > 1090 > 1120 ∼1150

performed a two-way repeated measures ANOVA for these data groups,
considering the environments (i.e., AR vs VR) and presented stimuli
(i.e., 850, 900, 950, etc.) as the independent factors. The results showed
that the experimental environments had a statistically significant effect
on the percentage of answers (𝐹 (1, 21) = 6.216, 𝑝 = 0.021, 𝜂2𝑝 = 0.228).
n particular, post-hoc tests showed that the users’ responses under the
timuli 1030 (𝑝 = 0.046), 1060 (𝑝 = 0.026), 1090 (𝑝 = 0.016), and 1150

(𝑝 = 0.008) in VR had a significant difference compared to AR (see
Table 2).

Furthermore, we observed a significant effect for presented stim-
uli compared to the reference stimuli on the participants’ answers
(𝐹 (9, 189) = 197.586, 𝑝 < 0.0001, 𝜂2𝑝 = 0.904). As expected, as the size
f the virtual cube increased, the number of trials where the presented
timuli were considered larger than the reference stimuli also increased
see Fig. 5). Specifically, pairwise comparison results showed that there
as no significant difference among the following groups: 850 vs. 880,
70 vs. 1030, and 1120 vs. 1150 in AR, and 880 vs. 910, 910 vs. 940,
70 vs. 1030, and 1120 vs. 1150 in VR. However, all other pairwise
omparisons showed significant effects (see Table 2). We can see that
or both AR and VR scenes, the size changes in 970 vs. 1030 and
120 vs. 1150 did not show significant differences. This means that
udgments near the PSE and those that increase in ease of detection
how similarity.

.3. Correct rates

To explore the effect of the direction of size changes (i.e., increase
r decrease compared to the reference stimuli), we also calculated
he correct rates of each stimulus in AR and VR conditions. Here,
orrect answer means that they chose the bigger one. Fig. 7 shows
he heatmap of users’ responses indicating the correct rates for AR
nd VR, respectively. We ran a two-way repeated measures ANOVA on
he correct rates for AR and VR environments separately, considering
he direction of size change and presented stimuli as the independent
actors. The results showed that there was a significant effect for the
irection of size change on the percentage of users’ answers for AR
𝐹 (1, 21) = 13.599, 𝑝 = 0.01, 𝜂2𝑝 = 0.393). Post-hoc pairwise comparison
howed that the correct rate of decreasing the presented stimuli of size

hange (M = 0.792; SD = 0.018) was higher than that of increasing
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Fig. 7. Heat map shows the responses in size discrimination between AR and VR. The
𝑥-axis represents the volume of virtual cubes, while the 𝑦-axis shows the user ID. The
color represents the distribution of the correct rate. We defined that when users choose
a correct bigger volume, it is given greater weight. The orange color indicates that the
user made all correct answers at that volume, while the blue color indicates that the
user made all wrong answers.

Fig. 8. The correct rates of increasing and decreasing stimuli in AR and VR conditions.

the presented stimuli of size change (M = 0.729; SD = 0.014) in AR.
However, we did not find any significant difference in the users’ correct
rates in VR in terms of the direction of size change (𝐹 (1, 21) = 0.067,
𝑝 = 0.799, 𝜂2𝑝 = 0.003), as shown in Fig. 8. In other words, in AR, people
ind it easier to distinguish the decrease rather than increase.

.4. Questionnaire results

We assessed simulator sickness using the Simulator Sickness Ques-
ionnaire (SSQ) score and collected data in this section. Participants
ere asked to fill out the SSQ form at the beginning and end of
ach condition, defined as the pre-SSQ and post-SSQ, respectively. We
alculated the Nausea (N), Oculomotor (O), and Disorientation (D)
actors for all 16 symptoms using the weighted values from Kennedy
t al.’s work [39], as shown in Table 4. Oculomotor symptoms con-
ributed the most to simulator sickness, followed by disorientation. We
lso conducted t-tests to compare each symptom and found that only
‘General discomfort’’ in VR showed a significant difference between
re and post (p = 0.04).

We used a 4-point scale, as described by Vovk et al. [40], to evaluate
he 16 symptoms. The scale is shown in Table 3, with eyestrain being
he most commonly reported symptom. In AR, we excluded participants
ho reported slight eyestrain in the pre-experiment questionnaire, and

ound that 3 cases reported an increase in eyestrain symptoms. In
R-post, eyestrain was reported in 9 cases as slight and in 1 case
s moderate. No severe symptoms were reported in either AR or VR.
atigue was the second most commonly reported symptom, with 3
articipants reporting increased fatigue in both AR and VR. In AR-post,
atigue was reported in 5 cases as slight and in 1 case as moderate. In
R-post, slight fatigue was reported in 5 cases. No severe symptoms of

atigue were reported.
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Table 3
Means, standard deviations, percentage of participants with symptoms for all SSQ indicators.

AR-pre AR-post VR-pre VR-post

Mean SD >0% Mean SD >0% Mean SD >0% Mean SD >0%

General discomfort 0.09 0.29 9.09 0.05 0.21 4.55 0.05 0.21 4.55 0.27 0.46 27.27
Fatigue 0.27 0.46 27.27 0.32 0.57 27.27 0.18 0.39 18.18 0.27 0.46 27.27
Headache 0.09 0.29 9.09 0.09 0.29 9.09 0.09 0.29 9.09 0.18 0.50 13.64
Eyestrain 0.45 0.51 45.45 0.5 0.60 45.45 0.45 0.60 40.91 0.5 0.67 40.91
Difficulty focusing 0.045 0.21 4.55 0.14 0.35 13.64 0.05 0.21 4.55 0.09 0.29 9.09
Sweating 0.23 0.53 22.73 0.09 0.29 9.09 0.09 0.29 9.09 0.05 0.21 4.55
Nausea 0.05 0.21 4.55 0.09 0.29 9.09 0.05 0.22 4.76 0.09 0.29 9.09
Difficulty concentrating 0.09 0.29 9.09 0.14 0.35 13.64 0.09 0.29 9.09 0.09 0.29 9.09
Blurred vision 0.09 0.29 9.09 0.23 0.53 18.18 0.14 0.35 13.64 0.18 0.50 13.64
Dizziness (eyes open) 0.09 0.29 9.09 0.14 0.35 13.64 0.05 0.21 4.55 0.09 0.29 9.09
Dizziness (eyes closed) 0.05 0.21 4.55 0.05 0.21 4.55 0.05 0.21 4.55 0.09 0.29 9.09
Vertigo 0.05 0.21 4.55 0.09 0.29 9.09 0.05 0.21 4.55 0.05 0.21 4.55
Table 4
Mean computation of SSQ score.

Nausea(N) Oculomotor(O) Disorientation(D)

AR-pre 4.34 8.61 5.06
AR-post 3.9 11.03 10.12
VR-pre 3.04 7.92 5.06
VR-post 4.77 12.06 8.23

5. Discussion

Our user-perception experiment found that participants had differ-
ent size perception thresholds for the virtual cube in the 10 × 10 × 10
cm3 discrimination between VR and AR. The PSE values for size dis-
crimination were 1010.9 (1.1%) cm3 in the VR condition and 1022.6
(2.3%) cm3 in the AR condition, indicating an average perceptual
offset of 1.16%. Due to the smaller PSE values, the virtual object was
significantly more often perceived as larger in the VR condition than in
the AR condition. Participants were more likely to report the perceived
size of the virtual object as larger than that of the reference object, with
a probability of over 50% in the VR condition when presented with
two virtual cubes of equal size in AR and VR environments. Overall,
Our results suggest a psychological effect where the size differences
of virtual cubes in the VR environment are easier to perceive than
in the AR environment under our experimental settings. This finding
refutes our Hypothesis 1. The JND values for size discrimination in our
experiment were approximately 17.05 cm3 (1.7%) for AR and 6 cm3

(0.6%) for VR. These values are smaller than those reported in previous
work on size perception in VR [12]. However, since we not only
changed the heights but also fully altered the size of the virtual cubes,
it is not surprising that the detection thresholds were different. Our
results demonstrate that humans are highly sensitive to size changes,
and even tiny changes can be noticed explicitly. These findings provide
design guidance for AR/VR modeling, suggesting that the noticeable
size change of virtual objects in VR/AR should be larger than 1081.6
cm3 in AR and 1062.2 cm3 in VR, respectively, where participants
yielded a 75% probability of virtual size discrimination performance.

Furthermore, given the different visual perceptual thresholds of size
discrimination in VR and AR, designers cannot simply duplicate 3D
models from one condition to another for reuse. Specifically, for virtual
objects with sizes ranging from 949.8 cm3 to 1081.6 cm3, designers
should increase the size change by over 1.7% compared to the reference
virtual object to enable users to perceive a significant size change in
both VR and AR conditions. This finding has important implications for
designing virtual objects with different sizes, such as virtual buttons
or architectural models, where ensuring a consistent and accurate
perception of size is crucial for user experience. Therefore, designers
should consider the perceptual differences between VR and AR when
creating 3D models and ensure that they are appropriately adjusted for
each condition to achieve optimal user experience.
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Finally, our experimental analysis revealed a significant difference
in participants’ responses to the correct rates in AR based on the
direction of size change (i.e., increasing or decreasing size), with a
higher correct rate for size decreasing than for size increasing. This
finding refutes our Hypothesis 2. Hoba et al. [41] found that the brain
has a preference for large objects, and larger objects activate early
visual and ventral visual areas, as measured by scanning parameters
using a 3 T TRIO MRI system. However, it is still unclear whether exists
different areas of the brain are activated when comparing AR and VR
through fMRI. Understanding this mechanism could help people from a
basic level, and it has important implications for the design of AR/VR
applications that involve size manipulation, such as virtual product
customization or architectural design.

6. Limitations and future work

In terms of visual perception, Jones et al.’s study on depth per-
ception in VR and AR [13] reveals that depth perception in VR is
underestimated due to the compressed virtual space. However, our
study yielded contrasting results. We found that the perceptual thresh-
old in VR was smaller than that in AR (1010.0 vs. 1022.6), suggesting
that the detection of size changes in virtual cubes was easier in VR
compared to AR in our experimental setup. This may be due to the
fact that depth perception is largely dependent on backgrounds [42],
while size perception is influenced by the consistency of objects and
backgrounds [43]. In our experimental settings, the resolution of the
background in VR was significantly better than that in AR (1440p vs.
480p). However, it is worth noting that the resolution of virtual objects
in both VR and AR scenes was consistent at 1440p. This discrepancy in
background resolution may have made it easier to detect size changes
in virtual objects. We acknowledge that this discrepancy in background
resolution is a limitation of our study. As discussed in Section 3.4.2,
although we ensured consistent rendering quality for virtual cubes in
both AR and VR modes, there remains a difference in background
resolution.

The reason for the relatively lower resolution of the background in
AR is that we chose to use the same HMD for both AR and VR condi-
tions. Such an approach has the drawback of poor display of the real
environment with the pass-through mode, even if virtual contents are in
the same resolution. Whether this difference in resolution between the
physical surroundings and virtual content can affect our results remains
uncertain. We asked the users whether an unclear background would
affect their judgment of virtual objects during the AR condition. They
responded that they were more focused on the virtual objects rather
than the background. Therefore, we believe that the low-resolution
influence does not have a big impact on our experiments, but its
impact is still worth investigating. Furthermore, even if we fix the
distance between the external cameras and the human eyes, there is
still an offset between them as a camera that has extrinsic and intrinsic
properties. This geometrical distortion of the perceived space problem
is present in all video-see-through AR-HMDs and may impact distance
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and size perception. Another limitation is that the movement of objects
can lead to changes in visual angles. The implications of these visual
angle changes on size perception remain an open question.

Additionally, we acknowledge that existing devices, such as the
Varjo XR-3 headset, Zed mini camera with HTC Vive, and Apple Vision
Pro, can also switch between AR and VR modes. As our study was
conducted with only one device, we cannot determine whether the
perceptual statements we are making carry over to other devices and
whether there would be changes to the magnitude of the values. We
also observed that some participants reported experiencing eyestrain
and fatigue during the experiment. These symptoms are consistent
with the findings of [40]. Our experiment aimed to detect the vi-
sual perceptual threshold by discriminating small differences between
provided stimuli and reference. This can be a mentally exhausting
task, especially when the provided stimulus falls within the interval
of uncertainty (IU). Additionally, we repeated each stimulus six times,
following the methodology of Steinicke et al. [15], to ensure the
credibility of our data. However, this repetition may have added mental
demands and frustrations for participants during the experiment and
could have led to over-skilling. Therefore, we aim to identify more
efficient psychophysical methods to detect the threshold for human
perception while minimizing these negative effects. Future work should
explore and compare different psychophysical methods to determine
which ones are most valuable.

Finally, we plan to extend our study to make it more rigorous by
considering other related factors that may influence size discrimina-
tion, such as scene background. Moreover, it would be worthwhile to
investigate whether our findings still hold if we express changes in
linear dimensions instead of volume. Additionally, we are interested
in exploring cross-modal effects between different perceptual channels,
such as touch [44,45] and taste [46]. Understanding these effects could
have important implications for designing HMDs that can seamlessly
adapt content between AR and VR modes. Therefore, future research
should build on our findings to further investigate the perceptual
differences between AR and VR modes and explore how they can be
applied to the design of HMDs that provide a seamless and optimal
user experience.

7. Conclusion and future work

This paper presents psychophysical experiments on the perceptual
thresholds of size discrimination in AR and VR. We explore the dif-
ferences in human perceptual sensitivity between AR and VR and
further calculate the finer perceptual thresholds of size changes in our
experiments. We implemented our experiments based on an HTC Vive
Pro HMD to explore the impact of virtual cubes between virtual and
physical environments. The experimental results and analysis show
that users are less sensitive to size changes in AR than in VR. In
other words, people perceive the same content in VR as larger than
in AR. Additionally, for size changes in AR, users are more sensitive
to decreases rather than increases. Our experimental results on size
sensitivity can be a valuable reference for 3D designers when designing
virtual content in AR and VR. Our experimental protocol can also be
used to study the detection thresholds of other senses in augmented
reality and virtual reality.
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