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Abstract. Argumentative persuasive technologies are technologies that
use argumentation in order to persuade the persuadee to believe in some-
thing or not, which can later lead the persuadee to perform an action
or not. The use of such tools opens numerous ethical considerations. In
this paper, we survey the literature on persuasion that might be useful
for argumentative persuasive chatbots, we cover the existing legal frame-
work and ethical principles and we critically analyze the new proposal
for a regulation on artificial intelligence of the European Commission.
We also show how to use argumentation to enhance explainability and
transparency of the persuasion systems. We propose to show the graph-
ical representation of the arguments used during the persuasion to the
user at the end of the dialogue, containing the relations between the
arguments (attacks, supports), their origin (source), who uttered them
(i.e. the machine or the human participant) and the persuasive meth-
ods employed. Our approach has several benefits. Namely, it makes the
system more transparent and enhances the human understanding of the
system, which is a benefit per se. Furthermore, the fact that the system
is transparent increases the trust of the user, which (apart from being
one of the goals of AI in general) can increase the chance that the user
is persuaded by the system. Finally, the user can give a feedback on
the presented arguments (e.g. how much they believe the arguments are
ethical), which can be later used to improve the persuasion system.

Keywords: Persuasive chatbots · Ethics of persuasive technology · Com-
putational argumentation.

1 Introduction

Persuasion aims to change people’s attitudes or behaviours [16]. Persuasive tech-
nologies are very powerful tools because of the simulation they can create. They
help shaping the perception and interpretation of reality to users by amplify-
ing specific perceptions and reducing others. They also help shaping the users’
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actions in reality by encouraging specific forms of actions and discouraging oth-
ers [32]. Persuasive technologies can also convey social presence when interacting
with the user. Many studies have identified persuasive strategies that can be used
to influence users and enhance persuasion. Argumentative persuasive chatbots
deploy argumentation graphs as their knowledge base. Some of the chatbots
even use argumentation semantics for decision-making problems [9]. However,
the persuasive acts employed by these chatbots might sometimes be considered
morally and ethically unacceptable. Note that the chatbot itself cannot take re-
sponsibility for the methods and outcomes of the persuasive acts, because it is
not capable of forming its own intentions or making its own choices. Hence, it is
not a free moral agent [7].

Persuasion in argumentation has received a large amount of attention during
the last years [6, 20, 19, 18, 33, 30]. Also, ethics in argumentation has been studied
with the focus on the use of normative systems [28, 5, 23].

However, we can observe that the researchers and practitioners who develop
argumentative persuasive chatbots are not always aware of the existing advances
and the state of the art in the domain of persuasion as well as of the current legal
framework and corresponding ethical considerations. This is why the first goal of
our paper is to make a bridge between the existing knowledge in persuasion and
ethics on one side and the practitioners who develop argumentative persuasive
chatbots on the other side.

This is why the first part of the paper is devoted to a survey of the
literature on persuasion related to argumentative persuasive chatbots. We cover
the state of the art of persuasion for persuasive chatbots and the corresponding
ethical guidelines (Section 2). Then, we survey the existing legal framework and
its link with ethical principles and critically analyze the new proposal for a
regulation on artificial intelligence of the European Commission (Section 3). We
believe that this overview will be useful for researchers in argumentation who
want to deploy an argumentative chatbot for persuasion since it allows them to
quickly get knowledge about the most relevant approaches at one place.

The second part of the paper is devoted to the question: how can we in-
crease transparency, trust and effectiveness of the argumentative persuasive chat-
bots? We propose a method that can enhance explainability and transparency
of the persuasion systems (Section 4). The main idea is to show the graphical
representation of the arguments used during the persuasion to the user at the
end of the dialogue. This representation contains the relations between the ar-
guments (attacks, supports), their origin (source), who uttered them (i.e. the
machine or the human participant) and the persuasive methods employed. This
approach has several advantages. Namely, it makes the system more transparent
and enhances the human understanding of the system, which is a benefit per se.
Furthermore, the fact that the system is transparent increases the trust of the
user, which (apart from being one of the goals of AI in general) can increase the
chance that the user will be persuaded by the system. Finally, the user can give a
feedback on the presented arguments (e.g. how much they believe the arguments
are ethical), which constitutes valuable data, which can later be used to better
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understand the underpinnings of human reasoning and improve the persuasion
system.

The paper is organised as follows. Section 2 presents related work in persua-
sion that is relevant for argumentative persuasive chatbots and corresponding
ethical guidelines. Section 3 surveys the legal and ethical aspects. Section 4
explains the pillars of our idea to use the graphical argumentation-based rep-
resentation in order to enhance transparency, trust and efficiency of persuasion
systems. We then talk about possible future work and conclude.

2 State of the Art in Persuasion

This section provides background material for argumentative persuasive chatbots
and the corresponding ethical guidelines.

2.1 Persuasive Strategies

In this subsection, we review some of the persuasive strategies that can be used
to enhance persuasion. Fogg was able to identify and propose forty principles
that persuasive technologies can use [16]. The forty principles are classified into
six categories. The first three categories are the three persuasive roles computing
techonlogies can play. Computers can behave as persuasive tools, persuasive me-
dia and persuasive social actors. The three other categories study how computers
and web pages can be more persuasive through credibility, mobility and connec-
tivity. Table 1 shows the different principles proposed by Fogg classified into the
six categories. We discuss only the principles that seem most relevant for persua-
sive chatbots. We present briefly the principles related to the role of persuasive
technologies as social actors. As Fogg explains, there exist five essential types
of social cues that persuasive technologies can convey. First, physical cues can
be transmitted through the physical characteristics. Fogg proposes the principle
of Attractiveness: “A computing technology that is visually attractive to target
users is likely to be more persuasive as well.” Second, persuasive technologies
can use psychological cues to persuade. Fogg defines a person’s psychology as
the group of emotions, preferences, motivations and personality. Humour and
empathy can also be considered as psychological cues. For example, a chatbot
possesses empathy when it acknowledges the user’s feelings, shows compassion
and supports the user. The expressions like “I understand your feeling” and
“I am sorry to hear that” are signs of having empathy towards the user. The
principle of Similarity states: “People are more readily persuaded by computing
technology products that are similar to themselves in some way.” Third, we have
the language. The principle of Praise states that: “By offering praise, via words,
images, symbols, or sounds, computing technology can lead users to be more
open to persuasion.” Fourth, social dynamics such as giving praise, cooperation
and reciprocity can also be used. The principle of Reciprocity proposed by Fogg
states that: “People will feel the need to reciprocate when computing technology
has done a favour for them.” Finally, adopting a social role can be considered
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as a very effective persuasive technique. Specifically, adopting an authority role
seems to be very effective for persuasion. The principle of Authority identified
by Fogg is the following: “Computing technology that assumes roles of authority
will have enhanced powers of persuasion.” We also present some of the principles
related to “credibility and computers” which can be considered relevant for per-
suasive chatbots. Fogg explains that there are two element keys for credibility:
trustworthiness and expertise. Trustworthiness represents how much truthful,
fair and unbiased a source can be perceived. The principle of Trustworthiness
states: “Computing technology that is viewed as trustworthy (truthful, fair and
unbiased) will have increased powers of persuasion.” Expertise represents how
much perceived knowledge, skill and experience a source can have. The princi-
ple of Expertise states: “Computing technology that is viewed as incorporating
expertise (knowledge, experience and competence) will have increased powers of
persuasion.” Fogg also points out to the fact that computing technology tends
to lose credibility easily if commits a significant error. Once the credibility is
lost, it may be hard to regain. Therefore, Fogg proposes the principle of (Near)
Perfection that states: “Computing technology will be more persuasive if it never
(or rarely) commits what users perceive as errors.”

Computers as Persuasive Tools Computers as Persuasive Media Computers as Persuasive Social Actors

Reduction Cause and Effect Attractiveness
Tunnelling Virtual Rehearsal Similarity
Tailoring Virtual Rewards Praise
Suggestion Simulations in Real-World Context Reciprocity

Self-Monitoring Authority
Surveillance
Conditioning

Credibility and Computers Credibility and the World Wide Web Mobility and Connectivity

Trustworthiness “Real World Feel” Kairos
Expertise Easy Verifiability Convenience

Presumed Credibility Fulfilment Mobile Simplicity
Surface Credibility Easy-of-Use Mobile Loyalty
Reputed Credibility Personalization Mobile Marriage
Earned Credibility Responsiveness Information Quality
(Near) Perfection Social Facilitation

Social Comparison
Normative Influence

Social Learning
Competition
Cooperation
Recognition

Table 1. The forty persuasion principles proposed by Fogg for persuasive technologies.

Cialdini was able to identify six influence principles: Reciprocity, Commit-
ment and Consistency, Social Proof, Liking, Authority, Scarcity [11]. Among
these principles, we explain briefly the ones that were not explained before. The
Commitment and Consistency principle states that humans tend to commit to
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their opinions, values and choices. The Social Proof principle states that people
tend to imitate other people’s ideas and actions. For example, if a person is
considering buying a product online but they are not sure whether the product
is good or convenient for them, they can check the product’s reviews section. If
most of the reviews are positive, the user tends to feel more confident in their
decision in purchasing the product. The Liking principle is close to the Similarity
principle proposed by Fogg, it states that people like others who are similar to
them. The Scarcity principle states that people tend to value opportunities or
things that become less available, hence scarce. Oinas-Kukkonen and Harjumaa
proposed and developed a Persuasive Systems Design model [26] where twenty-
eight persuasive strategies were listed for the design of persuasive technology.
These principles were divided into four categories: primary task, dialogue, sys-
tem credibility, and social support.

Wang et al. were able to identify ten persuasion strategies that are divided
into two types, the persuasive appeal and the persuasive inquiry type. The per-
suasive appeal type consists of trying to appeal to the persuadee’s psychology.
The persuasive inquiry type consists of asking the persuadee personal ques-
tions to facilitate the persuasion [35]. The persuasive appeal strategies identified
in this work are the following: The Logical appeal strategy consists of using
evidence and reasons to convince the persuadee of the persuasion goal. The
Emotional appeal strategy consists of evoking the persuadee’s positive and/or
negative emotions. The Credibility appeal strategy consists of citing information
from objective sources in order to gain the persuadee’s trust. The Foot-in-the-
door strategy consists of asking the persuadee small requests first, then asking
larger ones. The Personal story strategy consists of telling the persuadee sto-
ries about other people who were persuaded by the persuasion goal, focusing
on the positive results of such persuasion. The Donation Information strategy
consists of giving the persuadee information about the action or idea the per-
suader wants to convince them with. The persuasive inquiry strategies are the
following: The Source-related inquiry strategy consists of asking the persuadee
whether they are aware or not of the action or idea the persuader wants to
persuade them with. The task-related inquiry strategy consists of asking the
persuadee their own opinions and expectation concerning the persuasion goal.
Finally the personal-inquiry strategy consists of asking the persuadee about their
own personal experiences related to this persuasion goal.

.

2.2 Personalization in Persuasion

In this subsection, we briefly define personalized persuasion and we briefly re-
view two works done in this field. Personalization plays an important role in
enhancing persuasion. Personalized persuasion consists of using the user’s per-
sonal information and background to enhance the outcome of persuasion [22, 27,
12, 24]. Apart from using the user’s psychological cues to persuade them, person-
alization can appear in the form of trying to adapt the methods used during the
process of persuasion based on the user’s psychological profile and/ or personal
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information. The goal of such adaptation is also the enhancement of the persua-
sion outcome. Kaptein et al. studied the effects of involving users in choosing a
specific influence strategy for persuasion, disclosing the usage of such strategies
and the use of multiple strategies simultaneously on user compliance to persua-
sive attempts [21]. The authors consider these results as guidelines for designing
adaptive persuasion systems. Adaptive persuasion systems are persuasion sys-
tems that use different influence strategies based on the users’ profiles in order
to increase their influence on users. The authors proved that letting the user
decide which strategy to adopt in order to persuade them is more effective than
predicting the preference for a specific strategy based on behaviour or personal-
ity measures. The reason behind this is that if the user chooses which influence
strategy to adopt, they will commit to choice that they have made. The authors
have also proved that using a single preferred strategy is more effective than us-
ing the preferred strategy simultaneously with a non preferred one. Also, using
the two strategies simultaneously was more effective than using the single non
preferred strategy alone. The two persuasive strategies used in this work are the
authority and the consensus strategies. Wang et al. studied how the variations
of the persuasion strategies upon the user’s psychological background, affect the
persuasion outcome [35]. The results of the work done by Wang et al. [35] and
Shi et al. [31] show that personalizing the persuasion strategies yields better
persuasion outcomes.

2.3 Persuasive Chatbots

In this subsection, we briefly review four persuasive chatbots that were devel-
oped and designed. The first three chatbots use the Credibility Appeal (Trust-
worthiness and Expertise) strategy because all the arguments presented by the
chatbots come from objective sources (scientific sources, governmental websites
and experts) therefore the information presented by the chatbots are unbiased,
fair and truthful. As for the fourth chatbot, it uses different persuasive strategies
during the dialogue.

Altay et al. studied whether they can change people’s opposite opinion re-
garding genetically modified food and genetically modified organisms by pro-
viding rebuttals to the counterarguments held against genetically modified or-
ganisms [2]. They have defined four conditions: the Control Condition consists
of defining genetically modified organisms. The Consensus Condition informs
about the important existence of the scientific consensus regarding the genet-
ically modified organisms’ benefits. The Counterarguments Condition presents
first counterarguments against genetically modified organisms then rebuttals to
these counterarguments, then rebuttals to the previous ones and so on. The
user scrolls to check all the arguments which were presented in a clear dialogue
structure. Finally, the Chatbot Condition consists of presenting all the counter-
arguments against genetically modified organisms to the user, the user can click
on any counterargument, the rebuttal of the counterargument selected appears
progressively. The user has the option to come back to the initial counterar-
guments and click on another one. The four conditions were compared against
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each other. The Counterarguments Condition was found more persuasive than
the Chatbot condition in the sense that spending more time reading when all
counterarguments are available leads to more positive attitude changes than
selecting only the most relevant counterarguments.

Hadoux and Hunter showed how preferences over types of concern can be used
to enhance the persuasion in persuasive dialogues [17].The notion of concern is
defined as an issue raised or addressed by an argument. Among the empirical
studies conducted, a group of participants chatted with two types of chatbots
called the baseline chatbot and the preference-based chatbot. The structure of
the dialogue is the same for both chatbots, the first argument is the one proposed
by the system and called the persuasion goal, then a menu of counterarguments
is proposed by the system to the user. The user can select a set of counterargu-
ments; this set is called a menu move. Then the system can counter the selected
arguments by a set of arguments called the posit move. The dialogue continues in
the same manner until there is no argument attacking any argument of the last
move or if the user ends the dialogue by a null argument. A null argument means
that the user does not choose any of the counterarguments presented by the sys-
tem. For the baseline chatbot, for each counterargument selected by the user,
the chatbot selects a rebuttal among the arguments that attack the counterargu-
ment randomly. For the preference-based system, a set of the user’s preferences
over concerns is available, for each counterargument selected by the user, the
chatbot selects the rebuttal with which the most preferred type of concern is
associated. The results show that using preferences over concerns enhances the
persuasiveness of the dialogue.

Chalaguine and Hunter designed a persuasive chatbot to persuade users to
take the Covid-19 vaccine [10]. The authors use the same notion of concern as
in [17]. The chatbot first presents the persuasion goal, then the user provides a
counterargument manually. The chatbot predicts the user’s concern raised in the
counterargument and replies with the first not yet used rebuttal that addresses
the same concern. In case the chatbot could not identify the concern of the user
i.e. the prediction is less than 40% in confidence, it replies with one among three
default rebuttals. There exist only three default rebuttals. The dialogue ends
when the chatbot cannot identify a concern and all of the three default rebuttals
were already used. The authors have shown that this interactive chatbot is more
persuasive than a static web page in which the users read the ten most common
rebuttals used by the chatbot.

Shi et al. developed a persuasive chatbot that understands the user’s input
based on neural network models [31] and replies from the human responses that
were collected from the previous work [35]. The authors conducted experiments
to study the effect of disclosing the chatbot’s identity (bot or human) and the
effects of using different type of inquiries (personal and/or non personal inquiries)
on the persuasiveness of the dialogue. The chatbot salutes the user first, then
the chatbot asks the user some questions based on the type of persuasive inquiry
the user was assigned to. After finishing from the persuasive inquiry module, the
chatbot moves on to the persuasive appeal module where the chatbot dialogues
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with the user. At each step, the chatbot uses a different persuasive strategy and
asks the user if they want to donate. If the user accepts to donate, that means
that the chatbot succeeded in persuading the user to donate. If the user does not
accept to donate, the chatbot uses another not yet used persuasive strategy to
try to persuade the user to donate. The dialogue ends if the user agrees to donate
or if the ten persuasive strategies were all used. Results showed that whether
the chatbot was really human or not, it is the perceived identity of the chatbot
by the user that matters. The persuasiveness is better when people think they
are talking to human.

2.4 Argumentation Theory in Persuasive Dialogues

In this subsection, we review the main elements of a persuasive dialogue system
introduced by Prakken [29]. Argumentation-based dialogues can be classified into
six types based on their goal [4]. We have persuasion, negotiation, information
seeking, deliberation, inquiry and quarrel. When it comes to argumentation-
based dialogues, there are multiple rules to take into account. The communica-
tion language consists of the utterances the participants can make, the protocol
consists of the conditions under which the participants can make the utterances,
it also determines when the dialogue ends. According to Prakken [29], the main
elements of a persuasive dialogue systems are the following:

– A dialogue goal which, in persuasion dialogues, is the resolution of a conflict
of point of views between the participants.

– A topic language
– A logic for the topic language used, which can be monotonic or non-monotonic,

it can be used to manage the dialogical consistency of participants.
– A communication language: As defined before, communication language con-

sists of the allowed utterances to make. The most important ones are : claim
ϕ, why ϕ, concede ϕ, retract ϕ, question ϕ and ϕ since S. As explained by
Prakken [29], Claim ϕ means that the speaker asserts that ϕ is the case. Why
ϕ means that the speaker challenges that ϕ is the case and asks for reasons
why it would be the case. Concede ϕ means that the speaker admits that
ϕ is the case. Retract ϕ means that the speaker declares that they are not
committed (any more) to ϕ. Question ϕ means that the speaker asks another
participant’s opinion on whether ϕ is the case. Finally, ϕ since S means that
the speaker provides reasons why ϕ is the case.

– A protocol: The protocol specifies the allowed moves at each step of the
dialogue. The protocol specifies the dialogue’s structure. We have unique-
reply vs multi-reply, unique-move vs multi-move and immediate-reply vs
non-immediate-reply, deterministic and fully deterministic vs non determin-
istic protocols.

– A set of participants with roles, internal beliefs and commitments. Usually
the roles in a persuasion dialogue are proponent, opponent and neural to-
ward a well specified topic. Commitments are very important because they
determine the end of the dialogue and its outcomes, and they can be used to
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oblige the participant to be dialogically consistent. Commitments are usually
determined by claim ϕ , concede ϕ and retract ϕ.

– Effect rules: The effect rules determine the effects of the speech acts on the
participants’ commitments.

– Outcome rules: The outcome rules define the outcomes of a dialogue which
are in a persuasive dialogue the winners and the losers of the dialogue.

2.5 Ethics of Persuasive Chatbots

In this subsection, we cover the ethical guidelines proposed in the literature for
the design of persuasive technologies and we try to orient some of them towards
the design of persuasive chatbots precisely. Berdichevsky and Neuenschwander
explain that when it comes to persuasion, both persuader and persuadee take
full moral responsibility for the outcome [7]. In order to evaluate the ethics of
persuasion itself, one should evaluate the persuader’s motivations, the methods
they employed and the outcome of persuasion.

Although persuasive technology and persuasive people have same motivations
and use similar methods and strategies, persuasive technology has more persua-
sive potential because of the simulations they can embed leading to more realism.
The difference between persuasion through technology and through person-to-
person interactions relies in the methods used for persuasion and also probably
the outcome. The ethics of persuasion seems to be insufficient to guide the design
and implementation of persuasive technology. The authors wanted to reconsider
the ethical guidelines for traditional persuasion methods when being applied by
technology and not humans, and for the outcome i.e. the persuasion goal.

Therefore, Berdichevsky and Neuenschwander proposed a set of eight eth-
ical principles and guidelines for the design and implementation of persuasive
technology, with the consideration that the designers should be only responsible
for intended and unintended reasonably predictable outcomes [7]. The first two
principles state that the intended outcome of any persuasive technology and the
motivations behind it should never be considered unethical if the persuasion was
done without the technology or if the outcome happened independently of the
persuasion. The third principle states that the designers of such technologies
should take responsibility for all reasonably predictable outcomes of their use.
The “Dual Privacy” principles state that the creators of persuasive technology
should respect users’ privacy when it comes to accessing their online personal
information and sharing it with a third party. The “Disclosure” principle states
that the designers must be transparent and clear about the motivations, meth-
ods and intended outcomes of such technology. The “Accuracy” principle states
that the persuasive technology should always be honest and credible. Finally,
the “Golden” principle states that the designers of persuasive technology should
never use a persuasion goal that they themselves are not consent of being per-
suaded by it.

Verbeek [32] emphasised on the importance of integrating the ethical frame-
work proposed by Berdichevsky and Neuenschwander [7] with the concept of
“technological mediation” in order to better understand and predict unintended
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outcomes, and take these outcomes into consideration when designing persuasive
technology. As mentioned before, technology tends to shape human perception
and interpretation of reality by amplifying some perceptions while reducing oth-
ers. It also shapes human actions in reality by encouraging specific forms of
actions while discouraging others. Persuasive technology mediates these effects
between users and their environments, so when technology is used the way their
designers intended, it is possible to have unintended and unexpected outcomes,
Verbeek proposed to focus on all the mediation effects by doing a moral reflec-
tion along deontological and utilitarian lines. The deontological point of view
means respecting the moral principles while the utilitarian point of view means
balancing between the desirability for something and its costs for all the people
involved. This moral reflection will take into consideration the intended persua-
sions, the methods of persuasion used with the emerging forms of mediation,
and the outcomes of the mediation which are the consequences of the persuasive
and mediating role of the technology. The ethical guidelines that the authors
proposed are the following:

– The intended persuasions of the technology-in-design must cause no harm
for the people using persuasive technologies and those affected by them be-
ing used, these intended persuasions must benefit these people and be fair
(justice) to them.

– The methods of persuasion and forms of mediation must be disclosed (respect
for autonomy), cause no harm in terms of privacy and be fair to all people.

– As for the outcomes of mediation, the designers must do a moral imagina-
tion of all the possible mediating roles of technology in human actions and
experiences and then assess these mediations along the deontological and
utilitarian lines.

Fogg proposed to apply a stakeholder analysis to identify all people affected
by a persuasive technology, and what each stakeholder has to gain or lose [16].

– List all of the stakeholders.
– List what each stakeholder has to gain.
– List what each stakeholder has to lose.
– Evaluate which stakeholder has the most to gain.
– Evaluate which stakeholder has the most to lose.
– Determine ethics by examining gains and losses in terms of values.
– Acknowledge the values and assumptions you bring to your analysis.

Note that values differ from a culture to another. Hence, creators of persuasive
technology must be careful about the culture in which they are embedding this
technology, because with every different culture, comes different ethical issues.

We list below a set of guidelines for the design of persuasive chatbots inspired
by the guidelines proposed by Fogg [16] for the design of persuasive technology.

– Users of persuasive chatbots should not be distracted by the number of
questions or the difficulty of arguments, because this can stand in the way of
their focus on the content in the chatbot. The chat must not be complicated
or very lengthy.
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– Creators of persuasive chatbots should not consider that the user has expe-
rience in the domain of the goal with which we want to persuade the user.

– Creators of persuasive chatbots should not include in the chat any links to
download an application or something else.

– The user must be able to stop at anytime they want, or ask for clarification.
The creators should be also careful about the cases where the user must have
the ability to ask for a human intervention.

– Not only the creators of persuasive chatbots take responsibility when it
comes to errors and damage to the user, but also the company that bought
this technology, distributed and promoted it. We may have different compa-
nies through time, they all can be responsible.

– Manipulation can happen when the chatbot expresses negative or positive
emotions towards the user, presents arguments that appeal to the user’s
positive/negative emotions, tells lies or false information, tells incomplete
information, chats with children or mentally disabled people, presents threat-
ening information or punishment. Negative emotions could be fear, angry,
deception, impatience. Positive emotions could be celebration, rewarding,
encouraging. Designers of persuasive chatbots should avoid manipulation at
all costs. It is preferred that the chatbot does not express emotions at all or
expresses the minimum and only for good cause.

– The chatbot should not be very sophisticated in a way that confuses the user
whether the chatbot is a human or robot. The user must know that they are
chatting with a robot.

– Designers of persuasive chatbots must test and supervise these chatbots
when used to observe if there are any unintended outcomes that were not
recognised before, or happen to a small number of people. This is how they
should deal with unintended and unpredictable outcomes. They should also
keep track of the conversations between the chatbot and the users, with the
user’s knowledge.

– Persuasive chatbots should not provide offers, promotions, advertisements
or branding. They should be designed exclusively for persuasion.

Creators of persuasive chatbots are also invited to consult the guidelines for
developers of conversational AI proposed by Microsoft [13].

3 Persuasive Chatbots between Ethics and Law

In this section, we present and discuss the legal issues that impact the design
and implementation of chatbots, specifically persuasive chatbots. On April 21,
2021 the European Commission has published a proposal for a regulation on
artificial intelligence [15], called the AI Act, which is currently under discussion
and will soon be adopted [1]. The AI Act proposes a gradation of legal constraints
according to the risks presented by the AI system. These risks are those relating
to health, safety, fundamental rights and environment. AI systems are therefore
classified into the following categories:
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– “Unacceptable Risk” (social scoring, subliminal techniques, biometric cate-
gorisations, “real-time” remote biometric identification systems in publicly
accessible spaces, etc.), the use of which is banned, sometimes with some
exceptions.

– “High Risk” (Annex III cites biometrics, management of critical infrastruc-
ture, educational and vocational training, employment, workers management
and access to self-employment tools, access to essential public and private
services, etc.), the use of which must follow strict obligations and require-
ments so that the AI system can be placed on the market in the European
Union.

– “Low Risk” (AI systems intended to interact with people (i.e. Chatbots),
deep fakes, emotion recognition systems, etc.), the use of which requires
compliance with an obligation of transparency (Article 52).

– “Minimal Risk” (e.g. Video games and spam filters based on AI), for which
the AI Act does not impose any specific obligation.

The AI Act is one of the first texts in the world that will impose legal obli-
gations for chatbots, when the text currently under discussion is voted on. The
2021 Proposal contained very few obligations regarding chatbots. Indeed, users
brought to interact with a chatbot only needed to know that they were discussing
with a machine in order to be able to choose whether to continue the discussion
or not. However, the latest versions are much more precise [1]. On the one hand,
the amendments to the Proposal explain how to provide the information. Ar-
ticle 52.1 now states that: “Providers shall ensure that AI systems intended to
interact with natural persons are designed and developed in such a way that the
AI system, the provider itself or the user informs the natural person exposed to
an AI system that they are interacting with an AI system in a timely, clear and
intelligible manner, unless this is obvious from the circumstances and the con-
text of use.” The information must therefore be provided either by the provider
itself or by the chatbot, or by the professional user. This information must also
be provided in a way that is clear, intelligible and at the most late at the time of
the first interaction (Article 52.3, b) so that the person can choose not to use it,
unless the fact that they are interacting with a chatbot is obvious to the taking
into account the circumstances and the context of use. In addition, this text now
also requires that the provider indicates which functions are AI enabled, if there
is human oversight, and who is responsible for the decision-making process, as
well as the possibilities to object against the application and to seek judicial re-
dress against decisions taken by or harm caused by AI systems. However, Article
52.1 relates to chatbots in general, but not specifically to persuasive chatbots.
Therefore, this information obligation may not be sufficient to protect users in
this context.

In order to guarantee more complete transparency for the users of a per-
suasive chatbot, it seems important that the providers also inform them of the
persuasion strategy underlying their system. For example, it is relevant that the
users of an authority-based persuasion chatbot are informed of the designers’
goals. The AI Act does not directly address this concern. This therefore means
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that if this text remains as it is on this subject, people interacting with a persua-
sive chatbot could be incompletely protected. The ethical approach is a response
to this concern, because it makes it possible to reinforce the law in order to do
what is well beyond what is only legal. European policies relating to the ethics
of AI also adopt this vision [25].

We therefore argue that simply informing the users that they are interacting
with a chatbot is insufficient for a persuasive chatbot. It is therefore crucial to
provide them with additional ethical information:

– Users must be informed about the nature of the persuasion system used.
– Users should be made aware of the potential effects of the persuasive system

used, particularly if the persuasive effect could be enhanced.

Can the designers of a persuasive chatbot be likely to infringe the rights and
freedoms of users? We believe that if the chatbot adapts its method of persua-
sion according to the gender, racial origins, or religious beliefs of users, it might
risk to behave in a discriminatory way. While the previous versions of the AI
Act neglected these risks for rights and freedoms, the latest amendments reveal
the desire to integrate the ethical principles of AI which had only been men-
tioned in the Guidelines or other non-binding texts of the European Union [25].
Thus, the new Article 4, a) concerns the “General principles applicable to all
AI systems” which must be respected by all operators, including the provider
and the professional user (i.e. deployer for the latest versions of the AI Act),
whose AI system falls within the scope of the AI Act. This is indeed the case of
providers of persuasive chatbots which, as low-risk AI systems, must respect six
new fundamental principles which are:

– Human agency and oversight
– Technical robustness and safety
– Privacy and data governance
– Transparency
– Diversity, non-discrimination and fairness
– Social and environmental well-being

If these principles end up being definitively voted on, we can therefore think
that a chatbot will have to respect the principles of non-discrimination and
equity. However, it should be borne in mind that the goals of the designers of
the persuasive chatbot may only be discriminatory in appearance. Indeed, it is
quite conceivable that designers adapt their method of persuasion, for example,
to the age or level of education of the user, which would then be a simple way
for designers to be better understood or for the chatbot to be more easily used
by specific users.

If the chatbot is gendered or humanised, it is still likely to infringe the rights
and freedoms of users in two cases. In the first case, certain human aspects
can reinforce the persuasive effect. For example, the chatbot can appear in the
form of a gentle face of a grandmother who softens the users. Designers must
be aware of this and minimise these characteristics. In the second case, gender
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or certain human aspects can be potentially sexist or discriminatory depending
on the uses that are made of them and the goals that designers pursue. One of
the solutions could be to minimise the human characters to avoid the problems
of sexist or discriminatory biases. However, it is possible for a non-gendered
persuasive chatbot without human characteristics to be less persuasive for the
purposes pursued by the designer. In this case, a compromise must be made
between the values to be respected and the goals to be achieved by the chatbot.

Designers of a persuasive chatbot can still infringe people’s rights and free-
doms if the chatbot is designed to manipulate users, for example by leading them
in a certain direction without their knowledge or saying things that are false or
truncated. The latest version of the AI Act, which now prohibits the use of delib-
erately manipulative or deceptive techniques in Article 5.1, a) as an unacceptable
risk AI system, seems to come closer to the objectives pursued by a persuasive
chatbot. In reality, the prohibition concerns cases where the manipulative tech-
nique would seriously harm the person: “the placing on the market, putting into
service or use of an AI system that deploys subliminal techniques beyond a per-
son’s consciousness or purposefully manipulative or deceptive techniques, with
the objective to or the effect of materially distorting a person’s or a group of
persons’ behaviour by appreciably impairing the person’s ability to make an in-
formed decision, thereby causing the person to take a decision that that person
would not have otherwise taken in a manner that causes or is likely to cause
that person, another person or group of persons significant harm.” Therefore,
the use of a persuasive chatbot, except for the purpose of achieving the extreme
results referred to in Article 5.1, a), is not prohibited under the current state of
the AI Act. The question is nonetheless also very delicate from an ethical point
of view, since the motivations of designers can vary considerably. However, we
believe that the majority of the designers have good intentions and want to use
the chatbot for users’ own good. As an example, take the the chatbots that try
to persuade users to practice a sporting activity or to limit the consumption of
alcohol or sugar.

4 Ethical Design via Explainability

There is an increasing interest in Explainable AI over the last few years in order
to tackle the ethical challenges that arise from the use of AI-based technologies.
Vilone and Longo list the existing definitions in the literature of the notions
related to the concept of explainability [34]. We believe that we can respect
the ethical guidelines for persuasive chatbots [7] by using argumentation for the
explainability of persuasive chatbots. In this work, we use mostly two notions
of explainability: understainability and correctability. Understainability means
the capacity of a method for explainability to make a model understandable
while correctability means the capacity of a method for explainability to allow
end-users make technical adjustments to an underlying model [34]. Our method
consists of showing an argumentation graph to the user after the dialogue: that
graph highlights the persuasive methods and the sources of information used by
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the chatbot, and the degrees to which the user finds the chatbot’s arguments
ethically acceptable. Before explaining our method, we briefly present Dung’s
abstract argumentation framework.

4.1 Dung’s Abstract Argumentation Framework

In abstract argumentation [14, 8, 3], arguments are considered defeasible entities
where all information related to these arguments are abstracted away except
for the relations of attacks between them. Dung’s argumentation framework [14]
is one of the attempts used to formalise reasoning i.e. to represent systems of
arguments and their relations, determine which arguments are acceptable.

Definition 1. An abstract argumentation framework AF ) is a pair ⟨Ar, att⟩
where Ar is a finite and non-empty set of arguments and att ⊆ Ar × Ar is an
attack relation (→).

Figure 1 shows an example of an abstract argumentation framework with argu-
ments represented by nodes, and relations of attacks among them.

c

b

a

d

Fig. 1. Example of an abstract argumentation framework

4.2 An Argumentation-Based Approach Towards Explainability

Our method consists of labelling each argument presented by the chatbot by a
persuasion strategy (if it exists) and by the source of the information presented
in the argument. If the chatbot uses natural language processing to generate the
arguments presented to the user, this process is called post-labelling because the
chatbot labels the arguments after they were presented to the user. In the other
case where the chatbot has already a knowledge base i.e. well defined arguments
in its system, then each argument must be pre-labelled. For both cases, the user
chats with the persuasive chatbot.

When the dialogue ends, the chatbot shows an argumentation graph that
consists of all the arguments that were presented during the dialogue by both
sides, with the relations (attacks) between them. By showing this argumentation
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Fig. 2. Example of an abstract argumentation graph representing the dialogue between
the user and the chatbot.“PG” stands for persuasion goal. The nodes in blue represent
the chatbot’s arguments while the nodes in pink represent the user’s arguments. The
first row of labels represents the persuasive strategies used by the chatbot. The second
row represents the source of the information presented by the chatbot. The third row
represents the degrees assigned by the user.

graph, the chatbot shows the persuasion strategies that were used during the
process of persuasion to the user. Hence, the chatbot discloses all the methods
employed in the dialogue. It also shows the source of the information it provided
in each argument. The information can be extracted from scientific sources,
crowd-sourcing, online forums, governmental websites, personal communication
with experts, etc. Also, it can be generated by the chatbot i.e. invented.

Adopting this method allows the user to assess the accuracy of the informa-
tion that was given by the chatbot and to possibly detect if the chatbot lied
or stated false information. By implementing this method, we answer to the
question : How did the chatbot try to persuade the user?

We also allow the user to input for each argument presented by the chatbot,
a degree that ranges between 0 and 1. Each degree associated with a specified
argument must represent the user’s belief in the argument being (somehow)
ethical. We let this assignment be spontaneous and intuitive in order to be able
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Hi there! Have you ever thought about trying meditation?
It has so many benefits for both your physical and mental health.

I can’t sit still for that long
I’m the CEO of a start-up,
I’m too busy to do meditation

I understand that you may feel like
you don’t have enough time,
but even just a few minutes of meditation
each day can make a big difference
in your overall well-being.

0.6

Source Not Specified
Emotional Appeal

And as for sitting still,
there are actually many
different types of meditation
that don’t require you to sit still
for long periods of time.

0.7

Source Not Specified
No Strategies Identified

Okay, but even if I did try it,
I don’t think I would see any benefits.

Well, actually, many health experts
recommend meditation as a way to
reduce stress, improve focus,
better sleep, and even lower blood pressure.
https://www.nccih.nih.gov/health/meditation-and-mindfulness-what-you-need-to-know

0.9

Source Specified
Credibility and Authority

Also, there is scientific evidence that
people who meditate regularly develop
a greater sense of self-awareness and acceptance.
There are many guided meditations available that can
help you focus on positive thoughts and emotions.
https://www.anahana.com/en/meditation/self-awareness

0.8

Source Specified
Credibility and Consensus

It’s also worth considering that
many successful and accomplished people,
from athletes to CEOs, swear by meditation
as a key part of their daily routine.

0.6

Source Not Specified
Similarity and Emotional Appeal

I’ve heard that some people have
negative experiences with meditation,
like feeling anxious or restless.
I am afraid that it might also happen with me.

I understand how you feel.
While that can happen in some cases,
those experiences are often a sign that
you’re actually making progress in your practice.

0.6

Source Not Specified
Emotional Appeal

What if I don’t have the time or resources
to try all those things?

Meditation is a simple and cost-effective way
to improve your overall health and well-being.
You don’t need any special equipment
or a lot of time to get started,
and the benefits are well worth the effort.

0.8

Source Not Specified
No Strategies Identified

Fig. 3. Example of an abstract argumentation graph representing the dialogue between
the user and the chatbot. The chatbot tries to persuade the user to do meditation. The
nodes in blue represent the chatbot’s arguments while the nodes in pink represent the
user’s arguments.
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to represent the user’s actual beliefs and preferences over what is considered
ethical and what is not. Assigning a degree to each argument presented by the
chatbot will let us know the set of preferences of the user over the persuasive
strategies and over the sources of information provided. Hence, we can build a
recommendation system which predicts the set of preferences of a user based on
their personal information and/or personality measures. This way, the chatbot
can be considered ethically adaptive. Also, this can help the designers of the
chatbot to eliminate from the chatbot’s knowledge base the persuasive strategies
or even the arguments that were assigned a very low degree of being ethical.
Figure 2 and Figure 3 show examples of abstract argumentation graphs presented
to the user after the dialogue with the chatbot.

5 Conclusion

In this paper, we studied ethical argumentative persuasive chatbots. In the first
part of the paper, we reviewed the state of the art of persuasion for argumenta-
tive persuasive chatbots and the ethical guidelines for the design of such systems.
First, we provided background material for the persuasive strategies that can be
used by persuasive chatbots to enhance the persuasion. Then we discussed how
personalization used in persuasion can be helpful to improve the persuasive ef-
fect. We also reviewed four argumentative persuasive chatbots where we focused
on the dialogue structure, and we briefly studied argumentation in persuasive
dialogues. Finally, we presented the state of the art of ethics in persuasive tech-
nologies and we made a list of the ethical guidelines that designers of persuasive
chatbots are invited to respect. We also discussed the legal constraints related
to design and implementation of persuasive chatbots and we showed how ethics
could complement the legal framework in order to better respect the user’s free-
doms and rights.

In the second part of the paper, we proposed to use argumentation to display
the persuasive strategies employed by the chatbot and the source of the infor-
mation presented by the chatbot to the user. This way, the chatbot discloses
the persuasive methods it used and provides to the user more transparency by
providing for them the source of the information presented in the arguments.
We also proposed to assess how much ethical each argument presented by the
chatbot is, by letting the user input how much they believe each argument is
considered ethical. This way, to eliminate the arguments that have very low de-
grees in the next dialogue, and we can ethically adapt the arguments presented
by the chatbot to the user’s preferences.
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