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Abstract—The collision interaction mechanism between a vi-
brating string and a non-resonant obstacle is at the heart of many
musical instruments. This paper focuses on the identification of
perceptually salient auditory features related to this phenomenon.
The objective is to design a signal-based synthesis process, with
an eye towards developing intuitive control strategies. To this
end, a database of synthesized sounds is assembled through
physics-based emulation of a string/obstacle collision, in order
to characterize the effect of collisions on time-frequency content.
The investigation of this database reveals characteristic time-
frequency patterns related to the position of the obstacle during
the interaction. In particular, a frequency shift of certain modes is
apparent for strong interactions, which, alongside the generation
of new frequency components, leads to increased perceived rough-
ness and inharmonicity. These observations enable the design
of a real-time compatible signal-based sound synthesis process,
with a mapping of synthesis parameters linked to the perceived
location of the obstacle. The accuracy of the signal model with
respect to the physical model sound output and recorded sounds
was evaluated through listening tests: time-frequency patterns
reproduced by the signal model enabled listeners to precisely
recognize the transverse location of the obstacle.

Index Terms—Signal synthesis, Signal design, Acoustic signal
processing.

I. INTRODUCTION

THE numerical modeling of contact mechanics for realistic
sound synthesis has applications in both music and game

audio [1] [2]. For continuous interactions, the modeling of
friction and self-oscillation phenomena [3] has led to the
synthesis of convincing environmental sounds [4] [5] [6] as
well as sounds of various musical instruments [7], including
rubbed strings [8], the glass harmonica and the Tibetan bowl
[9][10]. Collisions and the vibration of an object under a
unilateral constraint generate audible behavior typical of many
musical instruments. The most direct example is the case of
the striking mechanism in instruments such as the piano [11]
[12]. But collisions play a key role in many other instruments
in which the resonator is in intermittent contact with a barrier.
Examples include the string/fretboard interaction in the guitar
[13], Indian instruments such as the sitar, the tanpura [14] and
the rudra veena, for which the string is in partial contact with a
sloping bridge, and also the slap bass [15], the prepared piano
[16] and the snare drum [17].

The perturbation of a vibrating object by an obstacle is
a complex non-linear phenomenon that gives rise to a wide

Manuscript received ...

variety of identifiable sound events. The interaction can be
weak and manifest itself as a series of impacts causing a
redistribution of energy among the modes without changing
the modal parameters of the resonant object. In particular, this
type of interaction is observed in the case of slight contact
such as in the case of light rattling elements on a vibrating
object, or in the case of the tanpura and the snare drum. On
the other hand, modal parameters (frequencies and damping)
can undergo significant changes when the interaction becomes
less intermittent or more abrupt, as in the case of sounds
produced by prepared strings (in a prepared piano or guitar).
The objective of this study is to design a signal model for
sound synthesis applications that can evoke these different
events.

The development of physics-based sound synthesis algo-
rithms has numerous applications, including the design of
virtual musical instruments [18][19]. Comparisons of phys-
ical models of collisions for sound synthesis with measured
sounds have been carried out with convincing results [20][21].
Furthermore, recent increases in the computational power
of consumer-grade hardware allow real-time synthesis for
increasingly complex physical models, though computational
cost is still a concern [22] [23] [24] [25]. Other approaches
inspired by physical models, also involving collision model-
ing, include mass-interaction networks [26][27]. However, the
computational cost involved in simulating a physical model
limits the range of sound output and the ability to control the
synthesis process in an intuitive manner.

In contrast with physical models, signal models, based on
perceptually relevant signal features, allow direct modelling
of sound targeted to the way in which it is perceived. The
challenge is to determine the perceptually salient features
allowing the recognition of the sound event. The direct appli-
cation is a sound synthesis model adapted to nonlinear musical
instruments with low computational cost and can yield real-
time event-driven synthesis of sounds in virtual or augmented
reality environments, a particularly active field of research[28]
[29]. For example, Gan proposes an interactive multimodal
simulation platform based on impact sounds [30] [31] that
could be compatible with the model proposed in our study. The
outcomes of such a study can be useful for sonic interaction
design [32] and the synthesis of new sounds [33].

Recently, various studies have used data-driven methods
for sound generation with convincing results [34] [35]. Our
approach is complementary to these approaches: the direct
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modelling of sound morphologies is fully interpretable and
transparent but requires more information a priori and more
care in the model design. In future studies it would be
interesting to link the two approaches using physical and signal
models to create large deep-learning training datasets.

Our approach is inspired by the ecological approach to
auditory events [36] [37]. Adapted from the field of visual
perception [38], it suggests the existence of invariant struc-
tures (specific patterns in the acoustic signal) that carry the
relevant information to perceptually recognize sound events.
More specifically, this study is in line with the action-object
paradigm [39] [40] [41], which allows us to link the semantic
description of a sound as the result of an ‘action’ on an ‘object’
to a sound synthesis process. This approach combines physics-
based sound synthesis with detailed psychophysical tests, as
proposed in recent studies [42] [43]. In this paper, we seek
to characterize the ‘action’ of disturbing the vibrations of
an object with an obstacle. In particular, we aim to define
a signal model allowing the synthesis of sounds ranging from
sparse collisions that do not modify the modal parameters
of the vibrating object to the coupling between the vibrating
object and the obstacle resulting in a variation of the modal
frequencies of the vibrating object. Longer term, we seek an
intuitive mapping between synthesis parameters and evocative
semantic labels. Our methodology consists in analyzing a
corpus of sounds representative of the phenomenon in order to
determine the perceptually salient features. We then propose
a synthesis model that we validate and calibrate by means of
listening tests.

The simple but representative case of a 1-D resonant object
(a stiff string) colliding with a unilateral pointwise obstacle
has been selected. This example has the advantage of a
representation in terms of a small number of modes, which
simplifies observations on the time-frequency representation.
However, our observations can easily be extrapolated to more
complex objects. Also, we do not distinguish the disturbance
resulting from a direct action of a user or from an interaction
with an object in the environment. We believe that the sounds
generated in these two situations can be modeled in the same
way even if the control issues should be considered differently.

A sound database that is representative of sounds produced
with this type of nonlinear interaction has been assembled. To
produce the sounds, we have chosen a physical approach based
on recent investigations of numerical modeling of collisions in
musical instruments [44] [45] that generates realistic sounds
defined by physical parameters [20] (see Section II). The use
of a physical model rather than recorded sounds allows us to
generate an infinite number of samples under perfectly con-
trolled conditions. We have nevertheless added a few recorded
sounds to the corpus for verification purposes. A reduced
number of sounds considered characteristic of the particular
phenomenon studied in this paper are presented. We then
investigate perceptually-relevant morphologies responsible for
the evoked nature of the interactions (see Section III), design a
signal-based synthesis process (see Section IV), and evaluate it
through a listening test with a view towards perceptual control
(see Section V). In the final section, we provide some general
conclusions and outline future research directions.

The stimuli and sound examples are available online at the
following address [46].

II. PHYSICAL MODELING AND SYNTHESIS OF THE SOUND
CORPUS

In this section, a physical model of the collision of a
vibrating string with an obstacle is presented, (see Fig. 1).
A numerical simulation model, allowing for the synthesis of
a corpus of realistic sounds, is outlined.

A. String Model

The transverse dynamics of a linear stiff string are described
by the following equation, commonly used in physics-based
sound synthesis [47][48][49][50]:

∂2
t u = γ2∂2

xu− κ2∂4
xu− 2σ0∂tu+ 2σ1∂t∂

2
xu

+
1

ρS
(δ(x− x0)F0(t)− δ(x− x1)F1(t)) . (1)

Here, u(x, t) is the transverse displacement of the stiff string,
as a function of spatial coordinate x ∈ [0, L], for a string
of length L, and for time t ≥ 0. ∂t and ∂x indicate partial
differentiation with respect to time t and spatial coordinate
x, respectively. Initial conditions are assumed quiescent, and
boundary conditions are chosen to be of simply supported
type, so that u = ∂2

xu = 0 at x = 0, L.
This equation of motion incorporates various effects: the

first term on the right hand side is due to tension in the string,
the second due to stiffness, and the third and fourth allow
two-parameter control over frequency-dependent loss. In this
study, parameters are chosen to correspond to a steel guitar
string tuned to G#4, and are as indicated in Table I below.
The fundamental frequency f1, in Hz, is approximately

f1 =
γ

2L
. (2)

The string is assumed excited by a vertical downward force
of amplitude F1 = F1(t), acting pointwise at x = x1, and
modeled through the use of a spatial Dirac delta function δ(·).
We approximate the excitation force due to plucking at time
t = 0 through:

F1(t) =

{
A1

2

(
1− cos( πt

∆t )
)

0 ≤ t < ∆t
0 else

(3)

where A1 is the maximum amplitude of the excitation, and
∆t is the duration. See Table I.

B. Collision Modeling

The final term on the right-hand side of (1) represents the
vertical collision force (amplitude F0 = F0(t), located at x =
x0) due to a pointwise barrier positioned at vertical height
y = y0 above the string’s rest position (see Fig. 1). Collisions
with a rigid barrier are modeled as the contact with a stiff
unilateral non-linear spring. We use the following model :

F0(t) = −H(t− t0)
dΦ

du
(4)
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TABLE I
PARAMETER SET FOR THE STRING MODEL, INCLUDING MATERIAL AND

GEOMETRIC STRING PARAMETERS (CORRESPONDING TO A STEEL STRING
OF 1MM DIAMETER, SEE [51]), THE EXCITATION AND COLLIDING OBJECT

(SEE EQ.(1) TO (5)).

Parameter Role Value
γ wave speed 404.02 m·s−1

κ stiffness constant 1.297 m2·s−1

σ0 loss parameter 0.05 s−1

σ1 loss parameter 0.002 m2·s−1

ρ density 7.8×103 kg· m−3

S cross-sectional area 7.85× 10−7m2

L string length 0.5 m
x1 excitation location 3L/20 m
A1 excitation amplitude 200 N
∆t excitation duration 1 ms
x0 object location ∈ [0, L] m
y0 object height ∈ R in m
K object stiffness 5× 1010N·m−α

α object nonlinear exponent 1.4
t0 object activation time 0.5 s

x0

K,α
y0

y

x
x1

F1(t)

Fig. 1. Representation of the string configuration, as given in (1). An
excitation force F1 is applied at spatial coordinate x = x1, and an obstacle
is located at (x0, y0) and modeled by a stiff non-linear spring, of stiffness
K and nonlinear exponent α.

where a collision potential Φ is defined as

Φ =
K

α+ 1
[u(x0)− y0]

α+1
+ ≥ 0 (5)

with a stiffness parameter K ≥ 0, and exponent α > 1, as
per standard models of elastic collision [52]. In this article,
the notation [·]+ indicates the “positive part of", i.e., [ζ]+ =
1
2 (ζ + |ζ|). The Heaviside function H is used here to indicate
that the object is assumed activated at time t = t0.

An efficient finite difference scheme is employed in order
to simulate (1) and is described in full in [44]. It is used in
order to generate a sound corpus, allowing for the study of the
perceptual effects of the position of the obstacle at (x0, y0).

The generation of a large number of samples led us to
identify common features for a rigid obstacle (K > 109

N·m−α) located far from the ends of the string (x0 ∈ [L/8,
7L/8] m). The following section (III) presents time-frequency
representations of a few selected sounds from this corpus,
allowing a better appreciation of this particular phenomenon.
Also, we selected 27 5-second sounds for 3 different values
of x0 and 9 different values of y0 to be used as stimuli in the
listening test described in Section V. The sampling frequency
is set to 44100 Hz for the generation of the corpus.

III. INVESTIGATIONS ON SOUND MORPHOLOGIES

Given the assembled corpus, it is possible to examine
time-frequency behavior in detail, and particularly variations
with respect to the object location (x0, y0). A time-frequency
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Fig. 2. Spectrogram of a signal synthesized with the physical model for
x0 = 5L/12; y0 = 0.1×U(x0, t0) (see Eq.(6) for a definition of U(x, t)).
2048-point Kaiser windows (β = 5) with 1800 samples of overlap are
employed. The frequency range 0-9000 Hz is displayed. Shown are the three
phases of string vibration induced by the interaction with the obstacle: I-before
interaction, II- during interaction, III- after interaction.

representation for a typical sound is shown in Fig. 2. Three
main phases [53] may be distinguished:

I When the string is plucked, the signal is quasi-harmonic
and vibrates according to model (1) under linear condi-
tions.

II When the rigid barrier collides with the vibrating string,
the number of spectral components increases (the inter-
action phase). The interaction lasts until there is no more
contact between the string and the obstacle.

III Finally, string vibration returns to the linear regime with
an altered modal state.

A. Interaction phase

The interaction phase II is the main point of interest in this
paper, and results from repeated irregular collisions between
the string and obstacle. Due to the high spring stiffness of the
obstacle, each collision gives rise to a burst of high frequency
energy propagating through the string (see Fig. 2).

As a running measure of string vibration amplitude, it is
useful to define

U(x, t) = max
t′∈W (t)

|u(x, t′)| W (t) = H(t+ 1
2f1

)−H(t− 1
2f1

)

(6)
which is the maximum absolute value of the displacement of
the string at x, averaged over a single period duration (note
that the fundamental frequency f1 is as defined in (2)). If
U(x0, t) > y0, collisions with the obstacle will normally occur
at each oscillation of the string, leading to an increase in high
frequency energy. However, even though the collision model
itself is lossless here, over-all damping of string vibration is
increased, as losses in the string model are stronger at high
frequencies.

By examining the time-frequency behavior shown in Fig. 2,
the spectral content of the signal is modified as soon as the
obstacle appears (from t = t0 = 0.5 s, U(x0, t) ≫ y0).
In particular, the interaction induces frequency shifts of the
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y

x

Fig. 3. Representation of the mode shapes that can vibrate without interacting
with an obstacle positioned near the middle of the string. We observe large
admissible amplitudes for the even-numbered modes (mode 2: cyan; mode 4:
magenta). Conversely, the odd-numbered modes interact with the obstacle at
low amplitudes (mode 1: blue; mode 3: yellow) and will therefore be strongly
modified by the presence of the obstacle. In general, a mode with a node near
the obstacle is not affected much by the obstacle.

modes, harmonic distortion and mode coupling between the
distorted harmonics and the other modes. Perceptually, the
simultaneous presence of these new frequency components
creates beating tones, roughness, and a noise-like signal. This
process, causing significant losses, implies a rapid decrease
in the displacement amplitude of the string at the point of
interaction U(x0, t) until it gets lower than y0. The duration
of this phenomenon depends on the distance y0, the damping
coefficients of the string {σ0, σ1}, the stiffness of the barrier
K, and the non-linear exponent α. An overview of the effects
of these parameters on the interaction phase is available in
[51]. In this paper, we focus on the perceptual cues related to
the position of the obstacle (x0,y0).

After the interaction phase, the signal corresponds to the
natural vibration of the stiff string (quasi-harmonic), but with
a different distribution of modal energy. Residual collisions
may occur, inducing slight harmonic distortion.

B. Evolution of the morphologies with respect to the location
of the rigid barrier

During the interaction phase II, some collision-related ef-
fects (frequency shift, rapid decrease in amplitude, harmonic
distortion) vary depending on the position of the rigid barrier
(x0,y0). In particular, when x0 is an integer fraction of the
string length L, and for y0 ≈ 0, any mode that does not
have a node at this location is extinguished (see Fig.3).
Several examples are shown in Figures 4 (for x0 = L/2 and
x0 = L/3). This phenomenon is used by guitar players to play
natural harmonics. We also observe a specific pattern during
the interaction phase for an obstacle located in the middle
of the string: the frequency components corresponding to the
odd modes (modified by the interaction) are each replaced
by a pair of new components which appear on both sides in
a symmetrical way. The pattern is more complex for other
positions of the obstacle, as the signal is noisier and its energy
is distributed around more partials (See Fig.4).

On the other hand, when y0 increases, the interaction
duration decreases and the mode amplitudes are less affected.
The modes remain at levels close to their initial values before
the interaction (see Fig. 5, left). For y0 = 0.99×U(x0, t0), the
interaction phase is barely visible on the spectrogram (Fig. 5,
right), but we can still identify slight harmonic distortion due
to sparse collisions causing the string to buzz.
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Fig. 4. Spectrograms of two signals synthesized with the physical model for
x0 = L/2; y0 = 0 (left) and x0 = L/3; y0 = 0 (right). 2048-point Kaiser
windows (β = 5) with 1800 samples of overlap. The frequency range 0-3kHz
is displayed. Partial tones corresponding to the modes whose modal shape
includes a node at the position of the obstacle (multiple of 2 on the left,
multiple of 3 on the right) are not modified by the interaction.
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Fig. 5. Spectrograms of two signals synthesized with the physical model for
x0 = L/2; y0 = 0.1 × U(x0, t0) (left) and x0 = L/2; y0 = 0.99 ×
U(x0, t0) (right). 2048-point Kaiser windows (β = 5) with 1800 samples of
overlap. The frequency range 0-5kHz is displayed. The effect of the interaction
on the spectral content diminishes as the obstacle moves away. The rough and
inharmonic aspect of the signal no longer appears for very subtle contacts
(right).

From these observations, it is clear that the important
features associated with the interaction phenomenon are the
the generation of high-frequency components (related to the
loss processes), the rough and inharmonic character of the
signal during the interaction phase (especially for a strong
interaction), and the return to quasi-harmonic sound after the
interaction. The aspects of the signal that encode information
related to the position of the collisions are the duration of
the interaction phase and the distribution of the effects on the
string modes.

From a perceptual point of view, the interaction phase is
characterized by roughness, as defined by Vassilakis [54]. For
instance, a strong interaction leads to a buzzy, harsh sound
that is produced by the presence of several tonal frequency
components in narrow frequency intervals. Indeed, if the
frequency difference between two components is smaller than
the critical bandwidth, then a single tone is perceived either
as fluctuating loudness (beating) or as roughness.

A verification of the morphologies was done by adding
recorded sounds to the corpus (available for listening on the
accompanying site [46]). The sounds were recorded with an
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electric guitar (original Fender stratocaster, American made)
recorded directly through a sound card (RME babyface). String
perturbations were performed manually with a finger or a pick.
The sound morphologies observed for the synthesis model are
very similar to those observed for the sounds recorded when
using the pick. When using the finger to choke the string, the
generation of frequency components is very limited and the
energy of the modes interacting with the finger is dissipated.

IV. SIGNAL-BASED SYNTHESIS PROCESS

In this section, we present the design of the signal model
aimed at reproducing the sound morphologies determined in
the previous section. The process should accurately replicate
the three main phases and particularly the energy transfer to
higher frequencies during the interaction phase. One of the
challenges here is to design a synthesis process mimicking
physical energy dissipation mechanisms.

As a default case, the method should replicate the sound of
a stiff string vibrating normally. The method should further
be able to imitate the effect of a rigid barrier at a specified
location (x0, y0) from t = t0.

A. Additive synthesis of the resonant object

To design a process that generates the sound radiated by a
stiff string, consider the following additive representation (for
a modal model, see e.g. [55]):

s(n) =

N∑
i=1

A0(i)e
−αink︸ ︷︷ ︸

Ai(n)

sin(2πfink) . (7)

Here, fi are the frequencies of the sinusoidal components,
in Hz, αi are the damping coefficients, and A0(i) is the initial
amplitude associated with component i, for i = 1, . . . , N . The
sampling frequency is fixed at fs = 44100 Hz. The time step
k, in s, is defined as k = 1/fs.

The expressions for the frequency of each mode and the
damping law are obtained from the physical model defined in
Eq. (1), for small values of the parameters σ0 and σ1 (see [50]
p177-179):

fi =
γi

2L

√
1 +

κ2π2i2

γ2L2
αi = σ0 + σ1

π2i2

L2
. (8)

The initial amplitude of each mode A0(i) is measured from the
signal generated by the physical model. We synthesize partials
up to fs/2.

B. Modeling signal behavior due to collisions

When the rigid barrier interacts with the vibrating string
(at t = t0), the signal-based method must generate high
frequency components, induce losses, and inharmonic and
rough timbral content from the beginning of the interaction.
For that purpose, signal energy is redistributed towards high
frequency components.

If we consider each tonal component as the signal resulting
from the oscillation of a mass/spring/damper system, the
energy to be conserved is proportional to the power of the

sinusoidal signal. In this case, the energy of the global system
including all the elementary oscillators is conserved on the
condition that the sum of the powers of the tonal components
is not modified during the energy transfer. Thus, the following
recurrence equation can be established for the power of each
tonal component Pi:

Pi(n+ 1) =

Pi(n) + Ti(n)︸ ︷︷ ︸
transfer

 e−2αik︸ ︷︷ ︸
losses

(9)

with
∑N

i=1 Ti(n) = 0.
During the transfer (interaction phase), each mode loses part

of its power (Ti−(n)) which is redistributed simultaneously
to all other modes (contribution to Ti+(n)). The amount of
power lost by each mode i is proportional to the amount by
which a threshold pi is exceeded, and a fraction of this power
is recovered by the other modes. We can express the transfer
term Ti(n) as follows :

Ti(n) = − λ [Pi(n)− pi]+︸ ︷︷ ︸
Ti−(n)

+

N∑
j=1

λθj [Pj(n)− pj ]+︸ ︷︷ ︸
Ti+(n)

(10)

The parameter 0 < λ < 1 controls the speed at which the
transfer occurs, which has an effect on the duration of the
interaction. Another way to affect the speed of redistribution
is to perform the redistribution once every Nd samples. The
transitions between each redistribution are smooth if λ is at
most of the order of 1/Nd. We set Nd = 800 and λ = 1/800
so that the interaction duration is similar to that observed
for the sounds synthesized with the physical model. The
coefficients θj weight the redistribution from the mode j to the
mode i. One must set

∑N
j=1 θj = 1 to ensure the conservation

of power during the transfer (
∑N

i=1 Ti(n) = 0).
We define the threshold pi from an amplitude Âi that

corresponds to the limit at which the mode interacts with the
obstacle:

pi =
Â2

i

2
(11)

We define the limit amplitude Âi of each mode i by the
following equation:

Âi =
y∗0

sin( iπL x∗
0)

. (12)

We therefore consider that a mode i interacts with a
fictitious obstacle located at (x∗

0, y
∗
0) and transmits energy

to the other modes as long as its amplitude is greater than
the limit amplitude Âi. We introduce here a fictitious modal
deformation of amplitude Âi passing through the obstacle (see
Fig. 7).

The weighting coefficients θi are calculated as follows:

θi =
| sin( iπL x∗

0)|∑N
j=1 | sin(

jπ
L x∗

0)|
(13)
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Fig. 6. The black curves represent a modal deformation (for modes 1, 2, 3, from left to right) at a given time step. The obstacle is displayed at (x∗
0, y

∗
0 )
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grey areas that highlight the difference between black and grey curves when the amplitude of the mode is greater than the limit amplitude (interaction area).
The right graph shows the case when the amplitude of the mode is lower than the limit amplitude: in this case, the mode does not distribute energy to other
modes.

Here, the process affects the amplitude of the modes
according to their modal shape for x = x∗

0. Modes
with a vibration node at x = x∗

0 are not affected
by any energy transfer (θi = 0). In addition, because∑N

i=1 θi = 1, the sum of the power redistributed to all
modes

∑N
i=1

∑N
j=1 λθj [Pj(n)− pj ]+ is equal to the total

power exceeding the limit
∑N

i=1 λ [Pi(n)− pi]+. We define
∆Ptot(n) as the sum of the power redistributed to all modes:

∆Ptot(n) =

N∑
i=1

N∑
j=1

λθj [Pj(n)− pj ]+︸ ︷︷ ︸
Ti+(n)

=

N∑
i=1

λ [Pi(n)− pi]+︸ ︷︷ ︸
−Ti−(n)

(14)
Note that the limit amplitude Âi of the modes with a node

at x∗
0 tends towards infinity and thus the power variation Ti(n)

is zero, so they are not affected by the redistribution process.
Two scenarios can be identified for the other modes:

• if Ai(n) > Âi, this mode will be considered as interacting
with the rigid barrier. Part of its power will be distributed
to the other modes of the string.

• if Ai(n) < Âi, this mode only receives power from
interacting modes. Its amplitude may increase if the
distribution process is stronger than the damping process
at the mode’s frequency.

It is also interesting to note here that it is possible to
introduce losses into the redistribution by multiplying the
term Ti+(n) by a number between 0 and 1 to limit or
even eliminate the appearance of frequency components
during the interaction phase. We can also choose to weight
the redistribution in certain frequency bands (for example,
limiting the redistribution towards high frequencies to
approach muted sounds) by acting on the coefficients θi
(ensuring that

∑N
i=1 θi ≤ 1 to guarantee the stability of the

synthesis process).

In addition to the redistribution process, we generate up to
two frequency components associated with each mode during
the interaction in order to create a rough and inharmonic sig-
nal. We here seek to reproduce the particular pattern described
in Sec.III-B for an obstacle located in the middle of the string
(see Fig.4).

Fig. 7. Schematic time-frequency representation of the two frequency
components generated for each mode i of the string during the interaction
(the grayscale represents the amplitude of the components).

This reproduction is sufficient to encode the sound event and
the location of the rigid barrier. We have used the following
equations to generate this part of the signal:

s(n) =

N∑
i=1

[Bi(n) sin(Φi+(n)) + Ci(n)Bi(n) sin(Φi−(n))]

(15)
with :
• Φi+(n), the phase of the upper tonal component associ-

ated with the mode i:

Φi+(n) = Φi+(n− 1) + 2π(fi + Ci(n)
f1
3
)k

• Φi−(n), the phase of the lower tonal component associ-
ated with the mode i:

Φi−(n) = Φi−(n− 1) + 2π(fi −
f1
3
)k

• Bi(n), the amplitude of the upper tonal component
associated with the mode i:

Bi(n) =

√
2Pi(n)

1 + Ci(n)2

• 0 ≤ Ci(n) ≤ 1, a function allowing the continuous
transition from the phase where two tonal components
per mode are generated (Ci > 0) to the phase where
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only one tonal component is associated to each mode
(Ci = 0). Ci becomes greater than 0 if the redistributed
power exceeds a threshold value P̂ and the rate at which
it approaches 1 is driven by the coefficient cp:

Ci(n) = θi

[
1− exp

(
−cp(∆Ptot(n)− P̂ )

)]
+

(16)

The power Pi(n) associated with each mode i at time step
n is distributed in two components. If ∆Ptot(n) is greater
than an arbitrary limiting value P̂ (i.e. if there is a strong
interaction), the process generates two distinct components for
each mode at frequencies fi+Ci(n)f1/3 and fi−f1/3. Then,
as ∆Ptot(n) decreases, the component at fi − f1/3 gradually
disappears and the frequency of the other component decreases
to the initial frequency of the mode fi.

For 0 < ∆Ptot(n) < P̂ , only one component remains for
each mode at fi, but ∆Ptot(n) is still distributed over all
the modes. This corresponds to the effect of sparse collisions
on the signal. For ∆Ptot(n) = 0, the process generates one
component for each mode, and the redistribution halts.

These variations are driven by the function Ci(n), ranging
between 0 and 1. We made the choice to use an exponential
function here so that the frequency of the upper component
remains stable around fi + f1/3 at the beginning of the
interaction and then rapidly drops to its final value fi (see
Fig. 7). The coefficient cp characterizes the slope of the
frequency drop. Also, Ci(n) is weighted by the distribution
coefficient θi (the modes with a node at x∗

0 are not affected).

Below is an overview of the proposed synthesis method:
from t = t0

0. initialization for n = ⌊t0 × fs⌋:
Pi(n) = Ai(n)

2/2

1. Calculation of the power transfers for all the modes
(Eq. (10)):
Ti(n) = −λ [Pi(n)− pi]+ +

∑N
j=1 λθj [Pj(n)− pj ]+

2. Calculation of the signal at the nth time step, splitting
the mode into two sinusoidal components (Eq. (15)).

3. Calculation of the power of the modes at n+ 1 (Eq.
(9)):
Pi(n+ 1) = (Pi(n) + Ti(n)) e

−2αik

4. Update of the time step and return to step 1.

The spectrogram of a sound synthesized by this model is
shown in Fig. 8 for x∗

0 = L/2.
Preliminary listening experiments indicate that this signal-

based synthesis process is capable of generating a variety
of sounds that evoke the perturbation undergone by a string
interacting with an obstacle and the parameters (x∗

0,y∗0) ap-
propriately control the model. The profile of the frequency
components during the interaction can be modified through
the parameters P̂ and cp.

This signal model offers a simple and controllable way
to transfer energy between different tonal components. This
phenomenon is an essential feature of the non-linear behaviour
of sound sources. It is possible to extend the use of this model
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Fig. 8. Spectrogram of a sound synthesized with the signal-based synthesis
process for x∗

0 = L/2; y∗0 = 0.42 × | sin(πx∗
0/L)|; P̂ = 340; cp =

6× 10−4. Note that the frequency components corresponding to the modes
2 and 4 are not modified by the process during the interaction. 2048-point
Kaiser windows (β = 5) are used, with 1800 samples of overlap.

to other configurations. For instance, it is possible to choke
the string by removing positive contributions from transfers
(Ti+ = 0). Also, we can extend the model to two-dimensional
objects and generate snare drum sounds [17]. The definition of
random weighting coefficients θi for the redistribution allows
an approach to the emulation of the sound of the tanpura
[14]. More generally, the addition of random amplitude and
frequency modulations during interaction allows more realistic
sounds to be generated (sound examples are available at [46]).

V. PERCEPTUAL EVALUATION

In this section, we describe several perceptual evaluations
of sounds resulting from the collisions between a string
and an obstacle. In the first two experiments, we seek to
better understand our ability to retrieve the position of the
obstacle from the perception of the sound resulting from
this phenomenon, and further evaluate the abilities of the
signal model to encode the signal morphologies that allow the
phenomenon to be identified and localized with respect to the
control parameters (x∗

0, y∗0 , P̂ , cp). Also, we seek to propose
a semantic description to describe the perturbation undergone
by the string. The aim is to work towards an intuitive control
of the sound synthesis method presented in this paper. In a last
experiment, we seek to evaluate the quality of the synthesized
sounds in terms of evocation and realism by comparing them
to recorded sounds.

A. Experiment 1: evaluation of perceived location of the
obstacle

In this experiment, we compare sounds generated by the
signal and physical models through a listening test. We test
the hypotheses and choices made when designing the signal
model (e.g. the addition of tonal components for roughness,
frequency variation for inharmonicity, and thresholds
and weighting coefficients for selective redistribution). In
particular, we evaluate how the signal model under different
configurations allows the recognition of the position of an
obstacle. The sounds generated by the physical model are
taken as a ground truth for the signal model.
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1) Experimental design: The experiment is a full factorial
design. We study the influence of three factors on the
perceived location of the obstacle. The jth level of the
factor ζ is indicated by ζj . The three factors (M, X , Y) are
described below:

• M (3 levels) corresponds to the model used to synthesize
the sound: the physical model and the signal model with 2
different profile functions Ci(n), chosen to have different
evolutions of the rough and inharmonic signal.

• X (3 levels) corresponds to the longitudinal position of
the obstacle.

• Y (9 levels) corresponds to the transverse position of the
obstacle. The 9 level values were chosen from an informal
calibration conducted by the authors (through a listening test)
aiming at a perceptually linear transition along the whole
range of y0 and y0

∗ for both the physical and the signal
models. It thus considers the fact that the sound rapidly
changes for small variations of the position close to the
extremities.

TABLE II
LEVELS FOR FACTORS M, X AND Y .

Factor M
Level Description
M1 physical model
M2 signal model: cp = 6× 10−4, ∆Plim = 340
M3 signal model: cp = 1× 10−4, ∆Plim = 4000

Factor X
Level x0 for M1, x∗

0 for M2, M3

X1 L/2
X2 L/3
X3 5L/12

Factor Y
Level y0

U(x0,t0)
for M1

y∗
0

| sin(πx∗
0/L)| for M2, M3

Y1 0.0065 0.005
Y2 0.013 0.01
Y3 0.13 0.1
Y4 0.315 0.26
Y5 0.49 0.58
Y6 0.675 0.74
Y7 0.875 0.9
Y8 0.921 0.99
Y9 0.985 0.995

The function Ci(n) is defined differently for M2 and M3

(see Eq. (16)). Fig. 9 shows the frequency gap at the beginning
of the interaction ∆f for the different levels of Y for the two
different profile functions (corresponding to M2 and M3).
Here, we generate a rough and inharmonic signal during the
interaction when ∆f > 0 (levels Yj≤8 for M2 and Yj≤7

for M3). Also, the frequency of the upper component tends
to increase more smoothly and the rough signal duration is
shorter for M3 than for M2.

In addition to these synthesized sounds, two baseline
sounds simulating the vibrating string without an obstacle
were synthesized: one from the physical model and the other
using the signal model. In summary, a total of 83 sounds
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Fig. 9. The frequency gap ∆f = Ci(n)f1/3 of the affected modes at the
beginning of the interaction for the signal model for different levels of Y .

(= 3× 3× 9 + 2) were generated for the listening test.

2) Participants: 22 participants (nine female) took part
in the experiment. Six of them regularly practiced a string
instrument at an amateur level and ten worked in audio-related
fields (as a researcher or technician). The age range was from
22 to 67 years old (with a mean of 32). None had hearing
problems (as tested using a calibrated audiometer).

3) Procedure: Testing was performed in a quiet room, and
participants used closed headphones (Sennheiser HD280pro).
The 83 sounds were presented to the participants in a random
order. For each sound, participants were asked to retrieve
the position of the obstacle and to indicate it visually on
a screen displaying the string and the obstacle. The visual
indication was performed using two sliders for the longitudinal
and transverse positions of the obstacle, noted Rx and Ry

respectively. Ry was evaluated on a scale from 0 to 100, where
0 was for the equilibrium position of the string and 100 for
the maximum vibration amplitude of the string at x0. Rx was
evaluated on a scale from 0 to L/2. Three markers permitted
the localisation of specific positions along the x-axis (L/2,
L/3, L/4). The participants had the possibility to tick a box
labeled “no idea" if they were not able to locate the obstacle
along the x-axis. Also, the participants were asked to give a
short semantic description of the action evoked by each sound
(with a verb and/or adverb). This semantic report was optional.
The total duration of the listening tests was between 35 and
75 minutes per participant.

4) Results:
a) Perception of the transverse position Ry: We con-

ducted a repeated measures Analysis of Variance (ANOVA) on
the Ry values including M and Y as factors. The results are
displayed in Fig. 10. We observe a strictly increasing curve of
the mean value for the level of the factor Y for all the models
(M1,M2,M3).

In the comparison of results between the models, scores did
not differ significantly for the first four and last two levels of
Y (there was no significant variation between results for the
models for Y1,Y2,Y3,Y4,Y8,Y9, p > 0.937). In particular,
one can note that the perceptual distance between the models
is very low (because the model correctly transcribes the sound
event) for the first levels of Y (see Y1,Y2,Y3,Y4, Fig.10).

It is interesting to note that the extreme values for Ry can
be reached with the signal model. Thus, encoding through the
signal-based method allows the recognition of the transverse
position over the whole range of Y . We found significant
differences between results for the models for the middle
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Fig. 10. Combined effects of factors Y and M on the measure Ry . Least
Square Means. Current effect: F (18, 378) = 7.7548, p < 0.0001. Vertical
bars denote +/- standard errors. Tukey’s HSD Post Hoc test : ∗∗ = p < 0.01,
∗ ∗ ∗ = p < 0.001.

levels of Y (Y5-Y7). Considering the curve for the physical
model (M1) as the reference, these deviations can be directly
related to the different profiles chosen for the signal models
(M2, M3). Indeed, one can observe that Ry falls between
levels 8 and 7 (resp. 7 and 6) for M2 (resp. M3), directly
corresponding to the levels of appearance of the rough and
inharmonic part of the signal during the interaction for these
respective models (see Fig. 9).

Thus, this result shows that the rough and inharmonic aspect
of the signal has a strong impact on the perceived transverse
location Ry .

Finally, the semantic labels proposed by the participants can
be summarized as follows:

• for high levels of Y: “effleurer, frôler" (French verbs for
“touch softly"), “légèrement, faiblement" (French adverbs
for “slightly") and “doucement" (French for “softly")

• for low levels of Y: “étouffer" (French for “choke"),
“appuyer" (French for “push") and “fortement" (French
for “strongly")

These word choices show that the transverse position is often
associated with the evoked intensity (or force) of interaction.
We touch slightly (resp. strongly) the string for high (resp.
low) levels of Y . Thus, the rough and inharmonic aspect of
the sound evokes a strong interaction.

b) Perception of the longitudinal position Rx: To evalu-
ate the ability of participants to identify the longitudinal posi-
tion of the obstacle, the distance to the target was calculated
(d = |Rx − Xj |) for any participant who did not tick the “no
idea" box. If d ≤ L/30, the Rx score was considered as correct
(within a margin of error of one step to the left and right of
the marker). In addition, we examined the scores at particular
locations along the string: X1 = L/2, X2 = L/3, and
X3 = 5L/12. Indeed, since the variation of sounds according
to X follows a specific logic (see Section III-B), some sounds
could be more easily identified at particular locations, as when
playing a natural harmonic on a guitar. Thus, the longitudinal
position could be more easily recognizable for low levels of Y
particularly at L/2, L/3, 2L/3, L/4... For other values of x0,
the sound is entirely dissipated during the interaction, leaving

no possibility of retrieving the longitudinal position with the
remaining harmonics. For instance, there is no sound after the
interaction with an obstacle located at x0 = 5L/12 and y0 = 0
as the 12th harmonic of the string has already disappeared
at t = t0. Also, it is increasingly difficult to distinguish the
strongest harmonics after the interaction when y0 increases.

First, we evaluated the results for the physical model (M1).
We found that the target identification scores were poor and
that the longitudinal position of the obstacle was generally
difficult to recognize. The participants had no idea in 38.72%
of the cases (“no idea" box ticked) and the values were close
to the target in 8.08% of the cases only. When focusing on
the 3 first levels of y0, the participants had no idea in 28.79%
of the cases, and they were close to the target in resp. 9.09%,
16.67%, and 6.06% of the cases for resp. x0 = L/2, x0 =
L/3, and x0 = 5L/12.

Interestingly, if we focus on participants who play a string
instrument regularly (i.e. 6 participants), we observe a sig-
nificant improvement in the results. When focusing on the 3
first levels of y0, these participants had no idea in 16.67% of
the cases, and they were close to the target in resp. 22.22%,
50%, and 5.56% of the cases for resp. x0 = L/2, x0 = L/3,
and x0 = 5L/12. One can also note that these participants
reported Rx = L/4 for x0 = L/2 in 38.89% of cases. This
confusion is due to the fact that the remaining harmonics after
the interaction for x0 = L/4 have a double frequency of the
remaining harmonics for x0 = L/2. After the interaction, the
two sounds are separated by an octave, meaning that they are
perceptually close (due to the octave-equivalence effect).

Since these results were obtained on scores from 6 partic-
ipants who play a string instrument regularly and a reduced
number of stimuli in the experiment, a more in-depth study
has been conducted.

B. Experiment 2: Effect of expertise and training on the
perception of the longitudinal position

We conduct a similar experiment, with participants having
a background in acoustics and music, for specific obstacle
positions in order to investigate more precisely if the recog-
nition of the longitudinal position is perceived by this type
of person and if specific training can significantly improve
this recognition. Also, we attempt to verify whether the signal
model correctly transcribes the phenomenon.

1) Experimental design: We study the influence of three
factors described below on the perceived longitudinal position
of the obstacle:

• T (2 levels) corresponds to the training of the participant
(T1: before training; T2: after training).

• M (2 levels) corresponds to the model used to synthesize
the sound (M1: physical model; M2: signal model).

• X (8 levels) corresponds to the longitudinal position of
the obstacle (Xj : x0 = L/(j + 1)).
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The sounds are generated for an obstacle located at y0 = 0.
Each sound is repeated twice for a total of 64 stimuli.

2) Participants: 11 participants (4 female) took part in
the experiment, all part of a master’s degree in acoustics and
musicology. They have a scientific background allowing them
to understand the modal representations of string vibrations
and a musical background allowing them to recognize
different musical intervals. The age range was from 20 to 24
years old (with a mean of 22). None of them reported any
hearing problems.

3) Procedure: Testing was performed in a quiet room and
participants used closed headphones. The experiment was
organized in three distinct phases:

- (T1) First, 32 stimuli were presented to the participants in
a random order (16 conditions T1MiXj × 2 repetitions). For
each sound, participants were asked to retrieve the longitudinal
position of the obstacle by moving a slider ranging from 0 to
L/2. Seven equidistant markers were positioned on the slider
(0, L/12, L/6, L/4, L/3, 5L/12, L/2).

- Then the participants were informed about the physical
phenomenon involved in the interaction process and how they
could retrieve the position from the difference in pitch between
the beginning and the end of the sound.

- (T2) The first phase was repeated, post training.

4) Results: As for the previous experiment, we computed a
percentage of correct answers from the distance to the target
for each condition. We used binomial tests to evaluate the
statistical significance of deviations between the conditions
and a theoretical random distribution computed from random
answers. The probability of having a correct answer by an-
swering randomly is different for each level of the longitudinal
position factor X and is equal to the number of slider positions
corresponding to a correct answer divided by the total number
of slider positions.

The average correct response rate across all conditions is
low (23.72%) but still significantly higher than for random
responses (p<0.00001). The correct response rate is signifi-
cantly higher than for random for all conditions except for
X6 (p=0.1026), X7 (p=0.0762) and X8 (p=0.5340). For these
specific locations, the intensity of the harmonics remaining
after the interaction is low and the interval is difficult to recog-
nise (L/7, L/8, L/9). The correct response rate excluding
these conditions is 31.13%. It is therefore a difficult but not
impossible task for Xi with i<6.

If we compare the different conditions with a binomial test,
we observe that the correct response rate is significantly higher
after the training phase (32.39%>15.06%, p<0.00001). We can
conclude that training has a significant effect and that the task
can be learned quickly. If we observe only the conditions Xi

with i<6, the rate of correct answers after training is 42.27%.
The task in this case becomes quite feasible, even if the correct
response rate remains below 50%.

C. Experiment 3: Evaluation of the quality of the sounds
generated by the signal model

The previous experiments have informed us about the ability
of our model to evoke an obstacle colliding with a string at
a particular position. However, they provide little evidence to
show whether the sounds produced are plausible or realistic.
The aim of this final experiment is to find out how closely (and
under what conditions) sounds generated by the signal model
can approach real sounds. In particular, we noticed that the
sounds generated by the signal model could sound synthetic
despite the correct transcription of the position information
and we wish to evaluate whether the use of random processes
could improve the plausibility of the generated sounds.

1) Experimental design: We used the MUSHRA method-
ology to compare different versions of the signal model with
recorded sounds.

We used 6 different recorded sounds from the corpus (D-
string of an electric guitar), for 3 different obstacle positions
(X1: L/2, X2: L/3, X3: L/4) and 2 different obstacles (O1:
finger, O2: pick).

We calibrated the signal model with two different sets of
parameters to reproduce the recorded sounds corresponding to
an interaction between a string and a finger or a pick. For each
recorded sound, we compared the 6 following conditions:
• C1 Randomized phase of each tonal component during the
interaction phase to generate a noisy-like signal (low anchor),
• C2 Signal model without additional tonal component during
the interaction phase for strong interactions,
• C3 Signal model as presented in Sec.IV (2 tonal components
per mode),
• C4 Signal model without additional tonal component during
the interaction phase, random frequency modulation and ran-
dom modification of non-zero weighting coefficients at regular
time intervals,
• C5 Signal model with 2 tonal components per mode, random
frequency modulation and random modification of non-zero
weighting coefficients at regular time intervals,
• C6 hidden reference (recorded sound).

We added a background corresponding to an empty record-
ing to the synthesized sounds in order to ensure that the noise
associated with the recording would not be a factor in the
evaluation of the stimuli. The test interface was designed with
the webMUSHRA framework [56].

2) Participants: 18 participants (5 female) took part in the
experiment. The age range was from 23 to 72 years old (with
a mean of 38). None of them reported any hearing problems.

3) Procedure: After listening alternately to the reference
and the different conditions, participants had to evaluate the
similarity between a reference sound and 6 stimuli correspond-
ing to the 6 conditions mentioned above. Participants were
asked to rate the similarity, noted R, using sliders ranging from
0 to 100 with the following indications: 0-20 “Bad" ; 20-40
“Poor" ; 40-60 “Fair" ; 60-80 “Good" ; 80-100 “Excellent".

4) Results: We conducted a repeated measures Analysis of
Variance on the response values R including C, O and X as
factors. The results for the low anchor and the reference sound
are consistent (see Fig.11, C1 and Ref). We focus our statistical
analysis on the other 4 conditions (C2, C3, C4 and C5).
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Fig. 11. Combined effects of factors C and O on the measure R. Least
Square Means. Current effect: F (5, 85) = 24.968, p < 0.0001. Vertical
bars denote +/- standard errors. Tukey’s HSD Post Hoc test : ∗ = p < 0.05,
∗∗ = p < 0.01.

On average, we observe scores around 60 and little variation
between conditions. Interesting results can be observed in the
case of the interaction between the factors O and C. The
evolution of the quality of sound reproduction by the signal
model for the different conditions is significantly affected by
the nature of the object used for the collisions with the string.
In the case of the finger (O1), the reproduction is rated equally
good for all conditions. The redistribution phenomenon during
the interaction between the string and the finger is subtle and
the appearance of a frequency component is limited. We can
conclude that a basic model gives good results and that it is not
necessary to add tonal components to increase the roughness
or random modulations to improve the natural aspect of the
sound for this kind of interaction.

Conversely, the quality of the reproduction of sounds
recorded with the pick (O2) varies significantly according
to the conditions (see Fig.11). In this case, the model cor-
responding to the condition C5 (between “fair" and “good")
is significantly better than the models presenting no random
modulations (C2 and C3 between “poor" and “fair"). The
interaction between the string and the pick is strong and leads
to a rich and complex sound. For this type of interaction,
the models corresponding to conditions C2 and C3 generate
unnatural sounds even though it is clear that the transcription
of the sound event was correct in the previous experiments.
In particular, we can observe that the appearance of a second
tonal component seems to degrade the sound quality if it is
not accompanied by random modulations.

D. Discussion: towards a perceptual control

The results of the perceptual evaluations are of great interest
for the design of perceptually controlled sound synthesis
processes. In practice, a perceptual control can be designed by
defining semantic labels “soft”/“strong” (as proposed by the
participants, see Sec.V-A4a) corresponding to the evocation
of the nature of the interaction and by mapping them to
the previous signal patterns and to the control parameters
reflecting the physical location of the rigid barrier (x∗

0, y∗0).
Note that the synthesis process allows the generation of dif-
ferent profiles with the same global energy distribution during
the interaction (profile function Ci(n) defined in Eq. (16),
controlled by cp and P̂ ). For this purpose, results obtained
from the listening test (see Fig. 10) allowed the calibration of

the perceived transversal position with respect to the physical
position, notably large perceptual variations for low values
of y0. It was observed that the interaction was described as
‘strong’ when the signal was inharmonic and rough (Ci(n) >
0). Conversely, when energy is distributed to high-frequency
components, but with no frequency shift of the modes, the
perceived transverse location was close to its maximum value
and the interaction was described as ‘soft’. In contrast, we
found that the longitudinal position was difficult to retrieve by
listeners and required expertise (i.e. a trained ear), since it is
based on the identification of the harmonics remaining after
the interaction for low levels of Y and for specific values
of x0 (L/2, L/3 ...). The signal model yields a consistent
transcription of these acoustic cues, allowing trained users to
recognise the longitudinal position of the obstacle.

Further, the proposed signal-based synthesis process allows
a low-parameter alternative to physical constraints in terms of
control while retaining the perceptual characteristic of inter-
acting with an obstacle. In practice, the sound morphologies
reproduced by the signal model and characterizing the non
linear interaction could be applied to different virtual objects
or sound textures by modifying the initial signal (defined in
section III.A). Hence, new tools could be developed for sound
designers, giving them an alternative to databases of recorded
sounds for various applications such as video games. This
would lead to real-time event-driven synthesis of sounds in
virtual or augmented reality environments. Also, the possi-
bility emerges of generating entirely new sounds that carry
information contained in the sound invariants.

However, there is still work to be done to develop ergonomic
tools that can be used in a mainstream sound design context.
In particular, it is necessary to explore the sound space that
can be covered by the model and to distinguish interesting
cases from problematic ones (redundant and/or critical). Also
the mapping of the synthesis parameters to a smaller, more
perceptually meaningful set may require some additional work.

VI. CONCLUSION & PERSPECTIVES

In this paper, we have indentified the sound morphologies
responsible for the recognition of nonlinear interactions such
as a string colliding with a rigid barrier. We have proposed a
signal-based sound synthesis process allowing the retranscrip-
tion of the disturbance undergone by a vibrating object when
it collides with a rigid obstacle. We have determined typical
signal behaviors that carry the perceptual information of the
nature of the interaction with respect to the location of the rigid
barrier by investigating a sound data bank synthesized with a
physical model. We have observed a generation of frequency
components during the interaction due to harmonic distortion
and mode coupling and a frequency shift of some modes for
strong interactions which, added to the generation of frequency
components, causes a rough and inharmonic signal. We then
designed a signal-based sound synthesis process that repro-
duces these patterns and evaluated subjects’ perceptual ability
to locate the interaction point from listening to the sounds
generated by both physical and signal models. Results from
the physical model informed us about our ability to locate the
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obstacle, and we validated the transcription of the phenomenon
with the signal model by comparing the results obtained with
both models. The comparison of the sounds generated by the
signal model with recorded sounds allowed us to determine
that the quality of the reproduction was considered “good".
The results of the listening tests showed that we are able to
precisely recognize the transverse location which we associate
with the notion of “intensity" of interaction. Conversely, the
recognition of the longitudinal location requires a trained ear.

This type of interaction brings together various identifiable
phenomena observed in musical instruments (tanpura, fret
buzz, rattling element) and may be the subject of future work
on interactions with various sound-producing objects. We also
aim to investigate the perceptual control of structural features
of the barrier. Indeed, it may be of interest to study how we
perceive the size, shape and material of the obstacle through
the radiated sound of the string. Finally, as discussed earlier
in section V.D, we also intend to explore how these sound
invariants could be applied to other types of objects (e.g.
membranes, etc.), or to other types of sound textures in the
context of the creation of new sounds.
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