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Abstract. A closed subgroup G ⊂u U+
N is called easy when its associated Tannakian

category Ckl = Hom(u⊗k, u⊗l) appears from a category of partitions, C = span(D)
with D = (Dkl) ⊂ P , via the standard implementation of partitions as linear maps. The
examples abound, and the main known subgroups G ⊂ U+

N are either easy, or not far
from being easy. We discuss here the basic theory, examples and known classification
results for the easy quantum groups G ⊂ U+

N , as well as various generalizations of the
formalism, known as super-easiness theories, and the unification problem for them.



Preface

One problem in quantum mechanics is that the particles there are of “slippery” nature,
having no clear positions and speeds. The trick, going back to Heisenberg, Schrödinger
and others, is to relax, and look at this with a mix of algebraic and probabilistic thoughts.
Following Heisenberg, the point is that of accepting that, at that tiny scales, our usual
R3 might get replaced by something more complicated, of “matrix” type, where functions
do not necessarily commute, fg ̸= gf . Also, following Schrödinger, what about lowering
our ambitions too, and instead of looking for exact positions and speeds, rather look for
the probability of finding the particle here or there, and with this or that speed.

The two points of view, of Heisenberg and Schrödinger, are in fact equivalent, and
the credit for the unification, establishing quantum mechanics as a sort of peculiar mix of
matrix type algebra and probability, goes to Dirac. Later on Feynman and others came
with something even better, quantum electrodynamics (QED), but the badge “mixture
of bizarre algebra plus probability” still remained attached to the theory.

To us, mathematical physicists, this suggests to get involved into building abstract
theories based on noncommutativity, fg ̸= gf , and with some probabilistic ideas in mind.
With a bit of luck, maybe one day such a theory will prove to be useful in physics, helping
in substantially improving what Feynman and others are saying.

The quantum groups come from this philosophy. To be more precise, a quantum
group G is something similar to a group, except for the fact that the functions on it do
not necessarily commute, fg ̸= gf . Here “function” can mean many things, such as usual
complex function f : G → C, or function taking values in an arbitrary field f : G → F ,
or even function defined infinitesimally around the origin, f : g→ F , or why not element
of the enveloping Lie algebra f ∈ Ug, and so on. In short, many choices here, but you
get the point, up to some algebra, nocommutativity somewhere, fg ̸= gf .

What are then the simplest, the “easiest” quantum groups?

This is a tricky question, whose answer depends on your knowledge of mathematics,
and perhaps on your physics background too. At the white belt level, meaning decent
knowledge of group theory, and skipped physics classes when in school, many interesting
theories can be developed. At a more advanced level, however, you will learn that no
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4 PREFACE

matter what you want to do with your quantum group G, be that algebra, geometry,
analysis, probability or physics, your favorite pastime will be that of using the Tannakian
category of G, which is the collection C = {Ckl} of linear spaces given by:

Ckl = Hom(u⊗k, u⊗l)

Here u is a fundamental representation of G, and the simplest way of having such a
fundamental representation is by assuming that G appears as a closed subgroup of the
free unitary group, G ⊂u U

+
N . That is, G must be a “compact quantum Lie group”. But

with this picture in mind, easiness of G should mean that C is as easy as possible, and
this technically means that C must appear from a category of partitions D = (Dkl) ⊂ P ,
via the standard implementation of partitions as linear maps, as follows:

C = span(D)

Thanks to theorems of Brauer and others, the examples of easy quantum groups
abound, and in fact all the main known subgroups G ⊂ U+

N are either easy, or not far
from being easy. Which is something remarkable, and technically, very useful.

The present book is about this, introduction and basic theory, examples and clas-
sification results for the easy quantum groups G ⊂ U+

N , and various generalizations of
the formalism, known as super-easiness theories. The book is organized in 4 parts, with
Part I discussing the basics of easiness, Parts II and III getting more in detail into the
continuous case, and the discrete case, and Part IV dealing with super-easiness.

This is my third quantum group book, coming as a continuation of [2], general in-
troduction to quantum groups, and [3], technical book on quantum permutations. There
will be a fourth and final book as well, discussing arithmetic aspects.

It is a pleasure to thank everyone, young or old, involved in the theory discussed
below. Starting of course with Hermann Weyl. Many thanks go as well to my cats. They
say that electrons at rest purr too, but this remains to be mathematically confirmed.

Cergy, August 2024

Teo Banica
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Part I

Easy quantum groups



Love is a stranger
In an open car
To tempt you in

And drive you far away



CHAPTER 1

Brauer theorems

1a. Abelian groups

Welcome to easiness. As the name tends to indicate, this is something rather algebraic,
of yoga nature. And think here for instance, for a vague comparison, to algebraic geometry
a la Grothendieck, isn’t that something easy too, perhaps even trivial.

However, there are no reasons to be scared about this. The idea indeed is that, once
you are at a reasonably advanced level in representation theory, easiness is something
truly simple, deserving its name, and that you should perfectly master, and build your
theories upon. Our goal in this first chapter will be to reach to the “reasonably advanced
level” that is needed, in order to talk about easiness. On the menu, compact Lie groups
G ⊂ UN , with lots of computations for them, then Brauer theorems and easiness.

For simplicity, let us first restrict the attention to the real case, G ⊂ ON . Normally
the first thing to be done with such a beast is to consider its Lie algebra g = T1G.
Indeed, this Lie algebra g is a vector space, so what we have here is a potentially fruitful
“linearization” idea. However, and here comes our point, the construction G → g is not
the only possible linearization of G. As a rival construction, we have:

Definition 1.1. Associated to any closed subgroup G ⊂ ON are the vector spaces

Ckl =
{
T ∈ L(H⊗k, H⊗l)

∣∣∣Tg⊗k = g⊗lT,∀g ∈ G
}

where H = CN . We call Tannakian category of G the collection of spaces C = (Ckl).

Observe that, due to g ∈ G ⊂ ON ⊂ L(H), we have g⊗k ∈ L(H⊗k) for any k, so the
equality Tg⊗k = g⊗lT makes indeed sense, as an equality of maps as follows:

Tg⊗k, g⊗lT ∈ L(H⊗k, H⊗l)

It is also clear by definition that each Ckl is a complex vector space. Moreover, it is
also clear by definition that C = (Ckl) is indeed a category, in the sense that:

T ∈ Ckl , S ∈ Clm =⇒ ST ∈ Ckm

Quite remarkably, the closed subgroup G ⊂ ON can be reconstructed from its Tan-
nakian category C = (Ckl), and in a very simple way. More precisely, we have:
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12 1. BRAUER THEOREMS

Claim 1.2. Given a closed subgroup G ⊂ ON , we have

G =
{
g ∈ ON

∣∣∣Tg⊗k = g⊗lT,∀k, l, ∀T ∈ Ckl

}
where C = (Ckl) is the associated Tannakian category.

Summarizing, we have some sort of idea here, and the question that you surely have
in mind is probably, okay, but why not formulating our claim as a theorem, then proving
our theorem, like mathematicians do, and then going ahead, saying what we have to say.
Good point, but the problem is that, what we have to say is precisely this claim.

In short, and please don’t misunderstand me, but Claim 1.2 is something extremely
deep, and in any case far deeper than what you can possibly imagine. So, we will first
attempt to understand what Claim 1.2 really says, with some illustrations, examples, and
so on. And then, once we’ll reach to the point where we are stunned by the beauty of
this claim, and eager of looking for applications, and developing whole theories based on
it, we will get of course motivated, do the math, and pull out a proof.

Let us begin with some simple observations. We first have:

Proposition 1.3. Given a closed subgroup G ⊂ ON , set as before

Ckl =
{
T ∈ L(H⊗k, H⊗l)

∣∣∣Tg⊗k = g⊗lT,∀g ∈ G
}

where H = CN , and then set as in Claim 1.2:

G̃ =
{
g ∈ ON

∣∣∣Tg⊗k = g⊗lT,∀k, l, ∀T ∈ Ckl

}
Then G̃ is closed subgroup of ON , and we have inclusions G ⊂ G̃ ⊂ ON .

Proof. Let us first prove that G̃ is a group. Assuming g, h ∈ G̃, we have gh ∈ G̃,
due to the following computation, valid for any k, l and any T ∈ Ckl:

T (gh)⊗k = Tg⊗kh⊗k

= g⊗lTh⊗k

= g⊗lh⊗lT

= (gh)⊗lT

Also, we have 1 ∈ G̃, trivially. Finally, assuming g ∈ G̃, we have:

T (g−1)⊗k = (g−1)⊗l[g⊗lT ](g−1)⊗k

= (g−1)⊗l[Tg⊗k](g−1)⊗k

= (g−1)⊗lT

Thus we have g−1 ∈ G̃, and so G̃ is a group, as claimed. Finally, the fact that we have

an inclusion G ⊂ G̃, and that G̃ ⊂ ON is closed, are both clear from definitions. □
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Getting back now to Claim 1.2, what is going on there is that given a closed subgroup

G ⊂ ON , we can associated to it a sort of “completion” G̃, which is an intermediate

subgroup G ⊂ G̃ ⊂ ON . And we want to prove that G ⊂ G̃ is an equality.

This certainly looks a bit technical, but at least we are now into some familiar ground,
that of abstract mathematics, so based on our knowledge here, we can start thinking
about a strategy for proving our claim. And here, things are quite clear. Indeed, the
relations Tg⊗k = g⊗lT can be thought of as being some sort of “commutation relations”,
with the remark that at k = l they are indeed usual commutation relations, namely:

[T, g⊗k] = 0

Thus, what our claim basically says is that “the commutant of the commutant must be
the group itself”. Which leads right away, assuming some knowledge of pure mathematics,
either advanced algebra, or some functional analysis, to the following thought:

Thought 1.4. Our Claim 1.2 is some sort of bicommutant theorem for groups, and
it is based on this that we should look for both its proof, and beauty and applications.

We will see later that this thought is indeed correct, with one proof of Claim 1.2 coming
from the bicommutant theorem of von Neumann, and with its beauty and applications
coming in relation with the operator algebras introduced by the same von Neumann.
Which is something very nice, for the story, John von Neumann being one of the last
serious mathematicians, knowing well both math and physics, as we should all do.

This being said, what we have so far as theory, namely Definition 1.1, Claim 1.2,
Proposition 1.3 and Thought 1.4, still remains something quite abstract. So, let us work
out some examples. The orthogonal diagonal matrices form a subgroup ZN

2 ⊂ ON , and
for the various subgroups G ⊂ ZN

2 our theory is quite exciting, and we have:

Theorem 1.5. For the abelian groups of diagonal matrices, G ⊂ ZN
2 , we have

Ckl =
{
T ∈ L(H⊗k, H⊗l)

∣∣∣∃g ∈ G, gi1 . . . gik ̸= gj1 . . . gjl =⇒ Tj1...jl,i1...ik = 0
}

with the notation g = diag(g1, . . . , gN), and Claim 1.2 holds when |G| = 1, 2, 2N−1, 2N .

Proof. We have several things to be proved, the idea being as follows:

(1) Case G = {1}. Here we obviously have, for any two integers k, l, the following
formula, which confirms the general formula in the statement:

Ckl = L(H⊗k, H⊗l)

Regarding now Claim 1.2, consider the intermediate subgroup G ⊂ G̃ ⊂ ON , con-
structed in Proposition 1.3, that we must prove to be equal to G itself. Since any element

g ∈ G̃ must commute with the algebra C11 =MN(C), we must have:

g = ±1
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But from the relation T = gT , which must hold for any T ∈ C01 = H, we conclude

that we must have g = 1, so we obtain G̃ = {1}, as desired.

(2) Case G = Z2, with this meaning G = {1,−1}. This is something just a bit more
complicated. Let us look at the relations defining Ckl, namely:

Tg⊗k = g⊗lT

These relations are automatic for g = 1. As for the other group element, namely
g = −1, here the relations hold either when k + l is even, or when T = 0. Thus, we have
the following formula, which confirms again the general formula in the statement:

Ckl =

{
L(H⊗k, H⊗l) (k + l ∈ 2N)
{0} (k + l /∈ 2N)

As for Claim 1.2 for our group, this follows from the computation done in (1) above,

the point being that g ∈ G̃ commutes with C11 =MN(C) precisely when g = ±1.

(3) General case G ⊂ ZN
2 . Let us look at the relations defining Ckl. We have:

T ∈ Ckl ⇐⇒ Tg⊗k = g⊗lT,∀g ∈ G
⇐⇒ (Tg⊗k)ji = (g⊗lT )ji, ∀i, j,∀g ∈ G
⇐⇒ Tj1...,jl,i1...ikgi1 . . . gik = gj1 . . . gjlTj1...,jk,i1...il ,∀i, j, ∀g ∈ G
⇐⇒ (gj1 . . . gik − gj1 . . . gjl)Tj1...,jl,i1...ik ,∀i, j,∀g ∈ G

Thus, we are led to the formula in the statement, namely:

Ckl =
{
T ∈ L(H⊗k, H⊗l)

∣∣∣∃g ∈ G, gi1 . . . gik ̸= gj1 . . . gjl =⇒ Tj1...jl,i1...ik = 0
}

(4) Case G = ZN
2 . Here the formula from (3) can be turned into something better,

because due to the fact that the entries g1, . . . , gN ∈ {−1, 1} of a group element g ∈ G can
take all possible values, we have the following equivalence, with the symbol { }2 standing
for set with repetitions, with the pairs of elements of type {x, x} removed:

gi1 . . . gik = gj1 . . . gjl ,∀g ∈ G ⇐⇒ {i1, . . . , ik}2 = {j1, . . . , jl}2

Thus, in this case we obtain the following formula, with { }2 being as above:

Ckl =
{
T ∈ L(H⊗k, H⊗l)

∣∣∣{i1, . . . , ik}2 ̸= {j1, . . . , jl}2 =⇒ Tj1...jl,i1...ik = 0
}

Regarding now Claim 1.2, the idea is that, a bit as for G = Z2, we can get away with
the commutation with C11. Indeed, according to the above formulae, we have:

C11 =
{
T ∈MN(C)

∣∣∣i ̸= j =⇒ Tij = 0
}
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Thus we have C11 = ∆, with ∆ ⊂ MN(C) being the algebra of diagonal matrices.

Now if we construct G ⊂ G̃ ⊂ ON as before, we have, as desired:

g ∈ G̃ =⇒ g ∈ C ′
11 = ∆′ = ∆

=⇒ g ∈ ∆ ∩ON = G

(5) Before getting into more examples, let us go back to the case where G ⊂ ZN
2 is

arbitrary, and have a look at Claim 1.2 in this case. We know that we have {1} ⊂ G ⊂ ZN
2 ,

and by functoriality, at the level of the associated C11 spaces, we have:

∆ ⊂ C11 ⊂MN(C)

Now construct the intermediate group G ⊂ G̃ ⊂ ON as before. For g ∈ G̃ we have:

g ∈ C ′
11 ∩ON ⊂ ∆′ ∩ON = ∆ ∩ON = ZN

2

Thus, we have G ⊂ G̃ ⊂ ZN
2 . This looks encouraging, because our Claim 1.2 becomes

now something regarding the abelian groups, that can be normally solved with group
theory. However, as we will soon discover, the combinatorics can be quite complicated.

(6) General case |G| = 2. This is the same as saying that G ≃ Z2, or equivalently,
that G = {1, g} with g ∈ Z2, g ̸= 1. By permuting the basis of RN we can assume that
our non-trivial group element g ∈ G is as follows, for a certain integer M < N :

g =

(
1M 0
0 −1N−M

)
By using the general formula found in (3), we obtain the following formula:

C11 =
{
T ∈MN(C)

∣∣∣Tij = 0 when i ≤M, j > M or i > M, j ≤M
}

But this means that, in this case, the algebra C11 is block-diagonal, as follows:

C11 =

{(
A 0
0 B

) ∣∣∣A ∈MM(C), B ∈MN−M(C)
}

Now since any element h ∈ G̃ must commute with this algebra, we must have:

G̃ ⊂
{(

1 0
0 1

)
,

(
1 0
0 −1

)
,

(
−1 0
0 1

)
,

(
−1 0
0 −1

)}
Summarizing, well done, but we are still not there. In order to finish we must use, as

in (1), the relations T = hT with T ∈ C01. In order to do so, by using again the general
formula from (3), this time with k = 0, l = 1, we obtain the following formula:

C01 =
{
T ∈ CN

∣∣∣j > M =⇒ Tj = 0
}
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But this formula tells us that the space C01 appears as follows:

C01 =

{(
ξ

0

)∣∣∣ ξ ∈ CM

}
Now since any element h ∈ G̃ must satisfy T = hT , for any T ∈ C01, this rules out

half of the 4 solutions found above, and we end up with G̃ = {1, g}, as desired.
(7) A next step would be to investigate the case |G| = 4. Here we haveG = {1, g, h, gh}

with g, h ∈ Z2 − {1} distinct, and by permuting the basis, we can assume that:

g =


1

1
−1

−1

 , h =


1
−1

1
−1

 , gh =


1
−1

−1
1


However, the computations as in the proof of (6) become quite complicated, and

in addition we won’t get away in this case with C11, C01 only, so all this becomes too
technically involved, and we will stop here, in the lack of a better idea.

(8) Case |G| = 2N−1. This is the last situation, announced in the statement, still
having a reasonably simple direct proof, and we will discuss this now. At the level of
examples, given a non-empty subset I ⊂ {1, . . . , N}, we have an example, as follows:

GI =

{
g ∈ ZN

2

∣∣∣∏
i∈I

gi = 1

}
Indeed, this set GI ⊂ ZN

2 is clearly a group, and since it is obtained by using one
binary relation, namely

∏
i gi = ±1 being assumed to be 1, the number of elements is:

|GI | =
|ZN

2 |
2

=
2N

2
= 2N−1

Our claim now is that all the index 2 subgroups G ⊂ ZN
2 appear in this way. Indeed,

by taking duals these subgroups correspond to the order 2 subgroups H ⊂ ZN
2 , and since

we must have H = {1, g} with g ̸= 1, we have 2N − 1 choices for such subgroups. But
this equals the number of choices for a non-empty subset I ⊂ {1, . . . , N}, as desired.

(9) Case |G| = 2N−1, continuation. We know from the above that we have G = GI , for
a certain non-empty subset I ⊂ {1, . . . , N}, and we must prove Claim 1.2 for this group.
In order to do so, let us go back to the formula of Ckl found in (4) for the group ZN

2 . In
the case of the subgroup GI ⊂ ZN

2 , which appears via the relation
∏

i gi = 1, that formula
adapts as follows, with the symbol { }2I standing for set with repetitions, with the pairs
of elements of type {x, x} removed, and with the subsets equal to I being removed too:

Ckl =
{
T ∈ L(H⊗k, H⊗l)

∣∣∣{i1, . . . , ik}2I ̸= {j1, . . . , jl}2I =⇒ Tj1...jl,i1...ik = 0
}
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In order to prove now Claim 1.2 for our group, we already know from (5) that we have

G̃ ⊂ ZN
2 . It is also clear that, given h ∈ G̃, when using T = hT with T ∈ C01, or more

generally T = h⊗lT with T ∈ C0l at small values of l ∈ N, we won’t obtain anything new.
However, at l = |I| we do obtain a constraint, and since this constaint must cut the target

group ZN
2 by at least half, we end up with G = G̃, as desired. □

The proof of Theorem 1.5 contains many interesting computations, that are useful in
everyday life, and among the many things that can be highlighted, we have:

Fact 1.6. The diagonal part of C = (Ckl), formed by the algebras

Ckk =
{
T ∈ L(H⊗k)

∣∣∣Tg⊗k = g⊗kT,∀g ∈ G
}

does not determine G. For instance G = {1},Z2 are not distinguished by it.

Obviously, this is something quite annoying, because there are countless temptations
to use ∆C = (Ckk) instead of C, for instance because the spaces Ckk are algebras, and
also, at a more advanced level, because ∆C is a planar algebra in the sense of Jones [56].
But, we are not allowed to do this, at least in general. More on this later.

What we have so far is quite interesting, and suggests further working on our problem.
Unfortunately, at the other end, where G ⊂ ON is big, things become fairly complicated,
and the only result that we can state and prove with bare hands is:

Proposition 1.7. Our Claim 1.2 holds for G = ON itself, trivially.

Proof. For the orthogonal group G = ON itself we have indeed G̃ = G, due to

the inclusions G ⊂ G̃ ⊂ ON . Observe however that some mystery remains for this group
G = ON , because the spaces Ckl do not look easy to compute. We will be back to this. □

As a conclusion now, we are definitely into interesting mathematics, and Claim 1.2 is
definitely worth some attention, and a proof. So, time for a theorem about it:

Theorem 1.8. Given a closed subgroup G ⊂ ON , we have

G =
{
g ∈ ON

∣∣∣Tg⊗k = g⊗lT,∀k, l, ∀T ∈ Ckl

}
where C = (Ckl) is the associated Tannakian category.

Proof. We already know that this is something non-trivial. However, this can be
proved by using either Peter-Weyl theory, or Tannakian duality, as follows:

(1) Consider, as before in Proposition 1.3 and afterwards, the following set:

G̃ =
{
g ∈ ON

∣∣∣Tg⊗k = g⊗lT,∀k, l, ∀T ∈ Ckl

}
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We know that G̃ ⊂ ON is a closed subgroup, and that G ⊂ G̃. Thus, we have an
intermediate subgroup as follows, that we want to prove to be equal to G itself:

G ⊂ G̃ ⊂ ON

(2) In order to prove this, consider the Tannakian category of G̃, namely:

C̃kl =
{
T ∈ L(H⊗k, H⊗l)

∣∣∣Tg⊗k = g⊗lT,∀g ∈ G̃
}

By functoriality, from G ⊂ G̃ we obtain C̃ ⊂ C. On the other hand, according to the

definition of G̃, we have C ⊂ C̃. Thus, we have the following equality:

C = C̃

(3) Assume now by contradiction that G ⊂ G̃ is not an equality. Then, at the level of
algebras of functions, the following quotient map is not an isomorphism either:

C(G̃)→ C(G)

On the other hand, we know from Peter-Weyl that we have decompositions as follows,
with the sums being over all the irreducible unitary representations:

C(G̃) =
⊕

π∈Irr(G̃)
Mdimπ(C) , C(G) =

⊕
ν∈Irr(G)

Mdim ν(C)

Now observe that each unitary representation π : G̃→ UK restricts into a certain rep-

resentation π′ : G → UK . Since the quotient map C(G̃) → C(G) is not an isomorphism,
we conclude that there is at least one representation π satisfying:

π ∈ Irr(G̃) , π′ /∈ Irr(G)

(4) We are now in position to conclude. By using Peter-Weyl theory again, the above

representation π ∈ Irr(G̃) appears in a certain tensor power of the fundamental repre-

sentation u : G̃ ⊂ UN . Thus, we have inclusions of representations, as follows:

π ∈ u⊗k , π′ ∈ u′⊗k

Now since we know that π is irreducible, and that π′ is not, by using one more time
Peter-Weyl theory, we conclude that we have a strict inequality, as follows:

dim(C̃kk) = dim(End(u⊗k)) < dim(End(u′⊗k)) = dim(Ckk)

But this contradicts the equality C = C̃ found in (2), which finishes the proof.

(5) Alternatively, we can use Tannakian duality. This duality states that any com-
pact group G appears as the group of endomorphisms of the canonical inclusion functor
Rep(G) ⊂ H, where Rep(G) is the category of final dimensional continuous unitary rep-
resentations of G, and H is the category of finite dimensional Hilbert spaces.
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(6) Now in the case of a closed subgroup G ⊂u ON , we know from Peter-Weyl theory
that any r ∈ Rep(G) appears as a subrepresentation r ∈ u⊗k. In categorical terms, this
means that, with suitable definitions, Rep(G) appears as a “completion” of the category
C = (Ckl). Thus C uniquely determines G, and we obtain the result. □

All the above was of course quite brief, but we will be back to this topic, and to
Tannakian duality in general, on numerous occasions, in what follows.

1b. Reflection groups

What we have so far is quite interesting, and a first way of extending our knowledge
is by looking at the unitary case. We have the following extension of Definition 1.1:

Definition 1.9. Associated to any closed subgroup G ⊂ UN are the vector spaces

Ckl =
{
T ∈ L(H⊗k, H⊗l)

∣∣∣Tg⊗k = g⊗lT,∀g ∈ G
}

where H = CN , and with k, l = ◦ • • ◦ . . . being colored integers, with the conventions

g⊗◦ = g , g⊗• = ḡ , g⊗∅ = 1

and multiplicativity. We call Tannakian category of G the collection of spaces C = (Ckl).

As before in the real case, any compact Lie group G ⊂ UN can be reconstructed from
its Tannakian category C = (Ckl), in a very simple way, as follows:

Theorem 1.10. Given a closed subgroup G ⊂ UN , we have

G =
{
g ∈ UN

∣∣∣Tg⊗k = g⊗lT,∀k, l, ∀T ∈ Ckl

}
where C = (Ckl) is the associated Tannakian category.

Proof. This follows indeed as in the real case, by using either Peter-Weyl theory, or
Tannakian duality, as explained in the proof of Theorem 1.8. □

Regarding the basic examples, we have here the following result:

Proposition 1.11. For the abelian groups of diagonal matrices, G ⊂ TN , we have

Ckl =
{
T ∈ L(H⊗k, H⊗l)

∣∣∣∃g ∈ G, gk1i1 . . . gkrir ̸= gl1j1 . . . g
ls
js

=⇒ Tj1...jl,i1...ik = 0
}

where r = |k|, s = |l|, and with g = diag(g1, . . . , gN). Also, Claim 1.2 holds.

Proof. The formula in the statement is something that we know from Theorem 1.5
in the real case, and the proof in the complex case is similar. As for the last assertion, this
is something that we know to hold, from Theorem 1.10, but some explicit computations
for special subgroups G ⊂ TN , along the lines of those from the proof of Theorem 1.5,
can be quite instructive, and we will leave this as an interesting exercise. □
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The question is now, can we get beyond this, with some further explicit verifications
of Claim 1.2, in the orthogonal case, or in the general unitary case. And the problem
is that this is something quite tricky, because as already mentioned, for G = ON itself,
and in fact for G = UN itself too, the computation of the spaces Ckl is something quite
complicated, which cannot be done with bare hands, and we will leave this for later.

Fortunately the symmetric group SN ⊂ ON comes to the rescue, and we have:

Theorem 1.12. For the symmetric group SN ⊂ ON we have the formula

Ckl = span
(
Tπ

∣∣∣π ∈ P (k, l))
with P (k, l) being the set of partitions of k upper points, and l lower points, and where

Tπ(ei1 ⊗ . . .⊗ eik) =
∑
j1...jl

δπ

(
i1 . . . ik
j1 . . . jl

)
ej1 ⊗ . . .⊗ ejl

where δπ ∈ {0, 1} is 1 when the indices fit, and is 0 otherwise. Also, Claim 1.2 holds.

Proof. This is something nice and elementary, and, importantly for us, fundamental
for what is to follow in this book, the idea being as follows:

(1) First, at the level of notations, we denote as mentioned by P (k, l) the set of
partitions of k upper points, and l lower points, and with these partitions being represented
as pictures, with the blocks being represented by strings. As an example, here is a partition
in P (3, 3), with two blocks, represented by strings, in the obvious way:

η =

◦ ◦ ◦

◦ ◦ ◦
(2) Now given π ∈ P (k, l) and multi-indices i = (i1, . . . , ik) and j = (j1, . . . , jl), we

can put i, j on the legs of π, in the obvious way. Then, if the “indices fit”, meaning that
all the strings of π join equal indices of i, j, we set δπ

(
i
j

)
= 1. Otherwise, we set δπ

(
i
j

)
= 0.

As an example, for the above partition η ∈ P (3, 3), we have the following formula:

δη

(
a b c
d e f

)
= δabefδcd

(3) In order to prove now the result, let us first work out the case k = 0, that we
will regularly need in what follows. It is traditional here, and convenient, to change a bit
notations. So, let us associate to any π ∈ P (k) a vector, as follows:

ξπ =
∑
i1...ik

δπ(i1 . . . ik)ei1 ⊗ . . .⊗ eik
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With this notation, we must prove that we have the following equality:

C0k = span
(
ξπ

∣∣∣π ∈ P (k))
(4) Let us first prove that we have ⊃. Given σ ∈ SN , we have indeed:

σ⊗kξπ =
∑
i1...ik

δπ(i1 . . . ik)σ(ei1)⊗ . . .⊗ σ(eik)

=
∑
i1...ik

δπ(i1 . . . ik)eσ(i1) ⊗ . . .⊗ eσ(ik)

=
∑
i1...ik

δπ(σ
−1(j1) . . . σ

−1(jk))ej1 ⊗ . . .⊗ ejk

=
∑
i1...ik

δπ(j1 . . . jk)ej1 ⊗ . . .⊗ ejk

= ξπ

(5) In order to prove now ⊂, consider an arbitrary vector of CN , as follows:

ξ =
∑
i1...ik

λi1...ikei1 ⊗ . . .⊗ eik

Given σ ∈ SN , by reasoning as before, we have the following formula:

σ⊗kξ =
∑
i1...ik

λσ−1(i1)...σ−1(ik)ei1 ⊗ . . .⊗ eik

Thus the condition σ⊗kξ = ξ for any σ ∈ SN is equivalent to:

λi1...ik = λσ(i1)...σ(ik) , ∀i, σ

But this latter condition is equivalent to the following condition:

ker i = ker j =⇒ λi = λj

Thus, we are led to the conclusion that λ : {1, . . . , N}k → C must come from a
function φ : P (k) → C, via a formula of type λi = φ(ker i), and it follows that the
inclusion ⊃ that we established in (4) is indeed an equality, as desired.

(6) Summarizing, and getting back now to our theorem as stated, we have proved the
formula of Ckl there, in the case k = 0. In order to pass now to the general case, two
methods are available. We can either fine-tune the above computation, and we will leave
this as an instructive exercise, or we can argue that the result at k = 0 gives the result in
general, via Frobenius duality, and we will leave this as an instructive exercise too.

(7) Regarding now Claim 1.2, that we definitely know to hold from Theorem 1.8, but
that we would like to prove now explicitely, consider the intermediate subgroup SN ⊂
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S̃N ⊂ ON , constructed as in Proposition 1.3, that we must prove to be equal to SN . In
order to prove this equality, we use the following one-block “fork” partition:

µ =

◦ ◦

◦
The linear map associated to µ is then given by the following formula:

Tµ(ei ⊗ ej) = δijei

We therefore have the following formula, valid for any g ∈ ON :

(Tµg
⊗2)i,jk =

∑
lm

(Tµ)i,lm(g
⊗2)lm,jk = gijgik

On the other hand, we have as well the following formula:

(gTµ)i,jk =
∑
l

gil(Tµ)l,jk = δjkgij

Thus, we have the following equivalence, valid for any g ∈ ON :

Tµg
⊗2 = gTµ ⇐⇒ gijgik = δjkgij,∀i, j, k

Now by assuming g ∈ S̃N , the formula on the left holds, so the formula on the right
must hold too. But this shows that we must have gij ∈ {0, 1}, with exactly one 1 entry
on each of the rows of g. Thus we must have g ∈ SN , which finishes the proof. □

The above result is quite encouraging, and suggests looking into other reflection
groups. For HN , which is the group of symmetries of the unit cube in RN , we have:

Theorem 1.13. For the hyperoctadedral group HN = Z2 ≀ SN ⊂ ON we have

Ckl = span
(
Tπ

∣∣∣π ∈ Peven(k, l)
)

where Peven means partitions all whose blocks have even size. Also, Claim 1.2 holds.

Proof. This follows a bit as for SN . Consider indeed a vector of CN , as follows:

ξ =
∑
i1...ik

λi1...ikei1 ⊗ . . .⊗ eik

Then the condition g⊗kξ = ξ for any g = σw ∈ HN is equivalent to:

λi1...ik = wi1 . . . wikλσ(i1)...σ(ik) , ∀i, σ
But this latter condition is equivalent to the following condition, along with the fact

that we must have wi1 . . . wik = 1, which amounts in saying that ker i ∈ Peven:

ker i = ker j =⇒ λi = λj
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Thus, we are led to the conclusion in the statement. Finally, regarding the explicit
verification of Claim 1.2, this follows again as for SN , by using the following partition:

χ =

◦ ◦

◦ ◦
And we will leave the verifications here, which are elementary, as an exercice. □

Quite remarkably, the results for SN , HN can be generalized as follows:

Theorem 1.14. For the complex reflection group Hs
N = Zs ≀ SN ⊂ UN we have

Ckl = span
(
Tπ

∣∣∣π ∈ P s(k, l)
)

where P s(k, l) is the set of partitions of k upper points and l lower points, satisfying

#◦ = # • (s)
as a weighted equality, in each block. Also, Claim 1.2 holds.

Proof. This follows a bit as for SN , HN . Consider indeed a vector, as follows:

ξ =
∑
i1...ik

λi1...ikei1 ⊗ . . .⊗ eik

Then the condition g⊗kξ = ξ for any g = σw ∈ Hs
N is equivalent to:

λi1...ik = wi1 . . . wikλσ(i1)...σ(ik) , ∀i, σ
But this latter condition is equivalent to the following condition, along with the fact

that we must have wi1 . . . wik = 1, which amounts in saying that ker i ∈ P s(k):

ker i = ker j =⇒ λi = λj

Thus, we are led to the conclusion in the statement. □

Finally, let us record the s =∞ particular case of Theorem 1.14, as follows:

Theorem 1.15. For the full complex reflection group KN = T ≀ SN ⊂ UN we have

Ckl = span
(
Tπ

∣∣∣π ∈ Peven(k, l)
)

where Peven(k, l) is the set of partitions of k upper points and l lower points, satisfying

#◦ = #•
as a weighted equality, in each block. Also, Claim 1.2 holds.

Proof. This appears indeed as the s =∞ particular case of Theorem 1.14. □
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1c. Rotation groups

We have so far a beginning of theory based on Claim 1.2 and its philosophy, with the
main examples being the reflection groups G = Zs ≀ SN . We would like now to look into
the continuous groups G ⊂ UN . Let us start with a basic investigation of the simplest
such group, namely ON ⊂ UN . We can say the following, about this group:

Proposition 1.16. For the orthogonal group ON we have inclusions as follows,

span
(
Tπ

∣∣∣π ∈ P2(k, l)
)
⊂ Ckl ⊂ span

(
Tπ

∣∣∣π ∈ P (k, l))
where P2(k, l) is the set of pairings of k upper points, and l lower points.

Proof. Since we have SN ⊂ ON , by functoriality and Theorem 1.12 we have:

Ckl ⊂ span
(
Tπ

∣∣∣π ∈ P (k, l))
For the other inclusion, the one on the left, let us first work out, as usual, the case

k = 0, and with the change k ↔ l. For a pairing π ∈ P2(k) we set, as before:

ξπ =
∑
i1...ik

δπ(i1 . . . ik)ei1 ⊗ . . .⊗ eik

We must prove ξπ ∈ C0k. For this purpose, let us pick g ∈ ON , and write:

g(ei) =
∑
j

gjiej

We have then the following computation:

g⊗kξπ =
∑
i1...ik

δπ(i1 . . . ik)gei1 ⊗ . . .⊗ geik

=
∑
i1...ik

∑
j1...jk

δπ(i1 . . . ik)gj1i1 . . . gjkikej1 ⊗ . . .⊗ ejk

As an illustration now, let us see what happens for a simple pairing, such as π = ∩∩.
Here the above computation can be continued as follows:

g⊗kξ∩∩ =
∑
i1...i4

∑
j1...j4

δ∩∩(i1 . . . i4)gj1i1 . . . gj4i4ej1 ⊗ . . .⊗ ej4

=
∑
ab

∑
j1...j4

gj1agj2agj3bgj4bej1 ⊗ . . .⊗ ej4

=
∑
j1...j4

δj1j2δj3j4ej1 ⊗ . . .⊗ ej4

= ξ∩∩

The same computation works in general, and by using ggt = 1, we obtain g⊗kξπ = ξπ,
for any π ∈ P2(k). Thus, we have indeed inclusions as in the statement. □
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The above result, perhaps coupled with a few more computations, that you can do by
yourself, in order to evaluate the situation, suggests that we should have:

Ckl = span
(
Tπ

∣∣∣π ∈ P2(k, l)
)

However, this is hard to prove with bare hands, and we will have to trick. Our trick will
be something quite natural, the idea being first to prove that the above spaces span(Tπ)
“qualify” for what is expected from a Tannakian category, and then, conclude that we
have equality, because span(Tπ) can only correspond to ON . Let us start with:

Definition 1.17. A tensor category over H = CN is a collection C = (Ckl) of linear
spaces Ckl ⊂ L(H⊗k, H⊗l) satisfying the following conditions:

(1) S, T ∈ C implies S ⊗ T ∈ C.
(2) If S, T ∈ C are composable, then ST ∈ C.
(3) T ∈ C implies T ∗ ∈ C.
(4) Each Ckk contains the identity operator.
(5) C∅k with k = ◦•, •◦ contain the operator R : 1→

∑
i ei ⊗ ei.

(6) Ckl,lk with k, l = ◦, • contain the flip operator Σ : a⊗ b→ b⊗ a.

Here, as usual, the tensor powersH⊗k, which are Hilbert spaces depending on a colored
integer k = ◦ • • ◦ . . . , are defined by the following formulae, and multiplicativity:

H⊗∅ = C , H⊗◦ = H , H⊗• = H̄ ≃ H

We have already met such categories, when dealing with the Tannakian categories of
the closed subgroups G ⊂ UN , and our knowledge can be summarized as follows:

Proposition 1.18. Given a closed subgroup G ⊂ UN , its Tannakian category

Ckl =
{
T ∈ L(H⊗k, H⊗l)

∣∣∣Tg⊗k = g⊗lT,∀g ∈ G
}

is a tensor category over H = CN . Conversely, given a tensor category C over CN ,

G =
{
g ∈ UN

∣∣∣Tg⊗k = g⊗lT,∀k, l, ∀T ∈ Ckl

}
is a closed subgroup of UN .

Proof. This is something that we basically know, the idea being as follows:

(1) Regarding the first assertion, we have to check here the axioms (1-6) in Definition
1.17. The axioms (1-4) being all clear from definitions, let us establish (5). But this
follows from the fact that each element g ∈ G is a unitary, which can be reformulated as
follows, with R : 1→

∑
i ei ⊗ ei being the map in Definition 1.17:

R ∈ Hom(1, g ⊗ ḡ) , R ∈ Hom(1, ḡ ⊗ g)
Regarding now the condition in Definition 1.17 (6), this comes from the fact that the

matrix coefficients g → gij and their conjugates g → ḡij commute with each other.
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(2) Finally, the last assertion is clear from definitions, with the verifications being
almost identical to those in the proof of Proposition 1.3. □

Summarizing, we have so far precise axioms for the tensor categories C = (Ckl), given
in Definition 1.17, as well as correspondences as follows:

G→ CG , C → GC

We will prove in what follows that these correspondences are inverse to each other. In
order to get started, we first have the following technical result:

Proposition 1.19. Consider the following conditions:

(1) C = CGC
, for any tensor category C.

(2) G = GCG
, for any closed subgroup G ⊂ UN .

We have then (1) =⇒ (2). Also, C ⊂ CGC
is automatic.

Proof. Given G ⊂ UN , we have G ⊂ GCG
. On the other hand, by using (1) we have

CG = CGCG
. Thus, we have an inclusion of closed subgroups of UN , which becomes an

isomorphism at the level of the associated Tannakian categories, so G = GCG
. Finally,

the fact that we have an inclusion C ⊂ CGC
is clear from definitions. □

In order to establish Tannakian duality, we will need some abstract constructions.
Following Malacarne [62], let us start with the following elementary fact:

Proposition 1.20. Given a tensor category C = (Ckl) over a Hilbert space H,

EC =
⊕
k,l

Ckl ⊂
⊕
k,l

B(H⊗k, H⊗l) ⊂ B

(⊕
k

H⊗k

)
is a closed ∗-subalgebra. Also, inside this algebra,

E
(s)
C =

⊕
|k|,|l|≤s

Ckl ⊂
⊕

|k|,|l|≤s

B(H⊗k, H⊗l) = B

⊕
|k|≤s

H⊗k


is a finite dimensional ∗-subalgebra.

Proof. This is clear indeed from the categorical axioms from Definition 1.17. □

By using now the bicommutant theorem of von Neumann, we have:

Proposition 1.21. Given a Tannakian category C, the following are equivalent:

(1) C = CGC
.

(2) EC = ECGC
.

(3) E
(s)
C = E

(s)
CGC

, for any s ∈ N.
(4) E

(s)′

C = E
(s)′

CGC
, for any s ∈ N.

In addition, the inclusions ⊂, ⊂, ⊂, ⊃ are automatically satisfied.
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Proof. The equivalences are clear from definitions, and from the bicommutant the-
orem. As for the last assertion, we have C ⊂ CGC

, which shows that we have as well:

EC ⊂ ECGC

We therefore obtain by truncating E
(s)
C ⊂ E

(s)
CGC

, and by taking the commutants, this

gives E
(s)
C ⊃ E

(s)
CGC

. Thus, we are led to the conclusion in the statement. □

Summarizing, we would like to prove that we have E
(s)′

C ⊂ E
(s)′

CGC
. But this can be

done by doing some algebra, and we are led to the following conclusion:

Theorem 1.22. The Tannakian duality constructions

C → GC , G→ CG

are inverse to each other.

Proof. This follows by doing some algebra, in order to prove that we have indeed

E
(s)′

C ⊂ E
(s)′

CGC
, as mentioned above, and we refer here to the paper of Malacarne [62].

Alternatively, this can be proved via standard Tannakian methods, and we refer here to
the paper of Woronowicz [99]. For more on all this, you have as well my book [2]. □

With this piece of general theory in hand, let us go back now to the orthogonal
group ON , and to partitions and pairings, as in Proposition 1.16. In order to construct a
Tannakian category out of the pairings, via the operation π → Tπ, we will need:

Proposition 1.23. The assignement π → Tπ is categorical, in the sense that

Tπ ⊗ Tσ = T[πσ] , TπTσ = N c(π,σ)T[σπ ] , T ∗
π = Tπ∗

where c(π, σ) are certain integers, coming from the erased components in the middle.

Proof. This is something elementary, the computations being as follows:

(1) The concatenation axiom follows from the following computation:

(Tπ ⊗ Tσ)(ei1 ⊗ . . .⊗ eip ⊗ ek1 ⊗ . . .⊗ ekr)

=
∑
j1...jq

∑
l1...ls

δπ

(
i1 . . . ip
j1 . . . jq

)
δσ

(
k1 . . . kr
l1 . . . ls

)
ej1 ⊗ . . .⊗ ejq ⊗ el1 ⊗ . . .⊗ els

=
∑
j1...jq

∑
l1...ls

δ[πσ]

(
i1 . . . ip k1 . . . kr
j1 . . . jq l1 . . . ls

)
ej1 ⊗ . . .⊗ ejq ⊗ el1 ⊗ . . .⊗ els

= T[πσ](ei1 ⊗ . . .⊗ eip ⊗ ek1 ⊗ . . .⊗ ekr)
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(2) The composition axiom follows from the following computation:

TπTσ(ei1 ⊗ . . .⊗ eip)

=
∑
j1...jq

δσ

(
i1 . . . ip
j1 . . . jq

) ∑
k1...kr

δπ

(
j1 . . . jq
k1 . . . kr

)
ek1 ⊗ . . .⊗ ekr

=
∑
k1...kr

N c(π,σ)δ[σπ ]

(
i1 . . . ip
k1 . . . kr

)
ek1 ⊗ . . .⊗ ekr

= N c(π,σ)T[σπ ](ei1 ⊗ . . .⊗ eip)

(3) Finally, the involution axiom follows from the following computation:

T ∗
π (ej1 ⊗ . . .⊗ ejq)

=
∑
i1...ip

< T ∗
π (ej1 ⊗ . . .⊗ ejq), ei1 ⊗ . . .⊗ eip > ei1 ⊗ . . .⊗ eip

=
∑
i1...ip

δπ

(
i1 . . . ip
j1 . . . jq

)
ei1 ⊗ . . .⊗ eip

= Tπ∗(ej1 ⊗ . . .⊗ ejq)

Summarizing, our correspondence is indeed categorical. □

Good news, we can now prove the Brauer theorem for ON , as follows:

Theorem 1.24. For the orthogonal group ON we have

Ckl = span
(
Tπ

∣∣∣π ∈ P2(k, l)
)

where P2(k, l) is the set of pairings of k upper points, and l lower points.

Proof. We know from Proposition 1.16 that we have inclusions as follows:

Ckl ⊃ span
(
Tπ

∣∣∣π ∈ P2(k, l)
)

On the other hand, Proposition 1.23 shows that the spaces on the right form a Tan-
nakian category, in the sense of Definition 1.17. Thus the Tannakian duality result from
Theorem 1.22 applies, and provides us with a certain subgroup G ⊂ UN , such that:

G =
{
g ∈ UN

∣∣∣Tπg⊗k = g⊗lTπ,∀k, l, ∀π ∈ P2(k, l)
}

Moreover, by functoriality of Tannakian duality, we have ON ⊂ G. But the relation
g⊗2T∩ = T∩ with g ∈ UN implies g ∈ ON , as explained in the proof of Proposition 1.18,
so we have as well G ⊂ ON . Thus, we have G = ON , which gives the result. □

For the unitary group UN now, the result is similar, as follows:
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Theorem 1.25. For the unitary group UN we have

Ckl = span
(
Tπ

∣∣∣π ∈ P2(k, l)
)

where P2(k, l) is the set of matching pairings of k upper points, and l lower points.

Proof. The proof here is very similar to the proof for ON , and in fact, even a bit sim-
pler, after a close examination, and with the convention, in the statement, that matching
means joining ◦ − ◦ or • − • on the horizontal, and ◦ − • on the vertical. □

As a comment here, the above proofs might seem quite wizarding, and you may
wonder where the computations, which are usually needed for proving such things, have
dissapeared. In answer, we have used Theorem 1.22, and Proposition 1.23 as well.

1d. Easy groups

We have now a substantial number of results based on Claim 1.2 and its philosophy,
so time for some axiomatics. We can formulate a key definition, as follows:

Definition 1.26. A closed subgroup G ⊂ UN is called easy when

Ckl = span
(
Tπ

∣∣∣π ∈ D(k, l)
)

with D(k, l) ⊂ P (k, l) being certain sets of partitions.

We already know, from our various computations performed above, that many inter-
esting closed subgroups G ⊂ UN are easy. In fact, at the level of examples, we have the
following result, which summarizes our main results so far, in this book:

Theorem 1.27. The following closed subgroups G ⊂ UN are easy,

(1) UN itself, coming from D = P2,
(2) ON , coming from D = P2,
(3) Hs

N , coming from D = P s,

with the last result covering SN , HN , KN , which appear from D = P, Peven,Peven.

Proof. This is indeed a reformulation of our main results so far:

– The results regarding ON , UN are reformulations of Theorems 1.24 and 1.25.

– The result regarding Hs
N = Zs ≀ SN is a reformulation of Theorem 1.14.

– At s = 1 we have H1
N = SN , and P

1 = P , and we recover Theorem 1.12.

– At s = 2 we have H2
N = HN , and P

2 = Peven, and we recover Theorem 1.13.

– At s =∞ we have H∞
N = KN , and P

∞ = Peven, and we recover Theorem 1.15. □

We can further improve our formalism, with the following definition:
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Definition 1.28. A category of partitions is a collection of sets D =
⊔

k,lD(k, l),

with D(k, l) ⊂ P (k, l), having the following properties:

(1) Stability under the horizontal concatenation, (π, σ)→ [πσ].
(2) Stability under vertical concatenation (π, σ)→ [σπ], with matching middle symbols.
(3) Stability under the upside-down turning ∗, with switching of colors, ◦ ↔ •.
(4) Each set P (k, k) contains the identity partition || . . . ||.
(5) The sets P (∅, ◦•) and P (∅, •◦) both contain the semicircle ∩.
(6) The sets P (k, k̄) with |k| = 2 contain the crossing partition /\.

Observe that all the sets of partitions that we used so far in this book, and notably
those appearing in Theorem 1.27, are categories of partitions. There are many other
examples of such categories, and we will explore this later in this book. Now back to
theory, we have the following result, improving our easiness formalism:

Theorem 1.29. Any category of partitions D ⊂ P produces a series of easy groups
G = (GN), with GN ⊂ UN for any N ∈ N, via the formula

Ckl = span
(
Tπ

∣∣∣π ∈ D(k, l)
)

for any k, l, and Tannakian duality. Any easy group appears in this way.

Proof. This follows indeed from Tannakian duality. To be more precise:

(1) In what regards the first assertion, once we fix an integer N ∈ N, the various
axioms in Definition 1.28 show that the following spaces form a Tannakian category:

span
(
Tπ

∣∣∣π ∈ D(k, l)
)

Thus, Tannakian duality applies, and provides us with a closed subgroup GN ⊂ UN

such that the following equalities are satisfied, for any colored integers k, l:

Ckl = span
(
Tπ

∣∣∣π ∈ D(k, l)
)

But this closed subgroup GN ⊂ UN is easy by definition, and we get the result.

(2) Conversely now, consider an easy quantum group G ⊂ UN , in the sense of Def-
inition 1.26, with this meaning that the corresponding Tannakian category appears as
follows, with D(k, l) ⊂ P (k, l) being certain sets of partitions:

Ckl = span
(
Tπ

∣∣∣π ∈ D(k, l)
)

We can then “saturate” the collection of sets D = D(k, l), by setting:

D̃(k, l) =
{
π ∈ P (k, l)

∣∣∣Tπ ∈ Ckl

}
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To be more precise, with this definition made, we have inclusions as follows, with the

collection D̃ formed by the sets on the right being a category of partitions:

D(k, l) ⊂ D̃(k, l)

Also, it follows from definitions that we have equalities as follows:

Ckl = span
(
Tπ

∣∣∣π ∈ D̃(k, l)
)

Thus, G appears from a category of partitions, namely D̃, as desired. □

In relation with the above results, which seem to close axiomatic discussions, observe
however that the correspondence D ↔ G coming from the above theorem and its proof
is not exactly bijective, for instance because at N = 1 the group G = {1}, which is easy,
appears from any D. This is a subtle issue, and we will be back to this.

As already mentioned, at the practical level the question of fully classifying the cate-
gories of partitions, and the easy groups, appears. We will be back to this, later.

Finally, at the level of main examples, let us record the following result:

Theorem 1.30. The following groups, with HN = Z2 ≀ SN and KN = T ≀ SN ,

KN
// UN

HN

OO

// ON

OO

are all easy, the corresponding categories of partitions being as follows,

Peven

��

P2
oo

��
Peven P2

oo

with 2 standing for pairings, and “even” standing for partitions with even blocks.

Proof. This is indeed something that we know from Theorem 1.27. □

And good news, that is all. As mentioned in the beginning of this chapter, our aim
here was to get a bit familiar with Brauer theorems and easiness, and job done, I hope.
As for the deeper understanding of all this, we have chapter 2 below, where we will review
all this, from a quantum group perspective, and then the rest of the book too.
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1e. Exercises

What we did in this chapter was basically Brauer theorems for the closed subgroups
G ⊂ UN , assuming some familiarity with these, and before getting to exercises about this,
we can only recommend getting more familiar with the subgroups G ⊂ UN , via:

Exercise 1.31. Get more familiar with the subgroups G ⊂ UN , by learning some:

(1) Finite group theory: abelian groups, permutation groups, reflection groups.
(2) Compact group theory: Haar integration and Peter-Weyl theory for them.
(3) Compact Lie group theory: Lie theory and Tannakian duality for them.

In relation now with what we did in this chapter, there have been many computations
in relation with the direct verification of Claim 1.2, and doing some more computations
here is the best exercise that we can recommend, for better understanding all this:

Exercise 1.32. Prove directly Claim 1.2 for the following groups:

(1) Subgroups G ⊂ ZN
2 : cases |G| = 4, |G| = 2N−2.

(2) Subgroups G ⊂ TN : cases |G| small, and |TN/G| small.
(3) Complex reflection groups G = Zs ≀ SN , with full details.
(4) The basic continuous groups, namely ON and UN .

At the theoretical level, passed what can be done with bare hands, our main tool was
Tannakian duality, so coming as a continuation of Exercise 1.31, we have:

Exercise 1.33. Learn more about Tannakian duality, and various proofs of it, and
more about Brauer theorems as well, and various proofs of them too.

In relation now with easiness, we have the following exercise:

Exercise 1.34. Prove that the real and complex bistochastic groups, BN ⊂ ON and
CN ⊂ UN , consisting of matrices having sum 1 on each row and column, are easy.

Finally, getting back again to theory, we have a key exercise, as follows:

Exercise 1.35. You might know from Peter-Weyl theory that for G ⊂ UN we have

dim(C0k) =

∫
G

χk

where χ(g) = Tr(g). Can we reformulate what we did in this chapter, in analytic terms?

Some of the above exercises might be quite difficult. But do not worry, we will come
back to most of them, later in this book.



CHAPTER 2

Quantum groups

2a. Operator algebras

Welcome to easiness, take two. What we learned in the previous chapter was in fact
just half of the story, and the other half, involving quantum analogues of the compact
groups G ⊂ UN that we considered, is to be discussed here. Among others, the square
formed by the main examples of easy groups will evolve into a cube, as follows:

K+
N

// U+
N

H+
N

//

==

O+
N

>>

KN
//

OO

UN

OO

HN

OO

<<

// ON

OO

<<

In order to get started, we need to know what a “quantum space” is, and for quantum
groups we will see afterwards. However, this is not an easy question, and as the term
“quantum” tends to indicate, we are a bit into physics here. So, we must either know
some quantum physics, or trust mathematical physicists, and their findings. We will opt
for this latter way. Following, as usual, John von Neumann, we have:

Fact 2.1. A quantum space is the dual of an operator algebra.

So, our plan will be that of explaining what an operator algebra is, then what a
quantum space is, and then what a quantum group is. Afterwards, we will axiomatize
the easy quantum groups, and work out some basic examples, including those appearing
in the above cube. Getting started now, what we need is the following definition:

Definition 2.2. A Hilbert space is a complex vector space H given with a scalar
product < x, y >, satisfying the following conditions:

(1) < x, y > is linear in x, and antilinear in y.
(2) < x, y > =< y, x >, for any x, y.
(3) < x, x >> 0, for any x ̸= 0.
(4) H is complete with respect to the norm ||x|| = √< x, x >.

33
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Here the fact that ||.|| is indeed a norm comes from the Cauchy-Schwarz inequality,
which states that if the conditions (1,2,3) above are satisfied, then we have:

| < x, y > | ≤ ||x|| · ||y||
Indeed, this inequality comes from the fact that the following degree 2 polynomial,

with t ∈ R and w ∈ T, being positive, its discriminant must be negative:

f(t) = ||x+ twy||2

At the level of basic examples, we first have the Hilbert space H = CN , with its usual
scalar product, taken by definition linear at left, namely:

< x, y >=
N∑
i=1

xiȳi

More generally, given an index set I, we can form the Hilbert space H = l2(I) of the
square-summable sequences (xi)i∈I , with similar scalar product, namely:

< x, y >=
∑
i∈I

xiȳi

Even more generally, given a measured space X, we can form the space H = L2(X)
of square-summable functions f : X → C, with similar scalar product, namely:

< f, g >=

∫
X

f(x)g(x) dx

Quite remarkably, this latter extension is, at least at the level of the very abstract
theory, not really needed, and this due to the following result:

Theorem 2.3. Each Hilbert space H has a basis, meaning a set {ei}i∈I which spans
a dense subspace of H, whose vectors are pairwise orthogonal, and of norm one:

< ei, ej >= δij

Moreover, the cardinality of the indexing set |I| = dimH is uniquely determined by H,
and we have an isomorphism H ≃ l2(I).

Proof. Here the first assertion follows from Gram-Schmidt, the idea being that any
algebraic basis {fi}i∈I can be turned into an orthonormal basis {ei}i∈I , by using a recur-
rence method. As for the second assertion, this is clear from the first one. □

The above is something quite tricky. For instance with H = L2(R), or even better,
with H = L2(R3), which is the space of wave functions of the electron, by the Weierstrass
theorem I can be taken countable, so we obtain an isomorphism as follows:

L2(R3) ≃ l2(N)
However, this isomorphism is not very explicit, and struggling with it is a main occu-

pation when doing basic quantum mechanics, such as solving the hydrogen atom.
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Speaking physics, observe that in Definition 2.2 our scalar products are linear at left.
This is the so-called mathematicians’ convention, as opposed to Dirac’s convention, but
the point is that in recent times many fine theoretical physicists, genuinely interested in
physics, and not knowing much mathematics, including of course myself and my collabo-
rators, have opted for this mathematicians’ convention, for various technical reasons.

Getting now to operators and operator algebras, we first have:

Proposition 2.4. For a linear operator T : H → H, the following are equivalent:

(1) T is continuous.
(2) T is continuous at 0.
(3) T maps the unit ball of H into something bounded.
(4) T is bounded, in the sense that ||T || = sup||x||=1 ||Tx|| is finite.

Proof. Here the equivalences (1) ⇐⇒ (2) ⇐⇒ (3) ⇐⇒ (4) all follow from
definitions, by using the linearity of T , and performing various rescalings, and with the
number ||T || needed in (4) being the bound coming from (3). □

With the above result in hand, we can now formulate:

Theorem 2.5. The bounded operators T : H → H form an algebra B(H), on which

||T || = sup
||x||=1

||Tx||

is a norm, and which is complete with respect to this norm. In the case where the Hilbert
space H comes with a basis {ei}i∈I , we have an embedding

B(H) ⊂MI(C)

which is MN(C) ⊂MN(C) for H = CN , but which is not an isomorphism in general.

Proof. Again, all this is standard, with the algebra property of B(H) being clear,
with the norm property of ||.|| being clear too, and with the norm closedness of B(H)
coming by constructing the limit of a Cauchy sequence {Tn} as follows:

Tx = lim
n→∞

Tnx , ∀x ∈ H

Finally, in what regards the embedding B(H) ⊂ MI(C), this can be constructed by
using the same formula as in usual linear algebra, namely:

Tij =< Tej, ei >

As for the fact that this embedding is not an isomorphism, when dimH = ∞, the
point here is that with I = N the infinite matrix T = diag(0, 1, 2, 3, . . .) does not come
from a bounded operator, providing us with the desired counterexample. □
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Summarizing, the correct infinite analogue of the algebra MN(C) is not the infinite
matrix algebra MI(C), which is actually not even an algebra, when |I| = ∞, but rather
the algebra B(H) of bounded linear operators T : H → H on a Hilbert space H.

With this understood, we can go now into truly intreresting material. Everything
advanced that you know about MN(C), be that projections, rotations, other special ma-
trices, or spectral theorem and so on, uses adjoint matrices. So, let us talk first about
adjoint operators, in our framework. The result here is as follows:

Proposition 2.6. Any bounded operator T ∈ B(H) has an adjoint T ∗ ∈ B(H), given
by the following formula, valid for any two vectors x, y ∈ H:

< Tx, y >=< x, T ∗y >

The operation T → T ∗ is then an isometric involution of B(H), and we have:

||TT ∗|| = ||T ||2

When H comes with an orthonormal basis {ei}i∈I , we have (T ∗)ij = T ji.

Proof. As before, all this is standard material. Given an operator T ∈ B(H), let us
pick a vector y ∈ H, and consider the following linear form:

x→< Tx, y >

This linear form must then come from a scalar product with a vector T ∗y, as in the
statement, and we obtain in this way a definition for T ∗, namely y → T ∗y. It is then
routine to check that we have indeed T ∗ ∈ B(H), with this coming from:

||T ∗|| = ||T ||

The fact that T → T ∗ is then an involution of B(H) is routine too. Regarding now
the formula ||TT ∗|| = ||T ||2, in one sense we have the following estimate:

||TT ∗|| ≤ ||T || · ||T ∗|| = ||T ||2

In the other sense, we have the following estimate:

||T ||2 = sup
||x||=1

| < Tx, Tx > |

= sup
||x||=1

| < x, T ∗Tx > |

≤ ||T ∗T ||

Now by replacing in this formula T → T ∗ we obtain ||T ||2 ≤ ||TT ∗||, as desired.
Finally, (T ∗)ij = T ji is clear from the formula Tij =< Tej, ei >, applied to T, T ∗. □

Good news, we can now talk about operator algebras, as follows:
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Definition 2.7. An operator algebra is an algebra of bounded operators A ⊂ B(H)
which contains the unit, is closed under taking adjoints,

T ∈ A =⇒ T ∗ ∈ A

and is closed as well under the norm.

This definition is in fact one of the many possible ones, with the choice here being
a matter of knowledge of mathematics, and physics, and taste. But more on this later.
Getting now to where we wanted to get, with this, we can formulate some tough results,
inspired by the usual linear algebra, that of the algebra MN(C), as follows:

Theorem 2.8. The following happen:

(1) Any self-adjoint operator, T = T ∗, is diagonalizable.
(2) More generally, any normal operator, TT ∗ = T ∗T , is diagonalizable.
(3) In fact, any family {Ti} of commuting normal operators is diagonalizable.

Thus, any commutative operator algebra is of the form A = C(X), with X compact space.

Proof. This is certainly a tough theorem, with (1,2,3) coming by generalizing the
Spectral Theorem, in its various incarnations, for the usual matrices M ∈ MN(C). As
for the final conclusion, this follows from (3), because if we write A = span(Ti), then
the family {Ti} consists of commuting normal operators, and this leads to the conclusion
A = C(X), with X being a certain compact space associated to the family {Ti}. □

In relation with the above result, there are some good news and some bad news. The
good news first, we can, eventually, talk about quantum spaces, as follows:

Definition 2.9. We can think of any operator algebra A ⊂ B(H) as being of the form

A = C(X)

with X compact quantum space. When A is commutative, X is a usual compact space.

As for the bad news, all this is based on Theorem 2.8, which remains something
terribly complicated, and that we would rather like to avoid, when building foundations.
Also, there is a problem with functoriality, because a morphism a quantum spaces X → Y
should normally come from a morphism of algebras C(Y ) → C(X), but shall we ask or
not something in relation with the embeddings C(X) ⊂ B(H) and C(Y ) ⊂ B(K). And
finally, we have a philosophical problem too, the Hilbert spaces are certainly nice objects,
but do we really need them for talking about basic things like quantum spaces.

But above everything, we have the following dumb argument:

Criticism 2.10. Needing a Hilbert space for talking about the circle is ridiculous.
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To be more precise, the circle T is the simplest compact space that we know, and
this since childhood. However, in order to view it as a compact quantum space, as in
Definition 2.9, we need something of type C(T) ⊂ B(L2(T)), which is ridiculous.

Summarizing, Definition 2.7, Theorem 2.8 and Definition 2.9 are not good, and we
must invent something else. And here is the magic trick, due to Gelfand:

Definition 2.11. An abstract operator algebra, or C∗-algebra, is a complex algebra
A having a norm ||.|| and an involution ∗, subject to the following conditions:

(1) A is closed with respect to the norm.
(2) We have ||aa∗|| = ||a||2, for any a ∈ A.

In other words, what we did here is to axiomatize the abstract properties of the
operator algebras A ⊂ B(H), without any reference to the Hilbert space H. We will see
in a moment that our axiomatization is indeed complete, in the sense that any C∗-algebra
appears as an operator algebra, A ⊂ B(H). Thus, getting back now to our quantum space
questions, we will be able to recycle Defintion 2.9, simply by replacing there “operator
algebra” by C∗-algebra, and everything, or almost, will be fine. In particular, no one in
this world will ever be able to come with something like Criticism 2.10.

Getting to work now, let us develop the theory of C∗-algebras. We first have:

Proposition 2.12. Given an element a ∈ A of a C∗-algebra, define its spectrum as:

σ(a) =
{
λ ∈ C

∣∣∣a− λ /∈ A−1
}

The following spectral theory results hold, exactly as in the A = B(H) case:

(1) We have σ(ab) ∪ {0} = σ(ba) ∪ {0}.
(2) We have σ(f(a)) = f(σ(a)), for any f ∈ C(X) having poles outside σ(a).
(3) The spectrum σ(a) is compact, non-empty, and contained in D0(||a||).
(4) The spectra of unitaries (u∗ = u−1) and self-adjoints (a = a∗) are on T,R.
(5) The spectral radius of normal elements (aa∗ = a∗a) is given by ρ(a) = ||a||.

In addition, assuming a ∈ A ⊂ B, the spectra of a with respect to A and to B coincide.

Proof. Here the assertions (1-5), which are formulated a bit informally, are well-
known for the full operator algebra A = B(H), and the proof in general is similar:

(1) Assuming that 1− ab is invertible, with inverse c, we have abc = cab = c− 1, and
it follows that 1 − ba is invertible too, with inverse 1 + bca. Thus σ(ab), σ(ba) agree on
1 ∈ C, and by linearity, it follows that σ(ab), σ(ba) agree on any point λ ∈ C∗.

(2) The formula σ(f(a)) = f(σ(a)) is clear for polynomials, f ∈ C[X], by factorizing
f − λ, with λ ∈ C. Then, the extension to the rational functions is straightforward,
because P (a)/Q(a)− λ is invertible precisely when P (a)− λQ(a) is.
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(3) By using 1/(1− b) = 1+ b+ b2 + . . . for ||b|| < 1 we obtain that a− λ is invertible
for |λ| > ||a||, and so σ(a) ⊂ D0(||a||). It is also clear that σ(a) is closed, so what we
have is a compact set. Finally, assuming σ(a) = ∅ the function f(λ) = φ((a − λ)−1) is
well-defined, for any φ ∈ A∗, and by Liouville we get f = 0, contradiction.

(4) Assuming u∗ = u−1 we have ||u|| = 1, and so σ(u) ⊂ D0(1). But with f(z) = z−1

we obtain via (2) that we have as well σ(u) ⊂ f(D0(1)), and this gives σ(u) ⊂ T. As
for the result regarding the self-adjoints, this can be obtained from the result for the
unitaries, by using (2) with functions of type f(z) = (z + it)/(z − it), with t ∈ R.

(5) It is routine to check, by integrating quantities of type zn/(z− a) over circles cen-
tered at the origin, and estimating, that the spectral radius is given by ρ(a) = lim ||an||1/n.
But in the self-adjoint case, a = a∗, this gives ρ(a) = ||a||, by using exponents of type
n = 2k, and then the extension to the general normal case is straightforward.

(6) Regarding now the last assertion, the inclusion σB(a) ⊂ σA(a) is clear. For the
converse, assume a− λ ∈ B−1, and set b = (a− λ)∗(a− λ). We have then:

σA(b)− σB(b) =
{
µ ∈ C− σB(b)

∣∣∣(b− µ)−1 ∈ B − A
}

Thus this difference in an open subset of C. On the other hand b being self-adjoint,
its two spectra are both real, and so is their difference. Thus the two spectra of b are
equal, and in particular b is invertible in A, and so a− λ ∈ A−1, as desired. □

With these ingredients, we can now a prove a key result, as follows:

Theorem 2.13 (Gelfand). If X is a compact space, the algebra C(X) of continuous
functions on it f : X → C is a C∗-algebra, with usual norm and involution, namely:

||f || = sup
x∈X
|f(x)| , f ∗(x) = f(x)

Conversely, any commutative C∗-algebra is of this form, A = C(X), with

X =
{
χ : A→ C , normed algebra character

}
with topology making continuous the evaluation maps eva : χ→ χ(a).

Proof. There are several things going on here, the idea being as follows:

(1) The first assertion is clear from definitions. Observe that we have indeed:

||ff ∗|| = sup
x∈X
|f(x)|2 = ||f ||2

Observe also that the algebra C(X) is commutative, because fg = gf .

(2) Conversely, given a commutative C∗-algebra A, let us define X as in the statement.
Then X is compact, and a→ eva is a morphism of algebras, as follows:

ev : A→ C(X)
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(3) We first prove that ev is involutive. We use the following formula, which is similar
to the z = Re(z) + iIm(z) decomposition formula for usual complex numbers:

a =
a+ a∗

2
+ i · a− a

∗

2i

Thus it is enough to prove eva∗ = ev∗a for the self-adjoint elements a. But this is the
same as proving that a = a∗ implies that eva is a real function, which is in turn true, by
Proposition 2.12, because eva(χ) = χ(a) is an element of σ(a), contained in R.

(4) Since A is commutative, each element is normal, so ev is isometric:

||eva|| = ρ(a) = ||a||

It remains to prove that ev is surjective. But this follows from the Stone-Weierstrass
theorem, because ev(A) is a closed subalgebra of C(X), which separates the points. □

The above result is something truly remarkable, and we can now formulate:

Definition 2.14. Given an arbitrary C∗-algebra A, we write it as

A = C(X)

with X compact quantum space. When A is commutative, X is a usual compact space.

Observe the similarity with Definition 2.9, which is now to be forgotten. Indeed, our
theory based on C∗-algebras is much better, not using Hilbert spaces, and free as a bird,
and all issues mentioned after Definition 2.9, including Criticism 2.10, now dissapear.

Of course, what we have is still just a beginning of something, and we will soon see,
once we will be more advanced, that there are in fact some bugs with Definition 2.14
too. To be more precise, there are certain natural quantum spaces X, such as the duals

X = Γ̂ of the non-amenable groups Γ, corresponding to several C∗-algebras A. Thus, the
correspondence A→ X from Definition 2.14 is not bijective, and needs a fix.

But more on this later, for the moment let us enjoy what we have. A quick comparison
between Theorem 2.8 and Theorem 2.13 suggests that operator algebra and C∗-algebra
might be actually the same thing. And this is indeed the case, the result being:

Theorem 2.15. Any C∗-algebra appears as an operator algebra:

A ⊂ B(H)

Moreover, when A is separable, which is usually the case, H can be taken separable.

Proof. This result, called GNS representation theorem after Gelfand-Naimark-Segal,
comes as a continuation of the Gelfand theorem, the idea being as follows:
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(1) Let us first prove that the result holds in the commutative case, A = C(X). Here,
we can pick a positive measure on X, and construct our embedding as follows:

C(X) ⊂ B(L2(X)) , f → [g → fg]

(2) In general the proof is similar, the idea being that given a C∗-algebra A we can
construct a Hilbert space H = L2(A), and then an embedding as above:

A ⊂ B(L2(A)) , a→ [b→ ab]

(3) Finally, the last assertion is clear, because when A is separable, meaning that it
has a countable algebraic basis, so does the associated Hilbert space H = L2(A). □

All this is very nice, and getting back to our original motivations, we have now a
beautiful notion of compact quantum space, coming from Definition 2.11, Theorem 2.13
and Definition 2.14. Also, as a bonus, we have as well some spectral theory tools for the
study of such spaces, coming from Proposition 2.12, and even a theorem allowing us to
pull out of a hat a Hilbert space, in case we ever get lost, namely Theorem 2.15.

2b. Quantum groups

We can now go ahead and develop our quantum group, and general easiness program.
As a starting point, we have the following key definition, due to Woronowicz [98]:

Definition 2.16. A Woronowicz algebra is a C∗-algebra A, given with a unitary
matrix u ∈MN(A) whose coefficients generate A, such that the formulae

∆(uij) =
∑
k

uik ⊗ ukj , ε(uij) = δij , S(uij) = u∗ji

define morphisms of C∗-algebras ∆ : A → A ⊗ A, ε : A → C, S : A → Aopp, called
comultiplication, counit and antipode.

In this definition ⊗ can be any C∗-algebraic completion of the usual algebraic tensor
product ⊗alg, and the symbol Aopp denotes the opposite algebra. More on this later.

We say that A is cocommutative when Σ∆ = ∆, where Σ(a ⊗ b) = b ⊗ a is the flip.
We have the following result, which justifies the terminology and axioms:

Proposition 2.17. The following are Woronowicz algebras:

(1) C(G), with G ⊂ UN compact Lie group. Here the structural maps are:

∆(φ) = [(g, h)→ φ(gh)] , ε(φ) = φ(1) , S(φ) = [g → φ(g−1)]

(2) C∗(Γ), with FN → Γ finitely generated group. Here the structural maps are:

∆(g) = g ⊗ g , ε(g) = 1 , S(g) = g−1

Moreover, we obtain in this way all the commutative/cocommutative algebras.
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Proof. In both cases, we have to indicate a certain matrix u. For the first assertion,
we can use the matrix u = (uij) formed by matrix coordinates of G, given by:

g =

u11(g) . . . u1N(g)
...

...
uN1(g) . . . uNN(g)


As for the second assertion, we can use here the diagonal matrix formed by generators:

u =

g1 0
. . .

0 gN


Finally, the last assertion follows from the Gelfand theorem, in the commutative case.

In the cocommutative case this follows from the Peter-Weyl theory, explained below. □

In view of Proposition 2.17, we can formulate the following definition:

Definition 2.18. Given a Woronowicz algebra A, we formally write

A = C(G) = C∗(Γ)

and call G compact quantum group, and Γ discrete quantum group.

When A is both commutative and cocommutative, G is a compact abelian group, Γ
is a discrete abelian group, and these groups are dual to each other:

G = Γ̂ , Γ = Ĝ

In general, we still agree to write the formulae G = Γ̂,Γ = Ĝ, but in a formal sense.
Finally, let us make as well the following key convention:

Definition 2.19. We identify two Woronowicz algebras (A, u) and (B, v), as well as
the corresponding quantum groups, when we have an isomorphism of ∗-algebras

< uij >≃< vij >

mapping standard coordinates to standard coordinates.

This convention is here for avoiding amenability issues, as for any quantum group to
correspond to a unique Woronowicz algebra, and more on this later. Moving ahead now,
we need tools, for the study of our quantum groups. In the classical case, the main tool
for the study of the groups G are the group axioms, namely:

m(m× id) = m(id×m)

m(u× id) = m(id× u) = id

m(i× id)δ = m(id× i)δ = 1

Here δ(g) = (g, g). The point now is that all these formulae hold as well for our
quantum groups, in algebra formulation of course, the result being as follows:
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Proposition 2.20. The maps ∆, ε, S satisfy the Hopf algebra axioms, namely:

(∆⊗ id)∆ = (id⊗∆)∆

(ε⊗ id)∆ = (id⊗ ε)∆ = id

m(S ⊗ id)∆ = m(id⊗ S)∆ = ε(.)1

In addition, the square of the antipode is the identity, S2 = id.

Proof. As a first observation, the result holds in the commutative case, A = C(G)
with G ⊂ UN . Indeed, here we know from Proposition 2.17 that we have:

∆ = mt , ε = ut , S = it

Thus, in this case, the various conditions in the statement on ∆, ε, S simply come by
transposition from the group axioms satisfied by m,u, i. In general now, we have:

(∆⊗ id)∆(uij) = (id⊗∆)∆(uij) =
∑
kl

uik ⊗ ukl ⊗ ulj

As for the other axioms, their verification is similar, with the technical remark that
the first two formulae hold on A, while the third formula only holds on < uij >. □

All this is very nice. In order to reach now to more advanced results, following again
Woronowicz [98], let us call corepresentation of A any unitary matrix v ∈Mn(A), where
A =< uij >, satisfying the same conditions as those satisfied by u, namely:

∆(vij) =
∑
k

vik ⊗ vkj , ε(vij) = δij , S(vij) = v∗ji

We have the following key result, due to Woronowicz [98]:

Theorem 2.21. Any Woronowicz algebra has a unique Haar integration functional,(∫
G

⊗id
)
∆ =

(
id⊗

∫
G

)
∆ =

∫
G

(.)1

which can be constructed by starting with any faithful positive form φ ∈ A∗, and setting∫
G

= lim
n→∞

1

n

n∑
k=1

φ∗k

where ϕ ∗ ψ = (ϕ⊗ ψ)∆. Moreover, for any corepresentation v ∈Mn(C)⊗ A we have(
id⊗

∫
G

)
v = P

where P is the orthogonal projection onto Fix(v) = {ξ ∈ Cn|vξ = ξ}.
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Proof. Following [98], this can be done in 3 steps, as follows:

(1) Given φ ∈ A∗, our claim is that the following limit converges, for any a ∈ A:∫
φ

a = lim
n→∞

1

n

n∑
k=1

φ∗k(a)

Indeed, by linearity we can assume that a ∈ A is the coefficient of certain corepresen-
tation, a = (τ ⊗ id)v. But in this case, an elementary computation gives the following
formula, with Pφ being the orthogonal projection onto the 1-eigenspace of (id⊗ φ)v:(

id⊗
∫
φ

)
v = Pφ

(2) Since vξ = ξ implies [(id⊗ φ)v]ξ = ξ, we have Pφ ≥ P , where P is the orthogonal
projection onto the fixed point space in the statement, namely:

Fix(v) =
{
ξ ∈ Cn

∣∣∣vξ = ξ
}

The point now is that when φ ∈ A∗ is faithful, by using a standard positivity trick,
we can prove that we have Pφ = P , exactly as in the classical case.

(3) With the above formula in hand, the left and right invariance of
∫
G
=
∫
φ
is clear

on coefficients, and so in general, and this gives all the assertions. See [98]. □

We can now develop, again following [98], the Peter-Weyl theory for the corepresen-
tations of A. Consider the dense subalgebra A ⊂ A generated by the coefficients of the
fundamental corepresentation u, and endow it with the following scalar product:

< a, b >=

∫
G

ab∗

With this convention, we have the following result, from [98]:

Theorem 2.22. We have the following Peter-Weyl type results, with the various op-
erations on corepresentations being defined in a straightforward way:

(1) Any corepresentation decomposes as a sum of irreducible corepresentations.
(2) Each irreducible corepresentation appears inside a certain u⊗k.
(3) A =

⊕
v∈Irr(A)Mdim(v)(C), the summands being pairwise orthogonal.

(4) The characters of irreducible corepresentations form an orthonormal system.

Proof. All these results are from [98], the idea being as follows:

(1) For a corepresentation v ∈ Mn(A), the algebra End(v) = {T ∈ Mn(C)|Tv = vT}
is a finite dimensional C∗-algebra, and so decomposes as End(v) =Mn1(C)⊕. . .⊕Mnk

(C).
But this gives a decomposition of type v = v1 + . . .+ vk, as desired.
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(2) Consider the Peter-Weyl corepresentations, u⊗k with k being a colored integer,
defined by u⊗∅ = 1, u⊗◦ = u, u⊗• = ū and multiplicativity. The coefficients of these
corepresentations span the dense algebra A, and by using (1), this gives the result.

(3) Here the direct sum decomposition, which is a ∗-coalgebra isomorphism, follows
from (2). As for the second assertion, this follows from the fact that (id ⊗

∫
G
)v is the

orthogonal projection Pv onto the space Fix(v), for any corepresentation v.

(4) Let us define indeed the character of a corepresentation v ∈Mn(A) to be the trace,
χv = Tr(v). Since this character is a coefficient of v, the orthogonality assertion follows
from (3). As for the norm 1 claim, this follows once again from (id⊗

∫
G
)v = Pv. □

As a first consequence of the above result, we can now clarify the structure of the
cocommutative Woronowicz algebras, closing a discussion started in Proposition 2.17:

Proposition 2.23. For a Woronowicz algebra A, the following are equivalent:

(1) A is cocommutative, Σ∆ = ∆.
(2) The irreducible corepresentations of A are all 1-dimensional.
(3) A = C∗(Γ), for some group Γ =< g1, . . . , gN >, up to equivalence.

Proof. This follows from the Peter-Weyl theory, as follows:

(1) =⇒ (2) The assumption Σ∆ = ∆ tells us that the inclusion Acentral =< χv >⊂ A
is an isomorphism, and by using Peter-Weyl theory we conclude that any irreducible
corepresentation of A must be equal to its character, and so must be 1-dimensional.

(2) =⇒ (3) This follows once again from Peter-Weyl, because if we denote by Γ the
group formed by the 1-dimensional corepresentations, then we have A = C[Γ], and so
A = C∗(Γ) up to the standard equivalence relation for Woronowicz algebras.

(3) =⇒ (1) This is something trivial, that we know from Proposition 2.17. □

Still in relation with the discrete groups, but at a more advanced level, following as
before Woronowicz [98], we have the following result:

Theorem 2.24. Let Afull be the enveloping C∗-algebra of A, and Ared be the quotient
of A by the null ideal of the Haar integration. The following are then equivalent:

(1) The Haar functional of Afull is faithful.
(2) The projection map Afull → Ared is an isomorphism.
(3) The counit map ε : Afull → C factorizes through Ared.
(4) We have N ∈ σ(Re(χu)), the spectrum being taken inside Ared.

If this is the case, we say that the underlying discrete quantum group Γ is amenable.

Proof. This is well-known in the group dual case, A = C∗(Γ), with Γ being a usual
discrete group. In general, the result follows by adapting the group dual case proof:



46 2. QUANTUM GROUPS

(1) ⇐⇒ (2) This simply follows from the fact that the GNS construction for the
algebra Afull with respect to the Haar functional produces the algebra Ared.

(2) ⇐⇒ (3) Here =⇒ is trivial, and conversely, a counit ε : Ared → C produces an

isomorphism Φ : Ared → Afull, by slicing the map ∆̃ : Ared → Ared ⊗ Afull.

(3) ⇐⇒ (4) Here =⇒ is clear, coming from ε(N −Re(χ(u))) = 0, and the converse
can be proved by doing some functional analysis. See [98]. □

2c. Diagrams, easiness

In order to reach now to a theory of easiness for the compact quantum groups, we
need several extra ingredients. First, we need free analogues of the orthogonal and unitary
groups. The constructions here, due to Wang [88], are as follows:

Theorem 2.25. The following universal algebras are Woronowicz algebras,

C(O+
N) = C∗

(
(uij)i,j=1,...,N

∣∣∣u = ū, ut = u−1
)

C(U+
N ) = C∗

(
(uij)i,j=1,...,N

∣∣∣u∗ = u−1, ut = ū−1
)

so the underlying quantum spaces O+
N , U

+
N are compact quantum groups.

Proof. This follows from the elementary fact that if a matrix u = (uij) is orthogonal
or biunitary, then so must be the following matrices:

(u∆)ij =
∑
k

uik ⊗ ukj , (uε)ij = δij , (uS)ij = u∗ji

Thus, we can indeed define morphisms ∆, ε, S as in Definition 2.16, by using the
universal properties of C(O+

N), C(U
+
N ), and this gives the result. □

Next, we need to talk about Tannakian duality. The result here, which is very similar
to the Tannakian duality result from chapter 1, is as follows:

Theorem 2.26. The following operations are inverse to each other:

(1) The construction G → C, which associates to a closed subgroup G ⊂u U
+
N the

tensor category formed by the intertwiner spaces Ckl = Hom(u⊗k, u⊗l).
(2) The construction C → G, associating to a tensor category C the closed subgroup

G ⊂u U
+
N coming from the relations T ∈ Hom(u⊗k, u⊗l), with T ∈ Ckl.

Proof. The idea is that we have indeed a construction G → CG, producing a sub-
category of the tensor C∗-category of finite dimensional Hilbert spaces, as follows:

(CG)kl = Hom(u⊗k, u⊗l)

We have as well a construction C → GC , obtained by setting:

C(GC) = C(U+
N )
/〈

T ∈ Hom(u⊗k, u⊗l)
∣∣∣∀k, l, ∀T ∈ Ckl

〉
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Regarding now the bijection claim, some elementary algebra shows that C = CGC

implies G = GCG
, and that C ⊂ CGC

is automatic. Thus we are left with proving:

CGC
⊂ C

But this latter inclusion can be proved indeed, by doing some algebra, and using von
Neumann’s bicommutant theorem, in finite dimensions. See Malacarne [62]. □

Following the material from chapter 1, we can now talk about easiness. Let us first
recall from chapter 1 that the partitions produce linear maps, as follows:

Definition 2.27. Associated to any partition π ∈ P (k, l) between an upper row of k
points and a lower row of l points is the linear map Tπ : (CN)⊗k → (CN)⊗l given by

Tπ(ei1 ⊗ . . .⊗ eik) =
∑
j1...jl

δπ

(
i1 . . . ik
j1 . . . jl

)
ej1 ⊗ . . .⊗ ejl

with the Kronecker type symbols δπ ∈ {0, 1} depending on whether the indices fit or not.

To be more precise, we agree to put the two multi-indices on the two rows of points, in
the obvious way. The Kronecker symbols are then defined by δπ = 1 when all the strings
of π join equal indices, and by δπ = 0 otherwise. This construction is motivated by:

Proposition 2.28. The assignement π → Tπ is categorical, in the sense that we have

Tπ ⊗ Tσ = T[πσ] , TπTσ = N c(π,σ)T[σπ ] , T ∗
π = Tπ∗

where c(π, σ) are certain integers, coming from the erased components in the middle.

Proof. This is something that we know well from chapter 1, coming from some
elementary computations for the above compositions, explained there. □

Let us axiomatize now the categories of partitions. The definition here, from [22],
[79], which is very similar to the one from the classical case, is as follows:

Definition 2.29. A collection of sets D =
⊔

k,lD(k, l) with D(k, l) ⊂ P (k, l) is called
a category of partitions when it has the following properties:

(1) Stability under the horizontal concatenation, (π, σ)→ [πσ].
(2) Stability under vertical concatenation (π, σ)→ [σπ], with matching middle symbols.
(3) Stability under the upside-down turning ∗, with switching of colors, ◦ ↔ •.
(4) Each set P (k, k) contains the identity partition || . . . ||.
(5) The sets P (∅, ◦•) and P (∅, •◦) both contain the semicircle ∩.

Generally speaking, the axioms in Definition 2.29 can be thought of as being a “de-
linearized version” of the categorical conditions which are verified by the Tannakian cat-
egories. We have in fact the following result, going back to [22]:
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Theorem 2.30. Each category of partitions D = (D(k, l)) produces a family of com-
pact quantum groups G = (GN), one for each N ∈ N, via the formula

Hom(u⊗k, u⊗l) = span
(
Tπ

∣∣∣π ∈ D(k, l)
)

which produces a Tannakian category, and therefore a closed subgroup GN ⊂ U+
N . The

quantum groups which appear in this way are called easy.

Proof. This follows indeed from Woronowicz’s Tannakian duality, in its “soft” form
from [62], as explained in Theorem 2.26. Indeed, let us set:

Ckl = span
(
Tπ

∣∣∣π ∈ D(k, l)
)

By using the axioms in Definition 2.29, and the various categorical properties of the
operation π → Tπ, from Proposition 2.28, we deduce that C = (Ckl) is a Tannakian
category. Thus the Tannakian duality result applies, and gives the result. □

As a first application, we can formulate a general Brauer theorem, as follows:

Theorem 2.31. The basic classical and quantum rotation groups are all easy,

O+
N

// U+
N

ON

OO

// UN

OO

:

NC2

��

NC2oo

��
P2 P2
oo

with the quantum groups on the left corresponding to the categories on the right.

Proof. This is something that we already know for ON , UN , but since these results
follow easily from those for O+

N , U
+
N , let us just prove everything, as follows:

(1) The quantum group U+
N is defined via the following relations:

u∗ = u−1 , ut = ū−1

But, via our correspondence between partitions and maps, these relations tell us that
the following two operators must be in the associated Tannakian category C:

Tπ , π = ∩
◦• ,

∩
•◦

Thus the associated Tannakian category is C = span(Tπ|π ∈ D), with:

D =< ∩
◦• ,

∩
•◦ >= NC2

(2) The quantum group O+
N ⊂ U+

N is defined by imposing the following relations:

uij = ūij
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Thus, the following operators must be in the associated Tannakian category C:

Tπ , π = |◦• , |•◦
Thus the associated Tannakian category is C = span(Tπ|π ∈ D), with:

D =< NC2, |◦•, |•◦ >= NC2

(3) The group UN ⊂ U+
N is defined via the following relations:

[uij, ukl] = 0 , [uij, ūkl] = 0

Thus, the following operators must be in the associated Tannakian category C:

Tπ , π = /\◦◦◦◦ , /\
◦•
•◦

Thus the associated Tannakian category is C = span(Tπ|π ∈ D), with:

D =< NC2, /\◦◦◦◦, /\
◦•
•◦ >= P2

(4) In order to deal now with ON , we can simply use the following formula:

ON = O+
N ∩ UN

Indeed, at the categorical level, this formula tells us that the associated Tannakian
category is given by C = span(Tπ|π ∈ D), with:

D =< NC2,P2 >= P2

Thus, we are led to the conclusions in the statement. □

2d. The standard cube

Our purpose now is to unify and extend the squares from chapter 1 and from Theorem
2.31, consisting respectively of HN , KN , ON , UN and of ON , UN , O

+
N , U

+
N , as to reach to

the nice cube pictured at the beginning of the present chapter, namely:

K+
N

// U+
N

H+
N

//

==

O+
N

>>

KN
//

OO

UN

OO

HN

OO

<<

// ON

OO

<<

Thus, we need to talk about H+
N , K

+
N , with this meaning both their definition, and

easiness property. But for this, we first need to talk about the quantum permutation
group S+

N , again both definition, and easiness property. This will be something which is
quite tricky, and will take some time. Following Wang [89], let us start with:
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Theorem 2.32. The following universal C∗-algebra, with magic meaning formed by
projections (p2 = p∗ = p), summing up to 1 on each row and each column,

C(S+
N) = C∗

(
(uij)i,j=1,...,N

∣∣∣u = magic
)

is a Woronowicz algebra, with comultiplication, counit and antipode given by:

∆(uij) =
∑
k

uik ⊗ ukj , ε(uij) = δij , S(uij) = uji

Thus S+
N is a compact quantum group, called quantum permutation group, and the classical

version of this quantum group is the usual permutation group SN .

Proof. We have several assertions here, the idea being as follows:

(1) As a first observation, the universal C∗-algebra in the statement is indeed well-
defined, because the conditions p2 = p∗ = p satisfied by the coordinates give:

||uij|| ≤ 1

In order to prove now that we have a Woronowicz algebra, we must construct maps
∆, ε, S given by the formulae in the statement. Consider the following matrices:

u∆ij =
∑
k

uik ⊗ ukj , uεij = δij , uSij = uji

Our claim is that, since u is magic, so are these three matrices. Indeed, regarding u∆,
its entries are idempotents, as shown by the following computation:

(u∆ij)
2 =

∑
kl

uikuil ⊗ ukjulj =
∑
kl

δkluik ⊗ δklukj = u∆ij

These elements are self-adjoint as well, as shown by the following computation:

(u∆ij)
∗ =

∑
k

u∗ik ⊗ u∗kj =
∑
k

uik ⊗ ukj = u∆ij

The row and column sums for the matrix u∆ can be computed as follows:∑
j

u∆ij =
∑
jk

uik ⊗ ukj =
∑
k

uik ⊗ 1 = 1

∑
i

u∆ij =
∑
ik

uik ⊗ ukj =
∑
k

1⊗ ukj = 1

Thus, u∆ is magic. Regarding now uε, uS, these matrices are magic too, and this for
obvious reasons. Thus, all our three matrices u∆, uε, uS are magic, so we can define ∆, ε, S
by the formulae in the statement, by using the universality property of C(S+

N).
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(2) Regarding the last assertion, consider the symmetric group SN , viewed as permu-
tation group of the N coordinate axes of RN . The action of SN on the standard basis
e1, . . . , eN ∈ RN being given by σ : ej → eσ(j), the coordinate functions on SN are:

uij = χ
(
σ ∈ G

∣∣∣σ(j) = i
)

Observe also that the matrix u = (uij) that these functions form is magic, in the sense
that its entries are projections, summing up to 1 on each row and each column. Our claim
now, which will prove the last assertion, is that we have the following formula:

C(SN) = C∗
comm

(
(uij)i,j=1,...,N

∣∣∣u = magic
)

Indeed, the algebra A on the right being commutative, by the Gelfand theorem it must
be of the form A = C(X), with X being a certain compact space. Now since we have
coordinates uij : X → R, we have an embedding X ⊂ MN(R). Also, since we know that
these coordinates form a magic matrix, the elements g ∈ X must be 0-1 matrices, having
exactly one 1 entry on each row and each column. Thus X = SN , as desired. □

Still following Wang [89], we have the following surprising result:

Theorem 2.33. We have an embedding SN ⊂ S+
N , given at the algebra level by:

uij → χ
(
σ ∈ SN

∣∣∣σ(j) = i
)

This is an isomorphism at N ≤ 3, but not at N ≥ 4, where S+
N is not classical, nor finite.

Proof. The fact that we have an embedding as above follows from Theorem 2.32.
Regarding now the second assertion, we can prove this in four steps, as follows:

Case N = 2. The fact that S+
2 is indeed classical, and hence collapses to S2, is trivial,

because the 2× 2 magic matrices are as follows, with p being a projection:

U =

(
p 1− p

1− p p

)
Indeed, this shows that the entries of U commute. Thus C(S+

2 ) is commutative, and
so equals its biggest commutative quotient, which is C(S2). Thus, S

+
2 = S2.

Case N = 3. By using the same argument as in the N = 2 case, and the symmetries
of the problem, it is enough to check that u11, u22 commute. But this follows from:

u11u22 = u11u22(u11 + u12 + u13)

= u11u22u11 + u11u22u13

= u11u22u11 + u11(1− u21 − u23)u13
= u11u22u11

Indeed, by applying the involution to this formula, we obtain that we have as well
u22u11 = u11u22u11. Thus, we obtain u11u22 = u22u11, as desired.
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Case N = 4. Consider the following matrix, with p, q being projections:

U =


p 1− p 0 0

1− p p 0 0
0 0 q 1− q
0 0 1− q q


This matrix is magic, and we can choose p, q ∈ B(H) as for the algebra < p, q > to be

noncommutative and infinite dimensional. We conclude that C(S+
4 ) is noncommutative

and infinite dimensional as well, and so S+
4 is non-classical and infinite, as claimed.

Case N ≥ 5. Here we can use the standard embedding S+
4 ⊂ S+

N , obtained at the level
of the corresponding magic matrices in the following way:

u→
(
u 0
0 1N−4

)
Indeed, with this in hand, the fact that S+

4 is a non-classical, infinite compact quantum
group implies that S+

N with N ≥ 5 has these two properties as well. □

The above result might seem quite puzzling, but hey, we are doing quantum here,
so take it easy. As a matter of doublechecking our findings, we are not wrong with our
formalism, because as explained once again in [89], we have as well:

Theorem 2.34. The quantum permutation group S+
N acts on the set X = {1, . . . , N},

the corresponding coaction map Φ : C(X)→ C(X)⊗ C(S+
N) being given by:

Φ(ei) =
∑
j

ej ⊗ uji

In fact, S+
N is the biggest compact quantum group acting on X, by leaving the counting

measure invariant, in the sense that (tr ⊗ id)Φ = tr(.)1, where tr(ei) =
1
N
,∀i.

Proof. Let us first determine when Φ is multiplicative. We have:

Φ(ei)Φ(ek) =
∑
jl

ejel ⊗ ujiulk =
∑
j

ej ⊗ ujiujk

Φ(eiek) = δikΦ(ei) = δik
∑
j

ej ⊗ uji

Thus, the multiplicativity of Φ is equivalent to the following conditions:

ujiujk = δikuji , ∀i, j, k
The other conditions to be satisfied by Φ can be processed in a similar way, and we

reach to the conclusion that u must be magic, which gives the result. See [89]. □

Getting now into easiness, we have the following result, which provides a more rea-
sonable explanation for the liberation operation SN → S+

N , and its mysteries:
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Theorem 2.35. The following hold:

(1) The quantum groups SN , S
+
N are both easy, coming respectively from the categories

P,NC of partitions, and noncrossing partitions.
(2) Thus, SN → S+

N is just a regular easy quantum group liberation, coming from
D → D ∩NC at the level of the associated categories of partitions.

Proof. We already know the result for SN , so we just need to prove the result for
S+
N . In order to do so, recall that the subgroup S+

N ⊂ O+
N appears as follows:

C(S+
N) = C(O+

N)
/〈

u = magic
〉

In order to interpret the magic condition, consider the fork partition:

µ ∈ P (2, 1)
Given a corepresentation u, we have the following formulae:

(Tµu
⊗2)i,jk =

∑
lm

(Tµ)i,lm(u
⊗2)lm,jk = uijuik

(uTµ)i,jk =
∑
l

uil(Tµ)l,jk = δjkuij

We conclude that we have the following equivalence:

Tµ ∈ Hom(u⊗2, u) ⇐⇒ uijuik = δjkuij,∀i, j, k
The condition on the right being equivalent to the magic condition, we obtain:

C(S+
N) = C(O+

N)
/〈

Tµ ∈ Hom(u⊗2, u)
〉

Thus S+
N is indeed easy, the corresponding category of partitions being:

D =< µ >= NC

Finally, observe that this proves the result for SN too, because from the formula
SN = S+

N∩ON we obtain that the group SN is easy, coming from the category of partitions
D =< NC,P2 >= P . Thus, we are led to the conclusions in the statement. □

With this understood, we can get now into quantum reflection groups, and reach our
main objective for this chapter, namely having a nice cube. Let us start with:

Theorem 2.36. We have quantum groups H+
N , K

+
N , constructed as follows,

C(H+
N) = C∗

(
(uij)i,j=1,...,N

∣∣∣uij = u∗ij, (u
2
ij) = magic

)
C(K+

N) = C∗
(
(uij)i,j=1,...,N

∣∣∣[uij, u∗ij] = 0, (uiju
∗
ij) = magic

)
which are liberations of HN , KN . Also, we have H+

N = Z2 ≀∗ S+
N , K

+
N = T ≀∗ S+

N .
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Proof. There is a long story with this result, following [5], [9] and related papers. In
the above form, which is something simplified, that we will need in what follows, the first
assertion follows in the usual way, namely from the observation that if a matrix u = (uij)
satisfies the relations in the statement, then so do the following matrices:

(u∆)ij =
∑
k

uik ⊗ ukj , (uε)ij = δij , (uS)ij = uji

As for the second assertion, the formulae there, with ≀∗ being a so-called free wreath
product, are similar to the formulae HN = Z2 ≀ SN , KN = T ≀ SN from the classical case,
and their proof is routine. For more on this, we refer to [5], [9]. □

Good news, we can now complete our cube, as follows:

Theorem 2.37. We have quantum rotation and reflection groups, as follows,

K+
N

// U+
N

H+
N

//

==

O+
N

>>

KN
//

OO

UN

OO

HN

OO

<<

// ON

OO

<<

which are all easy, the corresponding categories of partitions being as follows,

NCeven

{{

��

NC2

��

oo

��

NCeven

��

NC2

��

oo

Peven

{{

P2

��

oo

Peven P2
oo

with on top, the symbol NC standing everywhere for noncrossing partitions.

Proof. This is something that we know for all quantum groups under consideration,
except for H+

N , K
+
N , and for these two quantum groups, the proof goes as follows:

(1) We know that H+
N ⊂ O+

N appears via the cubic relations, namely:

uijuik = ujiuki = 0 , ∀j ̸= k
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Our claim now is that, in Tannakian terms, these relations reformulate as follows, with
χ ∈ P (2, 2) being the 1-block partition, joining all 4 points:

Tχ ∈ End(u⊗2)

In order to prove our claim, observe first that we have, by definition of Tχ:

Tχ(ei ⊗ ej) = δijei ⊗ ei
With this formula in hand, we have the following computation:

Tχu
⊗2(ei ⊗ ej ⊗ 1) = Tχ

(∑
abij

eai ⊗ ebj ⊗ uaiubj

)
(ei ⊗ ej ⊗ 1)

= Tχ
∑
ab

ea ⊗ eb ⊗ uaiubj

=
∑
a

ea ⊗ ea ⊗ uaiuaj

On the other hand, we have as well the following computation:

u⊗2Tχ(ei ⊗ ej ⊗ 1) = δiju
⊗2(ei ⊗ ej ⊗ 1)

= δij

(∑
abij

eai ⊗ ebj ⊗ uaiubj

)
(ei ⊗ ej ⊗ 1)

= δij
∑
ab

ea ⊗ eb ⊗ uaiubi

We conclude that Tχu
⊗2 = u⊗2Tχ means that u is cubic, as desired. Thus, our claim

is proved. But this shows that H+
N is easy, coming from the following category:

D =< χ >= NCeven

(2) Regarding now K+
N , the proof here is similar, leading this time to the category

NCeven of noncrossing matching partitions. For details, we refer here to [5]. □

All the above is very nice. Perhaps not as satisfying as solving a Rubik’s cube, or
doing some Lego stuff, as a kid, but not bad. Further dealing with the above cube, with
all sorts of enhancements, will keep us busy, for the rest of this book.

2e. Exercises

As usual with our exercises in this book, these will be for the most a mixture of more
things to learn, and finishing computations not fully done in the above. To start with,
since we are now into quantum, the following exercice is mandatory:

Exercise 2.38. Learn some quantum mechanics, from a true physicist, meaning from
a book which is clearly advertised, on the front or back cover, not to be rigorous.
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This piece of advice is serious. First because doing quantum groups, or mathematics
in general, without any physics motivations will lead you nowhere, with the number of
talented young people having tried this, and who ended up in depression, alcoholism,
suicide or worse (remember Hell) being hard to count. And second, because quantum
mechanics is non-trivial, to the point that even Einstein himself did not understand it, so
take it easy there, just throw to trash excessive rigor, and use Love instead. Along the
same lines now, but talking mathematics, here is a second exercise, equally important:

Exercise 2.39. Learn more about operator algebras and quantum spaces:

(1) Operator algebras: more about C∗-algebras, and von Neumann algebras too.
(2) Quantum spaces: have a look at free probability, and at K-theory too.
(3) Quantum groups: read in detail the papers of Woronowicz [98], [99].

At a more concrete level now, for truly learning quantum groups, nothing better than
spending some time on S+

N , which is the most exciting object around:

Exercise 2.40. Futher advance in your understanding of SN → S+
N , as follows:

(1) Prove that S+
3 = S3, by using a new clever method, of your choice.

(2) Prove that S+
4 ̸= S4, again by using a new method, of your choice.

(3) Prove that S+
4 is coamenable, while S+

5 is not coamenable.
(4) Can we talk about quantum permutations of finite quantum spaces?
(5) If yes, can you prove that for M2, given by C(M2) =M2(C), we get SO3?
(6) Based on this, can we say that S+

4 should be a kind of twist of SO3?

Finally, in direct relation with easiness, besides completing of course the few proofs
that were not given in the above with full details, we have:

Exercise 2.41. Extend the easiness theory that we have so far:

(1) Towards bistochastic quantum groups, that you will have to define.
(2) By looking for an intermediate liberation O∗

N , that you will have to find.

As usual, in what regards the last exercises, some of them might be quite difficult, but
in case you do not find, no worries, we will be back to this, later in this book.



CHAPTER 3

Algebraic theory

3a. Basic operations

Wecome to easiness, again. Now that we learned the basics, time to make a to-do
list, for the remainder of this book. There are many ways of proceeding here, with the
presentation, and we have divided what is to be said in three parts, as follows:

(1) There is some general theory, of both algebraic and analytic nature, to be developed
for the easy quantum groups G ⊂ U+

N , starting from the axioms. We will do this in this
chapter and in the next one, first with some algebra, in the present chapter, and then
with some analytic results, mostly of probabilistic nature, in the next chapter.

(2) There are also many further examples to be studied, and classification results that
can be obtained for them, and importantly, there is also some further general theory, that
does not follow straight from the axioms, and requires verification on a case-by-case basis,
by using the classification results. We will discuss this in Parts II and III.

(3) Finally, there are many closed subgroups G ⊂ U+
N which are not easy, but are

not far from being easy either, with an illustrating example here being the symplectic
group SpN ⊂ UN , with N ∈ 2N. We will discuss all this, “super-easiness” theories, with
super-easy meaning more general, and so harder than easy, in Part IV.

Getting started now, we will be first interested in the various operations that can be
performed on the closed subgroups G ⊂ U+

N , and how these behave in the easy case.
Following Wang [88], the most basic operations on quantum groups are as follows:

Proposition 3.1. The class of Woronowicz algebras is stable under taking:

(1) Tensor products, A = A′ ⊗ A′′, with u = u′ + u′′. At the quantum group level we
obtain usual products, G = G′ ×G′′ and Γ = Γ′ × Γ′′.

(2) Free products, A = A′ ∗ A′′, with u = u′ + u′′. At the quantum group level we
obtain dual free products G = G′ ∗̂G′′ and free products Γ = Γ′ ∗ Γ′′.

Proof. Everything here is clear from definitions. In addition to this, let us mention as
well that we have

∫
A′⊗A′′ =

∫
A′ ⊗

∫
A′′ and

∫
A′∗A′′ =

∫
A′ ∗

∫
A′′ . Also, the corepresentations

of the above products can be explicitly computed. See Wang [88]. □

57
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In relation with easiness, we cannot expect much going on here, although an interesting
question is the axiomatization of the class of products of easy quantum groups. Moving
ahead now, here are some further basic operations, once again from Wang [88]:

Proposition 3.2. The class of Woronowicz algebras is stable under taking:

(1) Subalgebras A′ =< u′ij >⊂ A, with u′ being a corepresentation of A. At the
quantum group level we obtain quotients G→ G′ and subgroups Γ′ ⊂ Γ.

(2) Quotients A→ A′ = A/I, with I being a Hopf ideal, ∆(I) ⊂ A⊗ I + I ⊗ A. At
the quantum group level we obtain subgroups G′ ⊂ G and quotients Γ→ Γ′.

Proof. Once again, everything is clear, and we have as well some straightforward
supplementary results, regarding integration and corepresentations. See [88]. □

As before with the product operations, all this is a bit too general, for a systematic
easiness study. Here are now some further operations, which in contrast to the previous
ones, will lead to some interesting theory in relation with easiness:

Theorem 3.3. The closed subgroups of U+
N are subject to operations as follows:

(1) Intersection: G ∩H is the biggest quantum subgroup of G,H.
(2) Generation: < G,H > is the smallest quantum group containing G,H.

Proof. We must prove that the universal quantum groups in the statement exist
indeed. For this purpose, let us pick writings as follows, with I, J being Hopf ideals:

C(G) = C(U+
N )/I , C(H) = C(U+

N )/J

We can then construct our two universal quantum groups, as follows:

C(G ∩H) = C(U+
N )/ < I, J >

C(< G,H >) = C(U+
N )/(I ∩ J)

To be more precise, since I, J are Hopf ideals, so are < I, J > and I ∩ J , so have
indeed quantum groups, which have the needed universal properties, as desired. □

In practice now, what we have in Theorem 3.3 is quite theoretical, and in what concerns
the operation ∩, this can be usually computed by using:

Proposition 3.4. Given subgroups G,H ⊂ K, appearing at the algebra level as fol-
lows, with R,P being certain sets of polynomial ∗-relations between the coordinates uij,

C(G) = C(K)/R , C(H) = C(K)/P
the intersection H ∩K is given by the formula C(G ∩H) = C(K)/{R,P}.

Proof. This follows from Theorem 3.3, or rather from its proof, and from the follow-
ing trivial fact, regarding relations and ideals:

I =< R >, J =< P > =⇒ < I, J >=< R,P >

Thus, we are led to the conclusion in the statement. □
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In order to discuss now < ,>, let us call Hopf image of a representation C(K) → A
the smallest Hopf algebra quotient C(L) producing a factorization as follows:

C(K)→ C(L)→ A

Here the fact that this quotient exists indeed is routine, by dividing by a suitable ideal.
More generally, we can talk in the same way about the joint Hopf image of a family of
representations C(K)→ Ai, and with this notion in hand, we have:

Proposition 3.5. Assuming G,H ⊂ K, the quantum group < G,H > is such that

C(K)→ C(< G,H >)→ C(G), C(H)

is the joint Hopf image of the quotient maps C(K)→ C(G), C(H).

Proof. In the particular case from the statement, the joint Hopf image appears as
the smallest Hopf algebra quotient C(L) producing factorizations as follows:

C(K)→ C(L)→ C(G), C(H)

We conclude from this that we have L =< G,H >, as desired. □

In order to reformulate the above operations in the easy setting, in terms of the associ-
ated categories of partitions, we first need a Tannakian reformulation of the constructions
in Theorem 3.3. In the Tannakian setting, we have the following result:

Theorem 3.6. The intersection and generation operations ∩ and < ,> can be con-
structed via the Tannakian correspondence G→ CG, as follows:

(1) Intersection: defined via CG∩H =< CG, CH >.
(2) Generation: defined via C<G,H> = CG ∩ CH .

Proof. We know from Tannakian duality for quantum groups, in its soft form ex-
plained in chapter 2, that our two quantum groups G,H ⊂ U+

N appear as follows:

C(G) = C(U+
N )
/〈

T ∈ Hom(u⊗k, u⊗l)
∣∣∣∀k, l, ∀T ∈ (CG)kl

〉
C(H) = C(U+

N )
/〈

T ∈ Hom(u⊗k, u⊗l)
∣∣∣∀k, l, ∀T ∈ (CH)kl

〉
Now if we denote by I, J the Hopf ideals on the right, and perform the operations

from Theorem 3.3, we obtain quantum groups as follows:

C(G ∩H) = C(U+
N )
/〈

T ∈ Hom(u⊗k, u⊗l)
∣∣∣∀k, l, ∀T ∈< CG, CH >kl

〉
C(< G,H >) = C(U+

N )
/〈

T ∈ Hom(u⊗k, u⊗l)
∣∣∣∀k, l, ∀T ∈ (CG ∩ CH)kl

〉
Thus, once again by using the Tannakian duality for quantum groups, in its soft form

explained in chapter 2, we are led to the conclusion in the statement. □

In relation now with our easiness questions, we first have the following result:
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Proposition 3.7. Assuming that G,H are easy, so is G ∩H, and we have

DG∩H =< DG, DH >

at the level of the corresponding categories of partitions.

Proof. We have indeed the following computation, with “span” standing for the
corresponding span of linear maps, via the operation π → Tπ:

CG∩H = < CG, CH >

= < span(DG), span(DH) >

= span(< DG, DH >)

Thus, by Tannakian duality we obtain the result. □

Regarding the generation operation, the situation here is more complicated, as follows:

Proposition 3.8. Assuming that G,H are easy, we have an inclusion

< G,H >⊂ {G,H}
coming from an inclusion of Tannakian categories as follows,

CG ∩ CH ⊃ span(DG ∩DH)

where {G,H} is the easy quantum group having as category of partitions DG ∩DH .

Proof. This follows from the following computation, with as before “span” standing
for the corresponding span of linear maps, via the operation π → Tπ:

C<G,H> = CG ∩ CH

= span(DG) ∩ span(DH)

⊃ span(DG ∩DH)

Indeed, by Tannakian duality we obtain from this all the assertions. □

The problem now is that it is not clear if the inclusions in Proposition 3.8 are isomor-
phisms or not, and this not even under a supplementary N >> 0 assumption. Thus, we
have some problems here, and we must proceed as follows:

Theorem 3.9. The intersection and easy generation operations ∩ and { , } can be
constructed via the Tannakian correspondence G→ DG, as follows:

(1) Intersection: defined via DG∩H =< DG, DH >.
(2) Easy generation: defined via D{G,H} = DG ∩DH .

Proof. Here the situation is as follows:

(1) This is a true result, coming from Proposition 3.7.

(2) This is more of an empty statement, coming from Proposition 3.8. □
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With the above notions in hand, we can now formulate a nice result, which improves
our main result so far, the one from the end of chapter 2, as follows:

Theorem 3.10. The basic quantum unitary and reflection groups, namely

K+
N

// U+
N

H+
N

//

==

O+
N

>>

KN
//

OO

UN

OO

HN

OO

<<

// ON

OO

<<

are all easy, and form an intersection/easy generation diagram, in the sense that any
subsquare P ⊂ Q,R ⊂ S of this diagram satisfies Q ∩R = P , {Q,R} = S.

Proof. We know from chapter 2 that the above quantum unitary and reflection
groups are all easy, the corresponding categories of partitions being as follows:

NCeven

zz

��

NC2

��

oo

��

NCeven

��

NC2

��

oo

Peven

zz

P2

��

oo

Peven P2
oo

Now since these categories form an intersection and generation diagram, the quantum
groups form an intersection and easy generation diagram, as claimed. □

It is possible to further improve the above result, by proving that the diagram there is
actually a plain generation diagram. However, this is something quite technical, requiring
advanced quantum group techniques, and we will comment on this later.

By looking at the cube in Theorem 3.10, a natural idea in order to construct new
quantum groups would be that of “cutting it in half”, using ∩. Indeed, assume that we
managed to find an intermediate easy quantum group G, for one of the 3 edges ending at
U+
N . Then, we can intersect all the vertices of the cube with G, and in practice this will

produce 4 new easy quantum groups, including G itself, cutting the cube in half.

This was for the method, and there are many things that can be said here, and all this
will be slowly explored, later in this book. However, as a matter of having an illustration



62 3. ALGEBRAIC THEORY

for this, and a useful class of new quantum groups, that can be used as examples or
counterexamples for many things, let us work out the simplest instance of this method,
by using an intermediate quantum group UN ⊂ G ⊂ U+

N . We can use here:

Theorem 3.11. We have an intermediate easy quantum group UN ⊂ U∗
N ⊂ U+

N , given
by the following formula, and called half-classical unitary group,

C(U∗
N) = C(U+

N )
/〈

abc = cba
∣∣∣∀a, b, c ∈ {uij, u∗ij}〉

corresponding to the category of matching pairings P∗
2 having the property that when re-

labelling clockwise the legs ◦ • ◦ • . . ., the formula #◦ = #• holds in each block.

Proof. Here the fact that U∗
N as constructed above is indeed a quantum group, lying

as a proper intermediate subgroup UN ⊂ U∗
N ⊂ U+

N , can be checked via a routine compu-
tation, but the best is to view this via Tannakian duality. Indeed, the half-commutation
relations abc = cba come from the map T/\| associated to the half-classical crossing:

/\| ∈ P (3, 3)

Thus, by Tannakian duality, we are led to the first conclusions in the statement, and
with the category of partitions associated to U∗

N being as follows, with the convention
that the symbol /\| stands here for all 8 possible colorings of the diagram /\| :

D =< /\| >

Regarding now the explicit computation of D, observe that no matter how we color
the legs of /\| , of course as for strings to join ◦ − ◦ or • − •, we have a matching pairing,
having in addition the property that when relabelling clockwise the legs ◦ • ◦ • . . ., the
formula #◦ = #• holds in each block. Thus, we have an inclusion as follows:

D ⊂ P∗
2

On the other hand, by doing some standard combinatorics, we see that any element
of P∗

2 can be written as a composition of diagrams of type /\| , appearing with all its 8
possible colorings, as above. Thus, we have as well an inclusion as follows:

P∗
2 ⊂ D

But this shows that we have D = P∗
2 , which proves the last assertion. □

Now with the above construction in hand, we can perform our “cutting the cube”
operation, and we are led to the following statement, improving what we have so far:
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Theorem 3.12. We have easy quantum groups as follows, obtained via the commuta-
tion relations abc = cba, applied to the standard coordinates and their adjoints,

K∗
N

// U∗
N

H∗
N

//

AA

O∗
N

BB

which fit horizontally, in the middle, into the diagram of basic easy quantum groups,

K+
N

// U+
N

H+
N

//

==

O+
N

>>
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//
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OO

<<

// ON

OO

<<

with the enlarged diagram being an intersection/easy generation diagram.

Proof. There are several things going on here, and we will be quite brief:

(1) First, the fact that we have indeed quantum groups as in the statement, which are
all easy, follows from Proposition 3.7 and Theorem 3.11.

(2) Once again by using Proposition 3.7 and Theorem 3.11, we conclude as well that
the categories of partitions for our new quantum groups are as follows:

P∗
even

~~

P∗
2

oo

��
P ∗
even P ∗

2
oo

(3) The point now is that, when inserting this square diagram into the standard cube
of categories of partitions, from the proof of Theorem 3.10, on the horizontal, in the
middle, we obtain an intersection and generation diagram. Thus, the diagram formed by
quantum groups is an intersection/easy generation diagram, as stated.

(4) This was for the idea, and we will be back to this, with full details, in chapter 7
below, which will be dedicated to the half-liberation operation. □

As a conclusion to all this, the class of easy quantum groups behaves well with re-
spect to ∩, and there is some interesting theory as well in relation with < ,>. Some
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further interesting operations include various complexification operations, to be discussed
in chapter 11, and the projective version operation, to be discussed in chapter 16.

3b. Envelopes, tori

The easy quantum groups appear as intermediate subgroups SN ⊂ G ⊂ U+
N , and

regarding these latter quantum groups, we can say something about them, as follows:

Theorem 3.13. The closed subgroups G ⊂ U+
N which are homogeneous, in the sense

that they contain the symmetric group SN , and so appear as intermediate subgroups

SN ⊂ G ⊂ U+
N

are exacty those having as Tannakian category a collection C = (Ckl) with

span
(
Tπ

∣∣∣π ∈ NC2(k, l)) ⊂ Ckl ⊂ span
(
Tπ

∣∣∣π ∈ P (k, l))
satisfying the general axioms for Tannakian categories. Moreover, G is easy precisely
when Ckl = span(D(k, l)), for a certain category of partitions D = (D(k, l)) ⊂ P .

Proof. The inclusions in the statement are clear from the functoriality of the opera-
tion G→ C, and from our easiness results for SN , U

+
N . As for the rest, the converse comes

from Tannakian duality, and the last assertion is clear from definitions. □

The above result is something quite abstract, and ultimately rather trivial, but can
be useful for many purposes. In order to further build on it, let us start with:

Proposition 3.14. Given a homogeneous quantum group SN ⊂ G ⊂ U+
N , with asso-

ciated Tannakian category C = (Ckl), the sets

D(k, l) =
{
π ∈ P (k, l)

∣∣∣Tπ ∈ Ckl

}
form a category of partitions D ⊂ P .

Proof. We use the basic properties of the correspondence π → Tπ, namely:

T[πσ] = Tπ ⊗ Tσ , T[σπ ] ∼ TπTσ , Tπ∗ = T ∗
π

Together with the fact that C is a tensor category, we deduce from these formulae
that we have the following implications:

π, σ ∈ D =⇒ Tπ, Tσ ∈ C =⇒ Tπ ⊗ Tσ ∈ C =⇒ T[πσ] ∈ C =⇒ [πσ] ∈ D

π, σ ∈ D =⇒ Tπ, Tσ ∈ C =⇒ TπTσ ∈ C =⇒ T[σπ ] ∈ C =⇒ [σπ] ∈ D
π ∈ D =⇒ Tπ ∈ C =⇒ T ∗

π ∈ C =⇒ Tπ∗ ∈ C =⇒ π∗ ∈ D
Thus D is indeed a category of partitions, as claimed. □

We can further refine the above observation, in the following way:
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Proposition 3.15. Given a quantum group SN ⊂ G ⊂ U+
N , construct D ⊂ P as

above, and let SN ⊂ Ḡ ⊂ U+
N be the easy quantum group associated to D. Then:

(1) We have G ⊂ Ḡ, as subgroups of U+
N .

(2) Ḡ is the smallest easy quantum group containing G.
(3) G is easy precisely when G ⊂ Ḡ is an isomorphism.

Proof. All the assertions are elementary, their proofs being as follows:

(1) We know that the Tannakian category of Ḡ is given by:

C̄kl = span
(
Tπ

∣∣∣π ∈ D(k, l)
)

Thus we have C̄ ⊂ C, and so G ⊂ Ḡ, as subgroups of U+
N .

(2) Assuming that we have G ⊂ G′, with G′ easy, coming from a Tannakian category
C ′ = span(D′), we must have C ′ ⊂ C̄, and so D′ ⊂ D. Thus, Ḡ ⊂ G′, as desired.

(3) This is a trivial consequence of (2). □

As an application, we can now introduce a notion of “easy envelope”, as follows:

Definition 3.16. The easy envelope of a homogeneous quantum group SN ⊂ G ⊂ U+
N

is the easy quantum group SN ⊂ Ḡ ⊂ U+
N associated to the category of partitions

D(k, l) =
{
π ∈ P (k, l)

∣∣∣Tπ ∈ Ckl

}
where C = (Ckl) is the Tannakian category of G.

At the level of examples, most of the known quantum groups SN ⊂ G ⊂ U+
N are in

fact easy. However, there are many non-easy examples as well, and we will be back to
this later. Moving ahead now, we can fine-tune all this, by using an arbitrary parameter
p ∈ N, which can be thought of as being an “easiness level”, and we are led to:

Theorem 3.17. Given a quantum group SN ⊂ G ⊂ U+
N , consider the linear spaces

Ep
kl =

{
α1Tπ1 + . . .+ αpTπp ∈ C(k, l)

∣∣∣αi ∈ C, πi ∈ P (k, l)
}

let Cp be the smallest tensor category containing the family Ep = (Ep
kl), and let

SN ⊂ Ḡp ⊂ U+
N

be the quantum group corresponding to this category Cp. We have then:

G ⊂ . . . ⊂ Ḡ3 ⊂ Ḡ2 ⊂ Ḡ1 = Ḡ , G =
⋂
p∈N

Ḡp

We say that G has easiness level p when G = Ḡp, with p ∈ N chosen minimal.
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Proof. This is something quite self-explanatory, the idea being as follows:

(1) As a first observation, at p = 1 we have C1 = E1 = span(D), where D is the
category of partitions constructed in Proposition 3.14. Thus the quantum group Ḡ1

constructed above coincides with the easy envelope of G, from Definition 3.16.

(2) In the general case, p ∈ N, the family Ep = (Ep
kl) constructed above is not

necessarily a tensor category, but we can consider the tensor category Cp generated by it,
as indicated. By definition of Ep

kl, and by using Proposition 3.15, these linear spaces Ep
kl

form an increasing filtration of Ckl. The same remains true when completing into tensor
categories, so we have an increasing filtration, as follows:

C =
⋃
p∈N

Cp

(3) At the quantum group level now, we obtain the decreasing intersection in the
statement. Finally, the last statement is a definition, coming from all this. □

All this is quite abstract, and we will be back to it later, when having more examples of
homogeneous quantum groups. Changing topics now, as a last purely algebraic question
that we would like to discuss here, and which is of crucial importance, we have:

Question 3.18. What are the group dual subgroups T ⊂ G of an easy quantum group
G, and how can these be used in order to get information about G?

To be more precise, recall from the classical Lie group theory that many things about
a compact Lie group G ⊂ UN can be said once knowing its maximal torus T ⊂ G. So,
what we are asking here for is a “maximal torus theory” for the closed subgroups G ⊂ U+

N ,
and more specifically for the easy ones, that we are interested in.

Getting started now, following [24], we have the following definition:

Proposition 3.19. Given a closed subgroup G ⊂ U+
N , consider its “diagonal torus”,

which is the closed subgroup T ⊂ G constructed as follows:

C(T ) = C(G)
/〈

uij = 0
∣∣∣∀i ̸= j

〉
This torus is then a group dual, T = Λ̂, where Λ =< g1, . . . , gN > is the discrete group
generated by the elements gi = uii, which are unitaries inside C(T ).

Proof. This is something going back to [24], which is elementary. The idea indeed
is that since u is unitary, its diagonal entries gi = uii are unitaries inside C(T ). Moreover,
from ∆(uij) =

∑
k uik ⊗ ukj we obtain, when passing inside the quotient:

∆(gi) = gi ⊗ gi
It follows that we have C(T ) = C∗(Λ), modulo identifying as usual the C∗-completions

of the various group algebras, and so that we have T = Λ̂, as claimed. □
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In the general easy case, the diagonal torus can be computed as follows:

Theorem 3.20. For an easy quantum group G ⊂ U+
N , coming from a category of

partitions D ⊂ P , the associated diagonal torus is T = Γ̂, with:

Γ = FN

/〈
gi1 . . . gik = gj1 . . . gjl

∣∣∣∀i, j, k, l, ∃π ∈ D(k, l), δπ

(
i
j

)
̸= 0

〉
Moreover, we can just use partitions π which generate the category D.

Proof. Let gi = uii be the standard coordinates on the diagonal torus T , and set
g = diag(g1, . . . , gN). We have then the following computation:

C(T ) =
[
C(U+

N )
/〈

Tπ ∈ Hom(u⊗k, u⊗l)
∣∣∣∀π ∈ D〉]/〈uij = 0

∣∣∣∀i ̸= j
〉

=
[
C(U+

N )
/〈

uij = 0
∣∣∣∀i ̸= j

〉]/〈
Tπ ∈ Hom(u⊗k, u⊗l)

∣∣∣∀π ∈ D〉
= C∗(FN)

/〈
Tπ ∈ Hom(g⊗k, g⊗l)

∣∣∣∀π ∈ D〉
The associated discrete group, Γ = T̂ , is therefore given by:

Γ = FN

/〈
Tπ ∈ Hom(g⊗k, g⊗l)

∣∣∣∀π ∈ D〉
Now observe that, with g = diag(g1, . . . , gN) as above, we have:

Tπg
⊗k(ei1 ⊗ . . .⊗ eik) =

∑
j1...jl

δπ

(
i

j

)
ej1 ⊗ . . .⊗ ejl · gi1 . . . gik

g⊗lTπ(ei1 ⊗ . . .⊗ eik) =
∑
j1...jl

δπ

(
i

j

)
ej1 ⊗ . . .⊗ ejl · gj1 . . . gjl

We conclude that the relation Tπ ∈ Hom(g⊗k, g⊗l) reformulates as follows:∑
j1...jl

δπ

(
i

j

)
ej1 ⊗ . . .⊗ ejl · gi1 . . . gik =

∑
j1...jl

δπ

(
i

j

)
ej1 ⊗ . . .⊗ ejl · gj1 . . . gjl

Thus, we obtain the formula in the statement. Finally, the last assertion follows from
Tannakian duality, because we can replace everywhere D by a generating subset. □

More generally now, we have the following result, generalizing Proposition 3.19:

Proposition 3.21. Given a closed subgroup G ⊂ U+
N and a matrix Q ∈ UN , we let

TQ ⊂ G be the diagonal torus of G, with fundamental representation spinned by Q:

C(TQ) = C(G)
/〈

(QuQ∗)ij = 0
∣∣∣∀i ̸= j

〉
This torus is then a group dual, TQ = Λ̂Q, where ΛQ =< g1, . . . , gN > is the discrete group
generated by the elements gi = (QuQ∗)ii, which are unitaries inside C(TQ).



68 3. ALGEBRAIC THEORY

Proof. This follows from Proposition 3.19, because, as said in the statement, TQ is
by definition a diagonal torus. Equivalently, since v = QuQ∗ is a unitary corepresentation,
its diagonal entries gi = vii, when regarded inside C(TQ), are unitaries, and satisfy:

∆(gi) = gi ⊗ gi
Thus C(TQ) is a group algebra, and more specifically we have C(TQ) = C∗(ΛQ), where

ΛQ =< g1, . . . , gN > is the group in the statement, and this gives the result. □

The interest in the above construction comes from:

Proposition 3.22. Any torus T ⊂ G appears as follows, for a certain Q ∈ UN :

T ⊂ TQ ⊂ G

In other words, any torus appears inside a spinned diagonal torus.

Proof. Given a torus T ⊂ G, we have T ⊂ G ⊂ U+
N . On the other hand, we know

that each torus T ⊂ U+
N has a fundamental corepresentation as follows, with Q ∈ UN :

u = Q

g1 . . .
gN

Q∗

But this shows that we have T ⊂ TQ, and this gives the result. □

Getting back now to our motivations, namely “maximal torus theory” for the compact
quantum groups, things here exist, but are rather conjectural. We first have:

Theorem 3.23. The following results hold, both for the compact Lie groups, and for
the duals of the finitely generated discrete groups:

(1) Generation: any closed quantum subgroup G ⊂ U+
N has the generation property

G =< TQ|Q ∈ UN >. In other words, G is generated by its tori.
(2) Characters: if G is connected, for any nonzero P ∈ C(G)central there exists Q ∈

UN such that P becomes nonzero, when mapped into C(TQ).
(3) Amenability: a closed subgroup G ⊂ U+

N is coamenable if and only if each of the
tori TQ is coamenable, in the usual discrete group sense.

(4) Growth: assuming G ⊂ U+
N , the discrete quantum group Ĝ has polynomial growth

if and only if each the discrete groups T̂Q has polynomial growth.

Proof. For group duals everything is trivial, and for classical groups, G ⊂ UN , all
this comes from standard facts from linear algebra and Lie theory, as follows:

(1) Generation. We use the following formula, established above:

TQ = G ∩Q∗TNQ

Since any group element U ∈ G is diagonalizable, U = Q∗DQ with Q ∈ UN , D ∈ TN ,
we have U ∈ TQ for this value of Q ∈ UN , and this gives the result.
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(2) Characters. We can take here Q ∈ UN to be such that QTQ∗ ⊂ TN , where T ⊂ UN

is a maximal torus for G, and this gives the result.

(3) Amenability. This conjecture holds trivially in the classical case, G ⊂ UN , due to
the fact that these latter quantum groups are all coamenable.

(4) Growth. This is something non-trivial, well-known from the theory of compact Lie
groups, and we refer here for instance to [41]. □

The above statements are conjectured to hold for any compact quantum group, and
for a number of verifications, we refer to [20] and subsequent papers. In the easy case,
it is possible to formulate a straightforward analogue of Theorem 3.20, in the spinned
diagonal torus setting, and with this in hand, it is conjectured that the relevant standard
tori of G, in relation with such conjectures, are the Fourier ones. See [2], [20].

3c. Gram determinants

Let us discuss now a key algebraic problem, that we already met in the context of
Proposition 3.8, namely the linear independence of the vectors ξπ. We first have:

Definition 3.24. Let P (k) be the set of partitions of {1, . . . , k}, and π, σ ∈ P (k).
(1) We write π ≤ σ if each block of π is contained in a block of σ.
(2) We let π ∨ σ ∈ P (k) be the partition obtained by superposing π, σ.

Also, we denote by |.| the number of blocks of the partitions π ∈ P (k).
As an illustration here, at k = 2 we have P (2) = {||,⊓}, and we have:

|| ≤ ⊓
Also, at k = 3 we have P (3) = {|||,⊓|,⊓| , |⊓,⊓⊓}, and the order relation is as follows:

||| ≤ ⊓| , ⊓| , |⊓ ≤ ⊓⊓
In relation with our linear independence questions, the idea will be that of using:

Proposition 3.25. The Gram matrix of the vectors ξπ is given by the formula

< ξπ, ξσ >= N |π∨σ|

where ∨ is the superposition operation, and |.| is the number of blocks.

Proof. According to the formula of the vectors ξπ, we have:

< ξπ, ξσ > =
∑
i1...ik

δπ(i1, . . . , ik)δσ(i1, . . . , ik)

=
∑
i1...ik

δπ∨σ(i1, . . . , ik)

= N |π∨σ|

Thus, we have obtained the formula in the statement. □
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In order to study the Gram matrixGk(π, σ) = N |π∨σ|, and more specifically to compute
its determinant, we will use several standard facts about partitions. We have:

Definition 3.26. The Möbius function of any lattice, and so of P , is given by

µ(π, σ) =


1 if π = σ

−
∑

π≤τ<σ µ(π, τ) if π < σ

0 if π ̸≤ σ

with the construction being performed by recurrence.

As an illustration here, for P (2) = {||,⊓}, we have by definition:

µ(||, ||) = µ(⊓,⊓) = 1

Also, || < ⊓, with no intermediate partition in between, so we obtain:

µ(||,⊓) = −µ(||, ||) = −1

Finally, we have ⊓ ̸≤ ||, and so we have as well the following formula:

µ(⊓, ||) = 0

Back to the general case now, the main interest in the Möbius function comes from
the Möbius inversion formula, which states that the following happens:

f(σ) =
∑
π≤σ

g(π) =⇒ g(σ) =
∑
π≤σ

µ(π, σ)f(π)

In linear algebra terms, the statement and proof of this formula are as follows:

Theorem 3.27. The inverse of the adjacency matrix of P (k), given by

Ak(π, σ) =

{
1 if π ≤ σ

0 if π ̸≤ σ

is the Möbius matrix of P , given by Mk(π, σ) = µ(π, σ).

Proof. This is well-known, coming for instance from the fact that Ak is upper trian-
gular. Indeed, when inverting, we are led into the recurrence from Definition 3.26. □

As an illustration, for P (2) the formula M2 = A−1
2 appears as follows:(

1 −1
0 1

)
=

(
1 1
0 1

)−1

Now back to our Gram matrix considerations, we have the following key result:
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Proposition 3.28. The Gram matrix of the vectors ξπ with π ∈ P (k),

Gπσ = N |π∨σ|

decomposes as a product of upper/lower triangular matrices, Gk = AkLk, where

Lk(π, σ) =

{
N(N − 1) . . . (N − |π|+ 1) if σ ≤ π

0 otherwise

and where Ak is the adjacency matrix of P (k).

Proof. We have the following computation, based on Proposition 3.25:

Gk(π, σ) = N |π∨σ|

= #
{
i1, . . . , ik ∈ {1, . . . , N}

∣∣∣ ker i ≥ π ∨ σ
}

=
∑

τ≥π∨σ

#
{
i1, . . . , ik ∈ {1, . . . , N}

∣∣∣ ker i = τ
}

=
∑

τ≥π∨σ

N(N − 1) . . . (N − |τ |+ 1)

According now to the definition of Ak, Lk, this formula reads:

Gk(π, σ) =
∑
τ≥π

Lk(τ, σ)

=
∑
τ

Ak(π, τ)Lk(τ, σ)

= (AkLk)(π, σ)

Thus, we are led to the formula in the statement. □

As an illustration for the above result, at k = 2 we have P (2) = {||,⊓}, and the above
decomposition G2 = A2L2 appears as follows:(

N2 N
N N

)
=

(
1 1
0 1

)(
N2 −N 0
N N

)
We are led in this way to the following formula, due to Lindstöm [59]:

Theorem 3.29. The determinant of the Gram matrix Gk is given by

det(Gk) =
∏

π∈P (k)

N !

(N − |π|)!

with the convention that in the case N < k we obtain 0.
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Proof. If we order P (k) as usual, with respect to the number of blocks, and then
lexicographically, Ak is upper triangular, and Lk is lower triangular. Thus, we have:

det(Gk) = det(Ak) det(Lk)

= det(Lk)

=
∏
π

Lk(π, π)

=
∏
π

N(N − 1) . . . (N − |π|+ 1)

Thus, we are led to the formula in the statement. □

The above computation can be thought of as corresponding to the group SN , but we
can do such things for any easy quantum group. As a first illustration, let us discuss the
case of the orthogonal group ON . Here the combinatorics is that of the Young diagrams.
We denote by |.| the number of boxes, and we use quantity fλ, which gives the number
of standard Young tableaux of shape λ. We have then the following result:

Theorem 3.30. The determinant of the Gram matrix of ON is given by

det(GkN) =
∏

|λ|=k/2

fN(λ)
f2λ

where the quantities on the right are fN(λ) =
∏

(i,j)∈λ(N + 2j − i− 1).

Proof. For the group ON the Gram matrix is diagonalizable, as follows:

GkN =
∑

|λ|=k/2

fN(λ)P2λ

Here 1 =
∑
P2λ is the standard partition of unity associated to the Young diagrams

having k/2 boxes, and the coefficients fN(λ) are those in the statement. Now since we
have Tr(P2λ) = f 2λ, this gives the formula in the statement. For details here, see [14]. □

In order to deal now with O+
N , S

+
N , we will need the following well-known fact:

Proposition 3.31. We have a bijection NC(k) ≃ NC2(2k), as follows:

(1) The application NC(k)→ NC2(2k) is the “fattening” one, obtained by doubling
all the legs, and doubling all the strings as well.

(2) Its inverse NC2(2k) → NC(k) is the “shrinking” application, obtained by col-
lapsing pairs of consecutive neighbors.

Proof. The fact that the above two operations are indeed inverse to each other is
clear, by drawing pictures, and computing the corresponding compositions. □

At the level of the associated Gram matrices, the result is as follows:
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Proposition 3.32. The Gram matrices of NC2(2k) ≃ NC(k) are related by

G2k,n(π, σ) = nk(∆−1
knGk,n2∆−1

kn )(π
′, σ′)

where π → π′ is the shrinking operation, and ∆kn is the diagonal of Gkn.

Proof. In the context of the bijection from Proposition 3.31, we have:

|π ∨ σ| = k + 2|π′ ∨ σ′| − |π′| − |σ′|

We therefore have the following formula, valid for any n ∈ N:

n|π∨σ| = nk+2|π′∨σ′|−|π′|−|σ′|

Thus, we are led to the formula in the statement. □

Now back to O+
N , S

+
N , let us begin with some examples. We first have:

Proposition 3.33. The first Gram matrices and determinants for O+
N are

det

(
N2 N
N N2

)
= N2(N2 − 1)

det


N3 N2 N2 N2 N
N2 N3 N N N2

N2 N N3 N N2

N2 N N N3 N2

N N2 N2 N2 N3

 = N5(N2 − 1)4(N2 − 2)

with the matrices being written by using the lexicographic order on NC2(2k).

Proof. The formula at k = 2, where NC2(4) = {⊓⊓,
⋂
∩ }, is clear from definitions.

At k = 3 however, things are tricky. The partitions here are as follows:

NC(3) = {|||,⊓|,⊓| , |⊓,⊓⊓}

The Gram matrix and its determinant are, according to Theorem 3.29:

det


N3 N2 N2 N2 N
N2 N2 N N N
N2 N N2 N N
N2 N N N2 N
N N N N N

 = N5(N − 1)4(N − 2)

By using now Proposition 3.32, this gives the formula in the statement. □

In general, such tricks won’t work, because NC(k) is strictly smaller than P (k) at
k ≥ 4. However, following Di Francesco [44], we have the following result:
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Theorem 3.34. The determinant of the Gram matrix for O+
N is given by

det(GkN) =

[k/2]∏
r=1

Pr(N)dk/2,r

where Pr are the Chebycheff polynomials, given by

P0 = 1 , P1 = X , Pr+1 = XPr − Pr−1

and dkr = fkr − fk,r+1, with fkr being the following numbers, depending on k, r ∈ Z,

fkr =

(
2k

k − r

)
−
(

2k

k − r − 1

)
with the convention fkr = 0 for k /∈ Z.

Proof. This is something quite technical, obtained by using a decomposition as fol-
lows of the Gram matrix GkN , with the matrix TkN being lower triangular:

GkN = TkNT
t
kN

Thus, a bit as in the proof of the Lindstöm formula, we obtain the result, but the
problem lies however in the construction of TkN , which is non-trivial. See [44]. □

We refer to [14] for further details regarding the above result, including a short proof,
based on the bipartite graph planar algebra combinatorics developed by Jones in [57].
Moving ahead now, regarding S+

N , we have here the following formula, which is quite
similar, obtained via shrinking, also from Di Francesco [44]:

Theorem 3.35. The determinant of the Gram matrix for S+
N is given by

det(GkN) = (
√
N)ak

k∏
r=1

Pr(
√
N)dkr

where Pr are the Chebycheff polynomials, given by

P0 = 1 , P1 = X , Pr+1 = XPr − Pr−1

and dkr = fkr − fk,r+1, with fkr being the following numbers, depending on k, r ∈ Z,

fkr =

(
2k

k − r

)
−
(

2k

k − r − 1

)
with the convention fkr = 0 for k /∈ Z, and where ak =

∑
π∈P(k)(2|π| − k).

Proof. This follows indeed from Theorem 3.34, by using Proposition 3.32. □

There are many more things that can be said about the Gram determinants of the
easy quantum groups, some being open problems, and we refer here to [14].
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3d. Representation theory

Let us discuss now the representation theory of the easy quantum groups G ⊂ U+
N .

In the classical case, G ⊂ UN , things are quite tricky, and this even for simple groups
like SN , ON , and we had a taste of this in the previous section, when talking about Gram
determinants. So, we will basically restrict the attention here to the free case:

Definition 3.36. An easy quantum group SN ⊂ G ⊂ U+
N , coming from a category

NC2 ⊂ D ⊂ P , is called free when the following equivalent conditions are satisfied:

(1) G appears as an intermediate quantum group S+
N ⊂ G ⊂ U+

N .
(2) D appears as an intermediate category of partitions NC2 ⊂ D ⊂ NC.

Equivalently, via fattening, G must appear from a category of Temperley-Lieb diagrams.

Getting now to the representation theory problem, generally speaking, following the
modern approach from [49], the idea is to use the following formula:

End(u⊗k) = span
(
Tπ

∣∣∣π ∈ D(k, k)
)

Indeed, assuming as above that we are in the free case, D(k, k) ⊂ NC(k, k), the
partitions π ∈ D(k, k) which are symmetric, π = π∗, will produce linear maps Tπ which
are projections, up to a scalar. Thus, with a bit of care, we will be able to write a formula
as follows, with the sum being over certain symmetric partitions D(k, k) ⊂ NC(k, k), and
with T ′

π being projections, appearing as certain modifications of the linear maps Tπ:

1 =
∑
π

T ′
π

But this formula, once properly formulated, is exactly what we need, allowing us to
decompose each Peter-Weyl representation u⊗k into a sum of irreducibles.

In practice now, all this is quite complicated, and besides assuming that we are in the
free case, we must fatten the partitions, in order to simplify a bit the computations in
[49], in connection with the middle components which appear when concatenating. So, it
is tempting to go instead to the original proofs, from papers written in the 90s and 00s,
doing everything in an elementary way, with a cheap Frobenius trick. We will need:

Theorem 3.37. The irreducible representations of SU2 can be labeled by positive in-
tegers, rk with k ∈ N, and the fusion rules for these representations are:

rk ⊗ rl = r|k−l| + r|k−l|+2 + . . .+ rk+l

The dimensions of these representations are dim rk = k + 1.

Proof. Our claim is that we can construct, by recurrence on k ∈ N, a sequence rk of
irreducible, self-adjoint and distinct representations of SU2, satisfying:

r0 = 1 , r1 = u , rk−1 ⊗ r1 = rk−2 + rk
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Indeed, assume that r0, . . . , rk−1 are constructed, and let us construct rk. We have:

rk−2 ⊗ r1 = rk−3 + rk−1

Thus rk−1 ⊂ rk−2 ⊗ r1, and since rk−2 is irreducible, by Frobenius we have:

rk−2 ⊂ rk−1 ⊗ r1
We conclude there exists a certain representation rk such that:

rk−1 ⊗ r1 = rk−2 + rk

By recurrence, rk is self-adjoint. Now observe that according to our recurrence formula,
we can split u⊗k as a sum of the following type, with positive coefficients:

u⊗k = ckrk + ck−2rk−2 + ck−4rk−4 + . . .

We conclude by Peter-Weyl that we have an inequality as follows, with equality pre-
cisely when rk is irreducible, and non-equivalent to the other summands ri:∑

i

c2i ≤ dim(End(u⊗k)) =

∫
SU2

χ2k

Now recall that we have a well-known isomorphism SU2 ≃ S3
R, coming from:

SU2 =

{(
x+ iy z + it
−z + it x− iy

) ∣∣∣x2 + y2 + z2 + t2 = 1

}
In this picture the moments of the main character χ = 2x can be computed via

spherical coordinates and some calculus, and follow to be the Catalan numbers:∫
SU2

χ2k = Ck

On the other hand, some straightforward combinatorics, based on the fusion rules,
shows that we have

∑
i c

2
i = Ck as well. Thus, the estimate found above reads:

Ck =
∑
i

c2i ≤ dim(End(u⊗k)) =

∫
SU2

χ2k = Ck

We conclude that we have equality in our estimate, so our representation rk is ir-
reducible, and non-equivalent to rk−2, rk−4, . . . Moreover, this representation rk is not
equivalent to rk−1, rk−3, . . . either, with this coming from rp ⊂ u⊗p, and from:

dim(Fix(u⊗2s+1)) =

∫
SU2

χ2s+1 = 0

Thus, we proved our claim. Now since each irreducible representation of SU2 must
appear in some tensor power u⊗k, and we know how to decompose each u⊗k into sums of
representations rk, these representations rk are all the irreducible representations of SU2,
and we are done. As for the dimension formula, this is clear by recurrence. □
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Quite remarkably, a similar result holds for O+
N , as follows:

Theorem 3.38. The irreducible representations of O+
N with N ≥ 2 can be labeled by

positive integers, rk with k ∈ N, the fusion rules for these representations are

rk ⊗ rl = r|k−l| + r|k−l|+2 + . . .+ rk+l

and the dimensions are dim rk = (qk+1 − q−k−1)/(q − q−1), with q + q−1 = N .

Proof. The idea is to skilfully recycle the proof of Theorem 3.37. As before, our claim
is that we can construct, by recurrence on k ∈ N, a sequence r0, r1, r2, . . . of irreducible,
self-adjoint and distinct representations of O+

N , satisfying:

r0 = 1 , r1 = u , rk−1 ⊗ r1 = rk−2 + rk

In order to do so, we can use as before rk−2⊗ r1 = rk−3 + rk−1 and Frobenius, and we
conclude there exists a certain representation rk such that:

rk−1 ⊗ r1 = rk−2 + rk

As a first observation, rk is self-adjoint, because its character is a certain polynomial
with integer coefficients in χ, which is self-adjoint. In order to prove now that rk is
irreducible, and non-equivalent to r0, . . . , rk−1, let us split as before u

⊗k, as follows:

u⊗k = ckrk + ck−2rk−2 + ck−4rk−4 + . . .

The point now is that we have the following equalities and inequalities:

Ck =
∑
i

c2i ≤ dim(End(u⊗k)) ≤ |NC2(k, k)| = Ck

Indeed, the equality at left is clear as before, then comes a standard inequality, then
an inequality coming from easiness, then a standard equality. Thus, we have equality,
so rk is irreducible, and non-equivalent to rk−2, rk−4, . . . Moreover, rk is not equivalent to
rk−1, rk−3, . . . either, by using the same argument as for SU2, and the end of the proof is
exactly as for SU2. As for dimensions, by recurrence we obtain, with q + q−1 = N :

dim rk = qk + qk−2 + . . .+ q−k+2 + q−k

But this gives the dimension formula in the statement, and we are done. □

It is possible to use similar methods for the other free quantum groups, or follow the
modern approach from [49], as explained above, and we first obtain in this way:

Theorem 3.39. The irreducible representations of the quantum group U+
N with N ≥ 2

can be indexed by N ∗ N, with fusion rules as follows,

rk ⊗ rl =
∑

k=xy,l=ȳz

rxz

and the corresponding dimensions dim rk can be computed by recurrence.



78 3. ALGEBRAIC THEORY

Proof. This follows indeed by using the same arguments as in the proof of The-
orem 3.38, via recurrence and a Frobenius trick, and for details here, we refer to [2].
Alternatively, we have a proof based on Theorem 3.38 itself, going as follows:

(1) Given a Woronowicz algebra (A, v), we can construct its free complexification
(Ã, ṽ) as follows, with the fact that we get indeed a Woronowicz algebra being clear:

Ã =< zvij >⊂ C(T) ∗ A , ṽ = zv

At the quantum group level we obtain in this way free complexifications of the corre-

sponding compact and discrete quantum groups G and Γ, denoted G̃ and Γ̃.

(2) Now observe that we have embeddings as follows, with the first one coming by
using the counit, and the second one coming from the universality property of U+

N :

O+
N ⊂ Õ+

N ⊂ U+
N

Our claim is that the embedding on the right is an isomorphism, so that we have an
isomorphism of compact quantum groups, as follows:

U+
N = Õ+

N

(3) In order to prove this claim, which will afterwards lead to our theorem, let us
denote by v, zv, u the fundamental representations of the 3 quantum groups from (2). At
the level of the associated Hom spaces we obtain reverse inclusions, as follows:

Hom(v⊗k, v⊗l) ⊃ Hom((zv)⊗k, (zv)⊗l) ⊃ Hom(u⊗k, u⊗l)

But the spaces on the left and on the right are known from chapter 2, the easiness
result there stating that these spaces are as follows:

span
(
Tπ

∣∣∣π ∈ NC2(k, l)
)
⊃ span

(
Tπ

∣∣∣π ∈ NC2(k, l))
Regarding the spaces in the middle, these are obtained from those on the left by

coloring, and we obtain the same spaces as those on the right. Thus, by Tannakian duality,

our embedding Õ+
N ⊂ U+

N is an isomorphism, modulo the usual equivalence relation.

(4) The point now is that the fusion rules for U+
N = Õ+

N can be computed by using
those of O+

N , from Theorem 3.38, and we end up with a certain “free complexification” of
the Clebsch-Gordan rules, corresponding to the formulae in the statement. □

Regarding now quantum reflections, let us start with something very basic, namely:

Theorem 3.40. The irreducible representations of SO3 can be labeled by positive in-
tegers, rk with k ∈ N, and the fusion rules for these representations are:

rk ⊗ rl = r|k−l| + r|k−l|+1 + . . .+ rk+l

The dimensions of these representations are dim rk = 2k + 1.
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Proof. As before with SU2, this is something very classical, and there are many
possible proofs. Along the lines of our proof of Theorem 3.37, we can argue that, by using
the double cover map SU2 → SO3, we are led to the following formula:∫

SO3

χk = Ck

But this is what we need for concluding, by reasoning as before, for SU2. □

Quite remarkably, a similar result holds for S+
N , as follows:

Theorem 3.41. The irreducible representations of S+
N with N ≥ 4 can be labeled by

positive integers, rk with k ∈ N, the fusion rules for these representations are

rk ⊗ rl = r|k−l| + r|k−l|+1 + . . .+ rk+l

and the dimensions are dim rk = (qk+1 − q−k)/(q − 1), with q + q−1 = N − 2.

Proof. Same story here as for the passage SU2 → O+
N , the idea being to skilfully

recycle the proof of Theorem 3.40. We refer to [2] for details on all this. □

Regarding now the general quantum reflections, the result here is as follows:

Theorem 3.42. The irreducible representations of the quantum group Hs+
N can be

labeled rx with x ∈< Zs >, with the fusion rules being as follows,

rx ⊗ ry =
∑

x=vz,y=z̄w

rvw + rv·w

where the fusion product is given by (i1 . . . ik) · (j1 . . . jl) = i1 . . . ik−1(ik + j1)j2 . . . jl.

Proof. Again, this is something of Clebsch-Gordan type, that we know from Theorem
3.41 to hold at s = 1, and whose proof in general is similar. See [23]. □

As a philosophical consequence of all this, regarding the main examples of free quan-
tum groups, we have the following result, coming from the above theorems:

Theorem 3.43. The irreducible representations of the main free quantum groups,
namely the free rotation and reflection groups

K+
N

// U+
N

H+
N

OO

// O+
N

OO

can be classified by using easiness, and their fusion rules are given by simple formulae,
which are simpler than those for the corresponding classical counterparts.
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Proof. This is something rather philosophical, which follows from our various results
above, and from the comparison of these with the known results for ON , UN , HN , KN . □

We refer to [2] for more details on all this. Let us also mention that it is possible to
further build on the above, for instance with the computation of the growth exponents of
the above quantum groups, and again we refer here to [2] and the literature.

Finally, getting back to Theorems 3.37 and 3.38, the following question appears:

Question 3.44. Is it possible to unify the representation theory results for SU2 and
for O+

N with N ≥ 2, in an extended easiness framework?

This is an interesting question, but we will leave it for later, towards the end of the
present book. We will see there that SU2 is “super-easy”, coming exactly as O+

N from the
category of pairings P2, but via a different implementation of the π → Tπ operation.

3e. Exercises

We are now into quite specialized quantum group theory, and most of the things that
we have seen in this chapter have open problems right around the corner, so our exercises
here will be of the same type, rather difficult, of research flavor. We first have:

Exercise 3.45. Axiomatize the easiness-type property of the products of easy quantum
groups. Can you do the same with the dual free products of easy quantum groups?

As a second exercise, that I don’t know how to solve myself, we have:

Exercise 3.46. Try fixing the formula D<G,H> = DG ∩DH , with a N >> 0 idea.

As a third exercise, which is certainly more reasonable, we have:

Exercise 3.47. Check all the details for the intersection/easy generation property of
the standard cube, and for half-liberations too. What about plain generation?

If you like combinatorics, here is an exercise for you:

Exercise 3.48. Compute the Gram determinants and the fusion rules for irreducible
representations for all the easy quantum groups that we have, so far.

And if you like group theory, here is an exercise for you:

Exercise 3.49. Compute the easy envelopes of all compact Lie groups that you know,
finite or continuous.

Finally, at a more advanced level, the questions mentioned in the middle of this chap-
ter, regarding the maximal tori, are for the most open, and are all very interesting.



CHAPTER 4

Probabilistic aspects

4a. Laws of characters

We have seen so far a lot of interesting mathematics, mostly of algebraic type, regard-
ing the easy quantum groups G ⊂ U+

N , with everything usually coming from the following
formula, where D ⊂ P is the category of partitions associated to G:

Fix(u⊗k) = span
(
ξπ

∣∣∣π ∈ D(k)
)

Time to do now some analysis, along the same lines. We will do this slowly, as a
continuation of our algebraic work. The point indeed is that a quick look at what we did
so far in this book, namely algebra, leads to the following conclusion:

Fact 4.1. For most questions regarding G ⊂ U+
N , the knowledge of the numbers

Mk = dim
(
Fix(u⊗k)

)
is enough. When G is easy, coming from a category of partitions D ⊂ P , we have

Mk = dim
(
span

(
ξπ

∣∣∣π ∈ D(k)
))

and in the N >> 0 regime, and more specifically when N ≥ k, we have Mk = |D(k)|.

Here the first claim comes for instance from our representation theory computations
from chapter 3, with the Frobenius tricks there being based on the knowledge of the
numbersMk. As for the second claim, this comes from the Lindstöm determinant formula
for SN . The point now is that we have an analytic approach to this, coming from:

Proposition 4.2. Given a closed subgroup G ⊂ U+
N , we have∫

G

χk = dim
(
Fix(u⊗k)

)
where χ =

∑
i uii is the main character. In the easy case we have

lim
N→∞

∫
G

χk = |D(k)|

where D ⊂ P is the associated category of partitions.

81
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Proof. Here the first assertion comes from Peter-Weyl theory, which gives:∫
G

χk =

∫
G

χu⊗k = dim
(
Fix(u⊗k)

)
As for the second assertion, this comes from easiness, as explained in Fact 4.1. □

Now let us look more in detail at Fact 4.1 and Proposition 4.2, taken altogether. These
tell us to try to compute the law of the main character χ =

∑
i uii, because the moments

Mk of this law are what we need, in relation with most algebraic questions. So, we are
led to the following question, in general, and then in the easy case:

Question 4.3. Given a closed subgroup G ⊂ U+
N , what is the law of the character

χ =
∑
i

uii

with respect to Haar integration? Also, in the easy case, what is the asymptotic law

lim
N→∞

law(χ)

say regarded as a formal measure, having as moments the numbers |D(k)|?

All this looks quite interesting, taking us away from the usual algebraic paths, that
we have been following so far in this book. But, shall we really get into this, which looks
quite scary? This is not an easy question, and so time to ask the cat. And cat says:

Cat 4.4. Advanced algebra exists, and is called analysis.

Which sounds interesting, so time to upgrade our mathematical knowledge and wis-
dom, in the hope that one day we’ll be able to survive in the wild, like cats do. The
simplest easy group that we know is the permutation group SN , and here we have the
following beautiful result, adding substantial support for the analytic philosophy:

Theorem 4.5. Consider the symmetric group SN , regarded as a compact group of
matrices, SN ⊂ ON , via the standard permutation matrices.

(1) The main character χ ∈ C(SN), defined as usual as χ =
∑

i uii, counts the
number of fixed points, χ(σ) = #{i|σ(i) = i}.

(2) The probability for a permutation σ ∈ SN to be a derangement, meaning to have
no fixed points at all, becomes, with N →∞, equal to 1/e.

(3) The law of the main character χ ∈ C(SN) becomes with N →∞ the Poisson law
p1 =

1
e

∑
k δk/k!, with respect to the counting measure.

Proof. This is something very classical, the proof being as follows:

(1) We have indeed the following computation, which gives the result:

χ(σ) =
∑
i

uii(σ) =
∑
i

δσ(i)i = #
{
i
∣∣∣σ(i) = i

}
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(2) We use the inclusion-exclusion principle. Consider the following sets:

Si
N =

{
σ ∈ SN

∣∣∣σ(i) = i
}

The probability that we are interested in is then given by:

P (χ = 0) =
1

N !

(
|SN | −

∑
i

|Si
N |+

∑
i<j

|Si
N ∩ S

j
N | −

∑
i<j<k

|Si
N ∩ S

j
N ∩ S

k
N |+ . . .

)

=
1

N !

N∑
r=0

(−1)r
∑

i1<...<ir

(N − r)!

=
1

N !

N∑
r=0

(−1)r
(
N

r

)
(N − r)!

=
N∑
r=0

(−1)r

r!

Since we have here the expansion of 1/e, this gives the result.

(3) This follows by generalizing the computation in (2). Indeed, we get:

lim
N→∞

P (χ = k) =
1

k!e
Thus, we obtain in the limit a Poisson law of parameter 1, as stated. □

The above result is very beautiful, but we can in fact do even better. Indeed, you
might remember from probability that the Poisson law p1 is part of a 1-parameter family
{pt}t≥0. And, good news, we have the following generalization of Theorem 4.5:

Theorem 4.6. For the symmetric group SN ⊂ ON , the truncated character

χt =

[tN ]∑
i=1

uii

with t ∈ [0, 1] follows with N →∞ the Poisson law pt = e−t
∑

k δkt
k/k!.

Proof. This follows by suitably modifying the proof of Theorem 4.5. Indeed, accord-
ing to our definition of χt, we first have the following formula:

χ(σ) = #
{
i ∈ {1, . . . , [tN ]}

∣∣∣σ(i) = i
}

Then, the inclusion-exclusion principle gives the following formula:

lim
N→∞

P (χt = k) =
tk

k!et

Thus, we obtain in the limit a Poisson law of parameter t, as stated. □



84 4. PROBABILISTIC ASPECTS

Summarizing, we have some interesting theory going on here, and this is probably just
the tip of the iceberg. So, let us update Question 4.3, as follows:

Question 4.7. Given G ⊂ U+
N , what is the law of the truncated character

χt =

[tN ]∑
i=1

uii

with respect to Haar integration? Also, in the easy case, what is the asymptotic law

lim
N→∞

law(χt)

say regarded as a formal measure, determined by its moments?

Our goal in what follows will be that of answering this question, by extending what
we have about SN to all the easy groups and easy quantum groups that we know.

4b. Weingarten formula

In order to reach to our goals, we first need to know how to integrate on the easy
quantum groups. The formula here, coming from Peter-Weyl theory, is as follows:

Theorem 4.8. Assuming that a closed subgroup G ⊂ U+
N is easy, coming from a

category of partitions D ⊂ P , we have the Weingarten formula∫
G

ue1i1j1 . . . u
ek
ikjk

=
∑

π,σ∈D(k)

δπ(i)δσ(j)WkN(π, σ)

where δ ∈ {0, 1} are the usual Kronecker type symbols, and where the Weingarten matrix
WkN = G−1

kN is the inverse of the Gram matrix GkN(π, σ) = N |π∨σ|.

Proof. We know from chapter 2 that the integrals in the statement form altogether
the orthogonal projection P k onto the following space:

Fix(u⊗k) = span
(
ξπ

∣∣∣π ∈ D(k)
)

In order to prove the result, consider the following linear map:

E(x) =
∑

π∈D(k)

< x, ξπ > ξπ

By a standard linear algebra computation, it follows that we have P = WE, where W
is the inverse on Fix(u⊗k) of the restriction of E. But this restriction is the linear map
given by GkN , and so W is the linear map given by WkN , and this gives the result. □

Observe that there is a bit of confusion in Theorem 4.8, because the partitions in
D(k) are known to be linearly independent only at N ≥ k, and so their Gram matrix is
invertible only when adding such a N ≥ k assumption. In what follows we will only use
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Theorem 4.8 in the N >> 0 regime, where the above formulation will do. In general, the
point is that WkN should be taken to be the quasi-inverse of GkN . See [39].

In relation now with truncated characters, we have the following formula:

Proposition 4.9. The moments of truncated characters are given by the formula∫
G

(u11 + . . .+ uss)
k = Tr(WkNGks)

where GkN and WkN = G−1
kN are the associated Gram and Weingarten matrices.

Proof. We have indeed the following computation:∫
G

(u11 + . . .+ uss)
k =

s∑
i1=1

. . .
s∑

ik=1

∫
ui1i1 . . . uikik

=
∑

π,σ∈D(k)

WkN(π, σ)
s∑

i1=1

. . .
s∑

ik=1

δπ(i)δσ(i)

=
∑

π,σ∈D(k)

WkN(π, σ)Gks(σ, π)

= Tr(WkNGks)

Thus, we have obtained the formula in the statement. □

All this is very good, and normally we have here what is needed in order to answer
Question 4.7, in the easy case. In practice, however, before doing so, we will need some
training in probability theory. Imagine for instance that we are trying to solve the simplest
question around, namely computing the asymptotic law of χ1 for the simplest easy group,
namely SN . Here not even need for the Weingarten formula and Proposition 4.9, because
we know from easiness that the moments in question are the Bell numbers:

Bk = |P (k)|

But how on Earth, without knowing any advanced probability, can we find the measure
having as moments the Bell numbers? Mission impossible, hope you agree with me.

So, let us do this, learn some probability, and we will come back to quantum groups
later. Obviously, we are in need of “quantum probability”, so let us start with:

Definition 4.10. Let A be a C∗-algebra, given with a trace tr : A→ C.
(1) The elements a ∈ A are called random variables.
(2) The moments of such a variable are the numbers Mk(a) = tr(ak).
(3) The law of such a variable is the functional µ : P → tr(P (a)).
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Here k = ◦ • • ◦ . . . is by definition a colored integer, and the corresponding powers ak

are defined by the following formulae, and multiplicativity:

a∅ = 1 , a◦ = a , a• = a∗

As for the polynomial P , this is a noncommuting ∗-polynomial in one variable:

P ∈ C < X,X∗ >

Observe that the law is uniquely determined by the moments, because we have:

P (X) =
∑
k

λkX
k =⇒ µ(P ) =

∑
k

λkMk(a)

Generally speaking, the above definition is something quite abstract, but there is no
other way of doing things, at least at this level of generality. However, in certain special
cases, the formalism simplifies, and we recover more familiar objects, as follows:

Proposition 4.11. Assuming that a ∈ A is normal, aa∗ = a∗a, its law corresponds
to a probability measure on its spectrum σ(a) ⊂ C, according to the following formula:

tr(P (a)) =

∫
σ(a)

P (x)dµ(x)

When the trace is faithful we have supp(µ) = σ(a). Also, in the particular case where the
variable is self-adjoint, a = a∗, this law is a real probability measure.

Proof. Since the C∗-algebra < a > generated by a is commutative, the Gelfand
theorem applies to it, and gives an identification of C∗-algebras, as follows:

< a >= C(σ(a))

Now by using the Riesz theorem, the restriction of tr to this algebra must come from
a probability measure µ as in the statement, and this gives all the assertions. □

Getting now where we wanted to get, we want our “quantum probability” theory to
apply to the two main cases that we have in mind, namely classical and free. So, following
Voiculescu [83], let us introduce the following two notions of independence:

Definition 4.12. Two subalgebras A,B ⊂ C are called independent when

tr(a) = tr(b) = 0 =⇒ tr(ab) = 0

holds for any a ∈ A and b ∈ B, and free when

tr(ai) = tr(bi) = 0 =⇒ tr(a1b1a2b2 . . .) = 0

holds for any ai ∈ A and bi ∈ B.

In other words, what we have here is a straightforward noncommutative extension of
the usual notion of independence, along with a natural free analogue of it. In order to
understand now what is going on, let us discuss some basic models for independence and
freeness. We have the following result, from [83], which clarifies things:
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Proposition 4.13. Given two algebras (A, tr) and (B, tr), the following hold:

(1) A,B are independent inside their tensor product A⊗B.
(2) A,B are free inside their free product A ∗B.

Proof. Both the assertions are clear from definitions, after some standard discussion
regarding the tensor product and free product trace. See Voiculescu [83]. □

In relation with groups and algebra, we have the following result:

Proposition 4.14. We have the following results, valid for group algebras:

(1) C∗(Γ), C∗(Λ) are independent inside C∗(Γ× Λ).
(2) C∗(Γ), C∗(Λ) are free inside C∗(Γ ∗ Λ).

Proof. This follows from the general results in Proposition 4.13, along with the
following two isomorphisms, which are both standard:

C∗(Γ× Λ) = C∗(Λ)⊗ C∗(Γ) , C∗(Γ ∗ Λ) = C∗(Λ) ∗ C∗(Γ)

Alternatively, we can prove this directly, by using the fact that each algebra is spanned
by the corresponding group elements, and checking the result on group elements. □

In order to study independence and freeness, our main tool will be:

Theorem 4.15. The convolution is linearized by the log of the Fourier transform,

Ff (x) = E(eixf )
and the free convolution is linearized by the R-transform, which is given by

Gµ(ξ) =

∫
R

dµ(t)

ξ − t
=⇒ Gµ

(
Rµ(ξ) +

1

ξ

)
= ξ

and so is the inverse of the Cauchy transform, up to a ξ−1 factor.

Proof. For the first assertion, if f, g are independent, we have indeed:

Ff+g(x) =

∫
R
eixzd(µf ∗ µg)(z)

=

∫
R×R

eix(z+t)dµf (z)dµg(t)

= Ff (x)Fg(x)

For the second assertion, we need a good model for free convolution, and the best is
to use the semigroup algebra of the free semigroup on two generators:

A = C∗(N ∗ N)
Indeed, we have some freeness in the semigroup setting, a bit in the same way as for

the group algebras C∗(Γ∗Λ), from Proposition 4.14. In addition to this fact, and to what
happens in the group algebra case, the following things happen:
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(1) The variables of type S∗+f(S), with S ∈ C∗(N) being the shift, and with f ∈ C[X]
being a polynomial, model in moments all the distributions µ : C[X]→ C. This is indeed
something elementary, which can be checked via a direct algebraic computation.

(2) Given f, g ∈ C[X], the variables S∗+ f(S) and T ∗+ g(T ), where S, T ∈ C∗(N ∗N)
are the shifts corresponding to the generators of N ∗ N, are free, and their sum has the
same law as S∗ + (f + g)(S). This follows indeed by using a 45◦ argument.

(3) But with this in hand, we can see that µ→ f linearizes the free convolution. We
are therefore left with a computation inside C∗(N), whose conclusion is that Rµ = f can
be recaptured from µ via the Cauchy transform Gµ, as stated. See [83]. □

As a first main result now, we have the following statement, called Central Limit
Theorem (CLT), which in the free case is due to Voiculescu [83]:

Theorem 4.16 (CLT). Given self-adjoint variables x1, x2, x3, . . . which are i.i.d./f.i.d.,
centered, with variance t > 0, we have, with n→∞, in moments,

1√
n

n∑
i=1

xi ∼ gt/γt

where the limiting laws gt/γt are the following measures,

gt =
1√
2πt

e−x2/2tdx , γt =
1

2πt

√
4t2 − x2dx

called normal, or Gaussian, and Wigner semicircle law of parameter t.

Proof. This is routine, by using the linearization properties of the Fourier transform
and the R-transform from Theorem 4.15, and for details here, we refer to any classical
probability book for the classical result, and to [86] for the free result. □

Next, we have the following complex version of the CLT:

Theorem 4.17 (CCLT). Given variables x1, x2, x3, . . . which are i.i.d./f.i.d., centered,
with variance t > 0, we have, with n→∞, in moments,

1√
n

n∑
i=1

xi ∼ Gt/Γt

where Gt/Γt are the complex normal and Voiculescu circular law of parameter t, given by:

Gt = law

(
1√
2
(a+ ib)

)
, Γt = law

(
1√
2
(α + iβ)

)
where a, b/α, β are independent/free, each following the law gt/γt.

Proof. This follows indeed from the CLT, by taking real and imaginary parts of all
the variables involved, and for details and more here, including the combinatorics of the
Voiculescu circular law Γt, which is quite subtle, we refer again to [86]. □
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We denote by ⊞ the free convolution of real probability measures, given by the fact
that µa+b = µa ⊞ µb, when a, b are free. With this convention, we have the following
discrete version of the CLT, called Poisson Limit Theorem (PLT):

Theorem 4.18 (PLT). The following Poisson limits converge, for any t > 0,

pt = lim
n→∞

((
1− t

n

)
δ0 +

t

n
δ1

)∗n

, πt = lim
n→∞

((
1− t

n

)
δ0 +

t

n
δ1

)⊞n

the limiting measures being the Poisson law pt, and the Marchenko-Pastur law πt,

pt =
1

et

∞∑
k=0

tkδk
k!

, πt = max(1− t, 0)δ0 +
√
4t− (x− 1− t)2

2πx
dx

with at t = 1, the Marchenko-Pastur law being π1 =
1
2π

√
4x−1 − 1 dx.

Proof. This is again routine, by using the Fourier and R-transform, and as before
we refer here to any classical probability book, and to [86]. □

Finally, we have the following “compound” generalization of the PLT:

Theorem 4.19 (CPLT). Given a compactly supported positive measure ρ, of mass
c = mass(ρ), the following compound Poisson limits converge,

pρ = lim
n→∞

((
1− c

n

)
δ0 +

1

n
ρ

)∗n

, πρ = lim
n→∞

((
1− c

n

)
δ0 +

1

n
ρ

)⊞n

and if we write ρ =
∑s

i=1 ciδzi with ci > 0 and zi ∈ R we have the formula

pρ/πρ = law

(
s∑

i=1

ziαi

)
where the variables αi are Poisson/free Poisson(ci), independent/free.

Proof. As before, this follows by using the Fourier and the R-transform, and details
can be found in any probability book, and in [86]. □

So long for limiting results in classical and free probability. To finish with, for our
purposes here, we will need the following notions, coming from Theorem 4.19:

Definition 4.20. The Bessel and free Bessel laws, depending on parameters s ∈
N ∪ {∞} and t > 0, are the following compound Poisson and free Poisson laws,

bst = ptεs , βs
t = πtεs

with εs being the uniform measure on the s-th roots of unity. In particular:

(1) At s = 1 we recover the Poisson laws pt, πt.
(2) At s = 2 we have the real Bessel laws bt, βt.
(3) At s =∞ we have the complex Bessel laws Bt,Bt.
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Here the terminology comes from the fact that the density of the measure bt from (2)
is a Bessel function of the first kind, the formula, from [5], [9], being as follows:

bt = e−t

∞∑
r=−∞

δr

∞∑
p=0

(t/2)|r|+2p

(|r|+ p)!p!

Good news, with the above general theory in hand, we can now formulate our truncated
character results for the main examples of easy quantum groups, as follows:

Theorem 4.21. For the main quantum rotation and reflection groups,

K+
N

// U+
N

H+
N

//

==

O+
N

>>

KN
//

OO

UN

OO

HN

OO

<<

// ON

OO

<<

the corresponding truncated characters follow with N →∞ the laws

Bt Γt

βt γt

Bt Gt

bt gt

which are the main limiting laws in classical and free probability.

Proof. We know from chapters 1-2 that the above quantum groups are all easy,
coming from the following categories of partitions:

NCeven

zz

��

NC2

��

oo

��

NCeven

��

NC2

��

oo

Peven

zz

P2

��

oo

Peven P2
oo
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(1) At t = 1, we can use the following general formula, from Proposition 4.2:

lim
N→∞

∫
GN

χk = |D(k)|

But this gives the laws in the statement, via some standard calculus.

(2) In order to compute now the asymptotic laws of truncated characters, at any t > 0,
we can use the general moment formula in Proposition 4.9, namely:∫

G

(u11 + . . .+ uss)
k = Tr(WkNGks)

To be more precise, what happens is that in each of the cases under consideration, the
Gram matrix is asymptotically diagonal, and so the Weingarten matrix is asymptotically
diagonal too. Thus, in the limit we obtain the following moment formula:

lim
N→∞

∫
GN

χk
t =

∑
π∈D(k)

t|π|

But this gives the laws in the statement, via some standard calculus. □

Summarizing, we have solved the questions raised in the beginning of this chapter.
All this was of course quite quick, assuming a bit of familiarity with probability theory.
But we will be back to this on several occasions, and notably, in what comes next.

4c. Cumulant theory

What we have so far, analytically, is quite exciting, but remains quite wizarding, with
the statement of Theorem 4.21 being something quite advanced, and with the proof being
something quite advanced too, based on way too many things. So, time to further clarify
all this. As a basic question that we would like to solve, we have:

Question 4.22. Given a liberation of easy groups, GN → G+
N , can we say, in a simple

way, that at the level of asymptotic laws of truncated characters

χt =

[tN ]∑
i=1

uii

the laws for G+
N appear as “liberations” of the laws for GN?

As a first idea in order to answer the above question, let us focus on the asymptotic
moment formula from the end of the proof of Theorem 4.21, namely:

lim
N→∞

∫
GN

χk
t =

∑
π∈D(k)

t|π|

This is something very nice, purely combinatorial, and we are led in this way to:
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Answer 4.23. Yes, we can say that according to the Weingarten formula we have

lim
N→∞

∫
GN

χk
t =

∑
π∈D(k)

t|π|

and since GN → G+
N corresponds to D → D ∩NC at the level of partitions, we have∑

π∈D(k)

t|π| →
∑

π∈(D∩NC)(k)

t|π|

at the level of moments, and we can declare this to mean “liberation”, probabilistically.

This is not bad as an answer, because gone in this way all the limiting theorems,
classical and free, no need anymore to learn all that material. However, as an obvious
downside, what we say at the end does not look very clean, and suggests:

Question 4.24. Sure yes, but how do probability measures liberate in general, with no
reference to moment formulae as above, which look very special?

To summarize now, we have an idea, but we must do some more probability, classical
and free, in relation with combinatorics and partitions, before formulating our idea. Let
us start with the classical case. We have here the following well-known definition:

Definition 4.25. Associated to any real probability measure µ = µf is the following
modification of the logarithm of the Fourier transform Fµ(ξ) = E(eiξf ),

Kµ(ξ) = logE(eξf )
called cumulant-generating function. The Taylor coefficients kn(µ) of this series, given by

Kµ(ξ) =
∞∑
n=1

kn(µ)
ξn

n!

are called cumulants of the measure µ. We also use the notations kf , Kf for these cumu-
lants and their generating series, where f is a variable following the law µ.

In other words, the cumulants are more or less the coefficients of the logarithm of
the Fourier transform logFµ, up to some normalizations. To be more precise, we have
Kµ(ξ) = logFµ(−iξ), so the formula relating logFµ to the cumulants kn(µ) is:

logFµ(−iξ) =
∞∑
n=1

kn(µ)
ξn

n!

Equivalently, the formula relating logFµ to the cumulants kn(µ) is:

logFµ(ξ) =
∞∑
n=1

kn(µ)
(iξ)n

n!

The interest in the cumulants comes from the following result:
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Theorem 4.26. The cumulants have the following properties:

(1) kn(cf) = cnkn(f).
(2) k1(f + d) = k1(f) + d, and kn(f + d) = kn(f) for n > 1.
(3) kn(f + g) = kn(f) + kn(g), if f, g are independent.

Proof. Here (1) and (2) are both clear from definitions, because we have the following
computation, valid for any c, d ∈ R, which gives the results:

Kcf+d(ξ) = logE(eξ(cf+d))

= log[eξd · E(eξcf )]
= ξd+Kf (cξ)

As for (3), this follows from the fact that the Fourier transform Ff (ξ) = E(eiξf ) satisfies
the following formula, whenever f, g are independent random variables:

Ff+g(ξ) = Ff (ξ)Fg(ξ)

Indeed, by applying the logarithm, we obtain the following formula:

logFf+g(ξ) = logFf (ξ) + logFg(ξ)

With the change of variables ξ → −iξ, we obtain the following formula:

Kf+g(ξ) = Kf (ξ) +Kg(ξ)

Thus, at the level of coefficients, we obtain kn(f + g) = kn(f)+ kn(g), as claimed. □

At the level of examples, we have the following result:

Proposition 4.27. The sequence of cumulants k1, k2, k3, . . . is as follows:

(1) For µ = δc the cumulants are c, 0, 0, . . .
(2) For µ = gt the cumulants are 0, t, 0, 0, . . .
(3) For µ = pt the cumulants are t, t, t, . . .
(4) For µ = bt the cumulants are 0, t, 0, t, . . .

Also, for the compound Poisson laws the cumulants are kn(pν) =Mn(ν).

Proof. We have 5 computations to be done, the idea being as follows:

(1) For µ = δc we have the following computation:

Kµ(ξ) = logE(ecξ) = log(ecξ) = cξ

But the plain coefficients of this series are the numbers c, 0, 0, . . . , and so the Taylor
coefficients of this series are these same numbers c, 0, 0, . . . , as claimed.

(2) For µ = gt we have the following computation:

Kµ(ξ) = logFµ(−iξ)
= log exp

[
−t(−iξ)2/2

]
= tξ2/2
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But the plain coefficients of this series are the numbers 0, t/2, 0, 0, . . . , and so the
Taylor coefficients of this series are the numbers 0, t, 0, 0, . . . , as claimed.

(3) For µ = pt we have the following computation:

Kµ(ξ) = logFµ(−iξ)
= log exp

[
(ei(−iξ) − 1)t

]
= (eξ − 1)t

But the plain coefficients of this series are the numbers t/n!, and so the Taylor coeffi-
cients of this series are the numbers t, t, t, . . . , as claimed.

(4) For µ = bt we have the following computation:

Kµ(ξ) = logFµ(−iξ)

= log exp

[(
eξ + e−ξ

2
− 1

)
t

]
=

(
eξ + e−ξ

2
− 1

)
t

But the plain coefficients of this series are the numbers (1+ (−1)n)t/n!, so the Taylor
coefficients of this series are the numbers 0, t, 0, t, . . . , as claimed.

(5) We can assume, by using a continuity argument, that our measure ν is discrete,
as follows, with ti > 0 and zi ∈ R, and with the sum being finite:

ν =
∑
i

tiδzi

By using now the well-known Fourier transform formula for pν , we obtain:

Kpν (ξ) = logFpν (−iξ)

= log exp

[∑
i

ti(e
ξzi − 1)

]

=
∑
i

ti
∑
n≥1

(ξzi)
n

n!

=
∑
n≥1

ξn

n!

∑
i

tiz
n
i

=
∑
n≥1

ξn

n!
Mn(ν)

Thus, we are led to the conclusion in the statement. □
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All the above is quite nice and elementary, and we can see here emerging some sort of
relationship with what we say in Answer 4.23. But in order to really get to that, we still
have to introduce partitions, in our discussion. So, let us introduce:

Definition 4.28. We define quantities Mπ(f), kπ(f), depending on partitions

π ∈ P (k)
by starting with Mn(f), kn(f), and using multiplicativity over the blocks.

To be more precise, the convention here is that for the one-block partition 1n ∈ P (n),
the corresponding moment and cumulant are the usual ones, namely:

M1n(f) =Mn(f) , k1n(f) = kn(f)

Then, for an arbitrary partition π ∈ P (k), we decompose this partition into blocks,
having sizes b1, . . . , bs, and we set, by multiplicativity over blocks:

Mπ(f) =Mb1(f) . . .Mbs(f) , kπ(f) = kb1(f) . . . kbs(f)

With this convention, following Rota and others, we can now formulate a key result,
fully clarifying the relation between moments and cumulants, as follows:

Theorem 4.29. We have the moment-cumulant formulae

Mn(f) =
∑

ν∈P (n)

kν(f) , kn(f) =
∑

ν∈P (n)

µ(ν, 1n)Mν(f)

or, equivalently, we have the moment-cumulant formulae

Mπ(f) =
∑
ν≤π

kν(f) , kπ(f) =
∑
ν≤π

µ(ν, π)Mν(f)

where µ is the Möbius function of P (n).

Proof. By using the Möbius inversion formula explained in chapter 3, the four for-
mulae in the statement are equivalent, so it is enough to prove the first one, namely:

Mn(f) =
∑

ν∈P (n)

kν(f)

In order to do this, we can use the very definition of the cumulants, namely:

logE(eξf ) =
∞∑
s=1

ks(f)
ξs

s!

By exponentiating, we obtain from this the following formula:

E(eξf ) = exp

(
∞∑
s=1

ks(f)
ξs

s!

)
But this leads, via some standard calculus, to the above formula for Mn(f). □
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Time now to go back to groups, and answer our questions. We will restrict the
attention to the orthogonal easy groups that we know, namely SN , HN , ON . We will need
the following observation regarding these groups, from [22]:

Proposition 4.30. The orthogonal easy groups G ⊂ ON that we know, namely

SN ⊂ HN ⊂ ON

come respectively from the following categories of partitions D ⊂ P ,

P ⊃ Peven ⊃ P2

which in turn come from certain subsets L ⊂ N, as follows,
N ⊃ 2N ⊃ {2}

with D consisting of the partitions π ∈ P whose blocks have lengths belonging to L ⊂ N.

Proof. This is something quite trivial, as stated, but which is conceptual as well,
having behind it some interesting mathematics, the idea being as follows:

(1) We already know that the first assertion, regarding the easiness correspondence
G↔ D, holds for our 3 groups. As for the second assertion, regarding the correspondence
D ↔ L, for our 3 categories of partitions, this is clear from definitions. Thus, everything
proved, and with the result itself looking like something quite anecdotical.

(2) However, we will see later, in chapter 6 below, that the easy groups G having
the property that their categories of partitions D are stable under removing blocks, and
so appear from sets L ⊂ N are in the statement, which are called “uniform”, are very
interesting objects, and that a lot of general theory can be developed for them. □

In relation now with cumulants, we have the following result, also from [22]:

Theorem 4.31. The cumulants of the asymptotic truncated characters for the groups
SN , HN , ON are given by the formula

kn(χt) = tδn∈L

with L ⊂ N being the associated subset, and at the level of asymptotic moments this gives

Mk(χt) =
∑

π∈D(k)

t|π|

with D ⊂ P being the associated category of partitions.

Proof. This is clear indeed from Proposition 4.30, by performing a case-by-case
analysis, with the cases G = S,H,O under consideration corresponding to the cumulant
computations for the measures pt, bt, gt from Proposition 4.27. See [22]. □

All this is very nice, answering our philosophical questions in the classical case. Now
that we killed the problem in the classical case, let us do the same in the free case.
Following Speicher [76] and subsequent work, we have the following definition:
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Definition 4.32. The free cumulants κn(a) of a variable a ∈ A are defined by:

Ra(ξ) =
∞∑
n=1

κn(a)ξ
n−1

That is, the free cumulants are the coefficients of the R-transform.

As before in the classical case, there are many interesting things that can be said
about free cumulants. At the level of basic general results, we first have:

Theorem 4.33. The free cumulants have the following properties:

(1) κn(λa) = λnκn(a).
(2) κn(a+ b) = κn(a) + κn(b), if a, b are free.

Proof. In what regards (1), we have here the following computation:

Gλa(ξ) =

∫
R

dµλa(t)

ξ − t

=
1

λ

∫
R

dµa(s)

ξ/λ− s

=
1

λ
Ga

(
ξ

λ

)
But, according to the definition of the R-transform, this gives the following formula:

Gλa

(
λRa(λξ) +

1

ξ

)
=

1

λ
Ga

(
Ra(λξ) +

1

λξ

)
= ξ

Thus Rλa(ξ) = λRa(λξ), which gives (1). As for (2), this follows from the fact, that
we know well, that the R-transform linearizes the free convolution operation. □

Again in analogy with the classical case, at the level of examples, we have:

Proposition 4.34. The sequence of free cumulants κ1, κ2, κ3, . . . is as follows:

(1) For µ = δc the free cumulants are c, 0, 0, . . .
(2) For µ = γt the free cumulants are 0, t, 0, 0, . . .
(3) For µ = πt the free cumulants are t, t, t, . . .
(4) For µ = βt the free cumulants are 0, t, 0, t, . . .

Also, for compound free Poisson laws the free cumulants are kn(πν) =Mn(ν).

Proof. The proofs are analogous to those from the classical case, as follows:

(1) For µ = δc we have Gµ(ξ) = 1/(ξ − c), and so Rµ(ξ) = c, as desired.

(2) For µ = γt we have, as computed before, Rµ(ξ) = tξ, as desired.

(3) For µ = πt we have, also from before, Rµ(ξ) = t/(1− ξ), as desired.
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(4) For µ = βt this follows from the formulae that we have, but the best is to prove
directly the last assertion, which generalizes (3,4). With ν =

∑
i ciδzi we have:

Rπν (ξ) =
∑
i

cizi
1− ξzi

=
∑
i

cizi
∑
n≥0

(ξzi)
n

=
∑
n≥0

ξn
∑
i

ciz
n+1
i

=
∑
n≥1

ξn−1
∑
i

ciz
n
i

=
∑
n≥1

ξn−1Mn(ν)

Thus, we are led to the conclusion in the statement. □

Also as before in the classical case, we can define generalized free cumulants κπ(a)
with π ∈ P (k) by starting with the numeric free cumulants κn(a), as follows:

Definition 4.35. We define free cumulants κπ(a), depending on partitions

π ∈ P (k)
by starting with κn(a), and using multiplicativity over the blocks.

To be more precise, the convention here is that for the one-block partition 1n ∈ P (n),
the corresponding free cumulant is the usual one, namely:

κ1n(a) = κn(a)

Then, for an arbitrary partition π ∈ P (k), we decompose this partition into blocks,
having sizes b1, . . . , bs, and we set, by multiplicativity over blocks:

κπ(a) = κb1(a) . . . κbs(a)

With this convention, we have the following result, due to Speicher [76]:

Theorem 4.36. We have the moment-cumulant formulae

Mn(a) =
∑

ν∈NC(n)

κν(a) , κn(a) =
∑

ν∈NC(n)

µ(ν, 1n)Mν(a)

or, equivalently, we have the moment-cumulant formulae

Mπ(a) =
∑
ν≤π

κν(a) , κπ(a) =
∑
ν≤π

µ(ν, π)Mν(a)

where µ is the Möbius function of NC(n).
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Proof. This follows indeed by doing some combinatorics and calculus, in the spirit
of the combinatorics and calculus from the classical case. □

In relation now with easiness, we will need the following result, from [22]:

Proposition 4.37. The free orthogonal easy groups G ⊂ O+
N that we know,

S+
N ⊂ H+

N ⊂ O+
N

come respectively from the following categories of noncrossing partitions D ⊂ NC,

NC ⊃ NCeven ⊃ NC2

which in turn come from certain subsets L ⊂ N, as follows,
N ⊃ 2N ⊃ {2}

with D consisting of the partitions π ∈ NC whose blocks have lengths belonging to L ⊂ N.
Proof. As before with Proposition 4.30, this is something quite trivial, which follows

from what we know about the quantum groups in the statement, but which hides behind
some interesting mathematics, to be further discussed later, in chapter 6 below. □

In relation with cumulants, we have the following result, also from [22]:

Theorem 4.38. The free cumulants of the asymptotic truncated characters for the
quantum groups S+

N , H
+
N , O

+
N are given by the formula

κn(χt) = tδn∈L

with L ⊂ N being the associated subset, and at the level of asymptotic moments this gives

Mk(χt) =
∑

π∈D(k)

t|π|

with D ⊂ NC being the associated category of partitions.

Proof. This is clear indeed from Proposition 4.37, by performing a case-by-case anal-
ysis, with the cases G = S+, H+, O+ under consideration corresponding to the cumulant
computations for the measures πt, βt, γt from Proposition 4.34. See [22]. □

Summarizing, and getting back now to Theorem 4.21, we have reached to a perfect
understanding of what is going on there, via classical and free cumulants. And, as a
bonus, we can answer Question 4.22 as well, in a very conceptual way, as follows:

Answer 4.39. For the main examples of liberations of easy groups, GN → G+
N , the

asymptotic laws of truncated characters

χt =

[tN ]∑
i=1

uii

are in Bercovici-Pata bijection, in the sense that the classical cumulants of the laws for
GN coincide with the free cumulants of the laws for G+

N .
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Here the bijection mentioned at the end, which is something purely probabilistic, and
very beautiful and conceptual, comes from the paper of Bercovici-Pata [20], and we refer
to that paper and the subsequent free probability literature for more on all this.

Finally, as already mentioned on several occasions, all the above is part of some general
theory regarding the “uniform” easy quantum groups, which remains to be developed. We
will be back to this, with full details, in chapter 6 below.

4d. Invariance questions

As a last topic for this chapter, following [17], let us discuss now probabilistic invari-
ance questions with respect to the basic orthogonal quantum groups. We first have:

Definition 4.40. Given a closed subgroup G ⊂ O+
N , we denote by

α : C < t1, . . . , tN >→ C < t1, . . . , tN > ⊗C(G)

ti →
∑
j

tj ⊗ vji

the standard coaction of C(G) on the free complex algebra on N variables.

Observe that the map α constructed above is indeed a coaction, in the sense that it
satisfies the following standard coassociativity and counitality conditions:

(id⊗∆)α = (α⊗ id)α , (id⊗ ε)α = id

With the above notion of coaction in hand, we can now talk about invariant sequences
of classical or noncommutative random variables, in the following way:

Definition 4.41. Let (B, tr) be a C∗-algebra with a trace, and x1, . . . , xN ∈ B. We
say that x = (x1, . . . , xN) is invariant under G ⊂ O+

N if the distribution functional

µx : C < t1, . . . , tN >→ C , P → tr(P (x1, . . . , xN))

is invariant under the coaction α, in the sense that we have

(µx ⊗ id)α(P ) = µx(P )

for any noncommuting polynomial P ∈ C < t1, . . . , tN >.

Observe that in the classical case, where G ⊂ ON is a usual group, we recover in
this way the usual invariance notion from classical probability. We have the following
equivalent formulation of the above invariance condition:

Proposition 4.42. Let (B, tr) be a C∗-algebra with a trace, and x1, . . . , xN ∈ B.
Then x = (x1, . . . , xN) is invariant under G ⊂ O+

N precisely when

tr(xi1 . . . xik) =
∑
j1...jk

tr(xj1 . . . xjk)vj1i1 . . . vjkik

as an equality in C(G), for any k ∈ N, and any i1, . . . , ik ∈ {1, . . . , N}.
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Proof. By linearity, in order for a sequence x = (x1, . . . , xN) to be G-invariant in
the sense of Definition 4.41, the formula there must be satisfied for any noncommuting
monomial P ∈ C < t1, . . . , tN >. But, with P = ti1 . . . tik , we have:

(µx ⊗ id)α(P ) = (µx ⊗ id)
∑

j1,...,jk

tj1 . . . tjk ⊗ vj1i1 . . . vjkik

=
∑

j1,...,jk

µx(tj1 . . . tjk)vj1i1 . . . vjkik

=
∑
j1...jk

tr(xj1 . . . xjk)vj1i1 . . . vjkik

On the other hand, by definition of the distribution µx, we have:

µx(P ) = µx(ti1 . . . tik) = tr(xi1 . . . xik)

Thus, we are led to the conclusion in the statement. □

We can now investigate invariance questions for the sequences of classical or noncom-
mutative random variables, with respect to the main examples of easy quantum groups.
We first have a reverse De Finetti theorem, from [17], as follows:

Theorem 4.43. Let (x1, . . . , xN) be a sequence in A.

(1) If x1, . . . , xN are freely independent and identically distributed with amalgamation
over B, then the sequence is S+

N -invariant.
(2) If x1, . . . , xN are freely independent and identically distributed with amalgamation

over B, and have centered semicircular distributions with respect to E, then the
sequence is O+

N -invariant.
(3) If < B, x1, . . . , xN > is commutative and x1, . . . , xN are conditionally independent

and identically distributed given B, then the sequence is SN -invariant.
(4) If < x1, . . . , xN > is commutative and x1, . . . , xN are conditionally independent

and identically distributed given B, and have centered Gaussian distributions with
respect to E, then the sequence is ON -invariant.

Proof. Assume that the joint distribution of (x1, . . . , xN) satisfies one of the condi-
tions in the statement, and let D be the category of partitions associated to the corre-
sponding easy quantum group. We have then the following computation:∑

j1...jk

tr(xj1 . . . xjk)vj1i1 . . . vjkik =
∑
j1...jk

tr(E(xj1 . . . xjk))vj1i1 . . . vjkik

=
∑
j1...jk

∑
π≤ker j

tr(ξ
(π)
E (x1, . . . , x1))vj1i1 . . . vjkik

=
∑

π∈D(k)

tr(ξ
(π)
E (x1, . . . , x1))

∑
ker j≥π

vj1i1 . . . vjkik
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Here ξ denotes the free and classical cumulants in the cases (1,2) and (3,4) respectively.
On the other hand, it follows from a direct computation that if π ∈ D(k) then we have
the following formula, in each of the 4 cases in the statement:∑

ker j≥π

vj1i1 . . . vjkik =

{
1 if π ≤ ker i

0 otherwise

By using this formula, we can finish our computation, in the following way:∑
j1...jk

tr(xj1 . . . xjk)vj1i1 . . . vjkik =
∑

π∈D(k)

tr(ξ
(π)
E (x1, . . . , x1))δπ≤ker i

=
∑

π≤ker i

tr(ξ
(π)
E (x1, . . . , x1))

= tr(xi1 . . . xik)

Thus, we are led to the conclusions in the statement. □

Still following [17], as main result, we have the following converse to Theorem 4.43:

Theorem 4.44. Let (xi)i∈N be a G-invariant sequence of self-adjoint random variables
in (M, tr), and assume that M =< (xi)i∈N >. Then there exists a subalgebra B ⊂M and
a trace-preserving conditional expectation E :M → B such that:

(1) If G = (SN), then (xi)i∈N are conditionally independent and identically distributed
given B.

(2) If G = (S+
N), then (xi)i∈N are freely independent and identically distributed with

amalgamation over B.
(3) If G = (ON), then (xi)i∈N are conditionally independent, and have Gaussian

distributions with mean zero and common variance, given B.
(4) If G = (O+

N), then (xi)i∈N form a B-valued free semicircular family with mean
zero and common variance.

Proof. This is something quite technical, heavily based on the Weingarten formula.
Let j1, . . . , jk ∈ N and b0, . . . , bk ∈ B. We have then the following computation:

E(b0xj1 . . . xjkbk) = lim
N→∞

EN(b0xj1 . . . xjkbk)

= lim
N→∞

∑
σ≤ker j

∑
π

WkN(π, σ)
∑

π≤ker i

b0xi1 . . . xikbk

= lim
N→∞

∑
σ≤ker j

∑
π≤σ

µD(k)(π, σ)N
−|π|

∑
π≤ker i

b0xi1 . . . xikbk

By using this formula, and various cumulant computations, we have:

E(b0xj1 . . . xjkbk) = lim
N→∞

∑
σ≤ker j

∑
π≤σ

µD(k)(π, σ)E
(π)
N (b0x1b1, . . . , x1bk)
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We therefore obtain the following formula:

E(b0xj1 . . . xjkbk) =
∑

σ≤ker j

∑
π≤σ

µD(k)(π, σ)E
(π)(b0x1b1, . . . , x1bk)

We can replace the sum of expectation functionals by cumulants, as to obtain:

E(b0xj1 . . . xjkbk) =
∑

σ≤ker j

ξ
(σ)
E (b0x1b1, . . . , x1bk)

Here and in what follows ξ denotes as usual the relevant classical or free cumulants,
depending on the quantum group that we are dealing with, either classical or free. Now
since the classical or free cumulants are determined by the classical or free moment-
cumulant formulae, explained before, we conclude that we have the following formula:

ξ
(σ)
E (b0xj1b1, . . . , xjkbk) =

{
ξ
(σ)
E (b0x1b1, . . . , x1bk) if σ ∈ D(k) and σ ≤ ker j

0 otherwise

With this formula in hand, the result then follows from the characterizations of these
joint distributions in terms of cumulants, and we are done. □

All the above was of course quite brief, and for more on all this, including full proof,
and various versions of the above results, we refer to [17] and related papers.

4e. Exercises

We are now into advanced probability theory, and in order to fully understand what
has been said above, a lot of extra work is needed. Generally speaking, the best here would
be to carefully read a probability book, and then a free probability book. In relation now
with what we did in this chapter, as a first instructive exercise, we have:

Exercise 4.45. Recover the Poisson law results for SN via the formula∫
SN

ui1j1 . . . uirjr =

{
(N−| ker i|)!

N !
if ker i = ker j

0 otherwise

that you will have to establish first.

Along the same lines, we have as well:

Exercise 4.46. Recover the Bessel law results for HN , then for Hs
N , via inclusion-

exclusion, or via an explicit integration formula, as in the previous exercise.

Regarding Weingarten integration, which is the method that must be mastered, for
anything probabilistic in relation with groups and quantum groups, we have:

Exercise 4.47. Write down the Gram and Weingarten matrices of small order, for
all the easy groups and quantum groups that you know.
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At the theoretical level now, you cannot really escape from:

Exercise 4.48. Learn classical and free probability, as much as you can, and in any
case enough of them, as to declare the present chapter fully understood.

In relation with classical cumulants, we have the following instructive exercise:

Exercise 4.49. Establish the following formulae for the classical cumulants,

k1 =M1

k2 = −M2
1 +M2

k3 = 2M3
1 − 3M1M2 +M3

k4 = −6M4
1 + 12M2

1M2 − 3M2
2 − 4M1M3 +M4

. . .

then go on and prove the classical moment-cumulant formula.

Similarly, in relation with the free cumulants, we have:

Exercise 4.50. Establish the following formulae for the free cumulants,

κ1 =M1

κ2 = −M2
1 +M2

κ3 = 2M3
1 − 3M1M2 +M3

κ4 = −5M4
1 + 10M2

1M2 − 2M2
2 − 4M1M3 +M4

. . .

then go on and prove the free moment-cumulant formula.

As a comment here, the above two exercises look quite similar, but doing only one of
them will not do, because they are in fact quite different. Just try a bit, and you will
understand. Finally, in relation with De Finetti, waiting for more here, from you.
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The continuous case



We belong to the light
We belong to the thunder

We belong to the sound of the words
We’ve both fallen under



CHAPTER 5

Bistochastic groups

5a. Bistochastic groups

Welcome to advanced easiness. With the basics understood, we will go, in the present
Part II, and in Part III as well, into the study of more advanced aspects. We will be inter-
ested, as usual, in constructing more examples of easy quantum groups, and in developing
some algebraic, geometric, analytic and probabilistic theory for them.

Needless to say, there has been a lot of work on the subject, all over the 2010s, and
the things to talk about, both further examples and further theory, abound. So obviously,
we need some sort of plan and strategy, for explaining this material. But the answer here
comes from the cube formed by the main examples of easy quantum groups, namely:

K+
N

// U+
N

H+
N

//

==

O+
N

>>

KN
//

OO

UN

OO

HN

OO

<<

// ON

OO

<<

Indeed, this cube provides us with some sort of “3D orientation” into the whole
subject, with the 3 coordinate axes corresponding to the dualities real/complex, dis-
crete/continuous, and classical/free. So, speaking presentation, the question is now: shall
we talk first in detail about the real case, and deal with the complex case afterwards?
Or shall we first settle the questions regarding the discrete case, and then talk about the
continuous case? Or, why not vice versa, continuous first, and discrete after? Or, shall
we finish the work in the classical case, and discuss liberation afterwards?

These are not easy questions, and a look at the various papers written on the subject,
the serious ones I mean, does not provide any clue, with all options being on the table.
So, in the lack of any good idea here, we will ask the cat. And cat says:

Cat 5.1. Continuous comes first.

107
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This sounds reasonable, thanks cat. Actually my cat is named Felix, and thinking
well, he might be well a reincarnation of Felix Klein. Indeed, at the time of Klein there
was no abstract mathematics, and such boring things as abstract groups, fields of scalars,
and so on, and Klein was simply interested in the “continuous transformations” of the
world surrounding us. And so will be us, to start with: this is definitely reasonable.

In practice, this suggests focusing towards the right face of the cube, namely:

O+
N

// U+
N

ON

OO

// UN

OO

For instance, we can say that any intermediate easy quantum group ON ⊂ G ⊂ U+
N

is by definition “continuous”, and then try to understand the structure of such quantum
groups, with a classification result for them, and then with algebraic, geometric, analytic
and probabilistic results for the objects that we found. This certainly sounds reasonable,
and looks doable as well, because after all we will deal with pairings, the diagram of
categories of partitions for our quantum groups above being as follows:

NC2

��

NC2oo

��
P2 P2
oo

However, this is a bit superficial, because there might be well interesting easy quantum
groups SN ⊂ G ⊂ U+

N which definitely deserve the name “continuous”, and which are
excluded by our formalism, not containing ON . So, let us look into this first. It is
probably safe here to assume that G is classical, at least to start with, because in the
classical case we perfectly know what “continuous” means. So, we are led to:

Problem 5.2. Besides ON , UN , what are the simplest easy Lie groups?

This does not look as a trivial question, and normally we should ask the cat here, but
Felix is now away. As for the other cat, Sophus, who surely knows the answer too, he is
nowhere to be found, either. So, I guess this is a problem for me and you, reader.

In order to solve this question, let us relax, and looks towards applied linear algebra.
A very basic definition there, that you might already know, is as follows:
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Definition 5.3. A square matrix M ∈ MN(C) is called bistochastic if each row and
each column sum up to the same number:

M11 . . . M1N → λ
...

...
MN1 . . . MNN → λ
↓ ↓
λ λ

If this happens only for the rows, or only for the columns, the matrix is called row-
stochastic, respectively column-stochastic.

As the name indicates, these matrices are useful in statistics, and perhaps in other
fields like graph theory, computer science and so on, with the case of the matrices having
entries in [0, 1], which sum up to λ = 1, being the important one. As a basic example of
a bistochastic matrix, we have the flat matrix, which is as follows:

IN =

1 . . . 1
...

...
1 . . . 1


Observe that the rescaling PN = IN/N has the property mentioned above, namely

entries in [0, 1], summing up to 1. In fact, this matrix PN = IN/N is a very familiar
object in linear algebra, being the projection on the all-one vector, namely:

ξ =

1
...
1


Getting back now to the general case, the various notions of stochasticity in Definition

5.3 are closely related to this vector ξ, due to the following simple fact:

Proposition 5.4. Let M ∈MN(C) be a square matrix.

(1) M is row stochastic, with sums λ, when Mξ = λξ.
(2) M is column stochastic, with sums λ, when M tξ = λξ.
(3) M is bistochastic, with sums λ, when Mξ =M tξ = λξ.

Proof. The first assertion is clear from definitions, because when multiplying a ma-
trix by ξ, we obtain the vector formed by the row sums:M11 . . . M1N

...
...

MN1 . . . MNN

1
...
1

 =

M11 + . . .+M1N
...

MN1 + . . .+MNN


As for the second, and then third assertion, these are both clear from this. □
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As an observation here, we can reformulate if we want the above statement in a purely
matrix-theoretic form, by using the flat matrix IN , as follows:

Proposition 5.5. Let M ∈MN(C) be a square matrix.

(1) M is row stochastic, with sums λ, when MIN = λIN .
(2) M is column stochastic, with sums λ, when INM = λIN .
(3) M is bistochastic, with sums λ, when MIN = INM = λIN .

Proof. This follows from Proposition 5.4, and from the fact that both the rows and
columns of the flat matrix IN are copies of the all-one vector ξ. Alternatively, we have
the following formula, S1, . . . , SN being the row sums of M , which gives (1):

M11 . . . M1N
...

...
MN1 . . . MNN

1 . . . 1
...

...
1 . . . 1

 =

S1 . . . S1
...

...
SN . . . SN


As for the second, and then third assertion, these are both clear from this. □

In what follows, we will be mainly interested in the bistochastic matrices which are
unitary, M ∈ UN . As the simplest example here, which is a familiar object in quantum
physics, we have the following matrix KN ∈ ON , obtained by suitably modifying the flat
matrix IN , as to make the rows pairwise orthogonal, and of norm one:

KN =
1

N


2−N 2 . . . 2

2
. . . . . .

...
...

. . . . . . 2
2 . . . 2 2−N


As a first result regarding the unitary bistochastic matrices, we have:

Theorem 5.6. For a unitary matrix U ∈ UN , the following conditions are equivalent:

(1) H is bistochastic, with sums λ.
(2) H is row stochastic, with sums λ, and |λ| = 1.
(3) H is column stochastic, with sums λ, and |λ| = 1.

Proof. By using a symmetry argument we just need to prove (1) ⇐⇒ (2), and
both the implications are elementary, as follows:
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(1) =⇒ (2) If we denote by U1, . . . , UN ∈ CN the rows of U , we have indeed:

1 = < U1, U1 >

=
∑
i

< U1, Ui >

=
∑
i

∑
j

U1jŪij

=
∑
j

U1j

∑
i

Ūij

=
∑
j

U1j · λ̄

= λ · λ̄
= |λ|2

(2) =⇒ (1) Consider the all-one vector ξ = (1)i ∈ CN . The fact that U is row-
stochastic with sums λ reads:∑

j

Uij = λ,∀i ⇐⇒
∑
j

Uijξj = λξi,∀i

⇐⇒ Uξ = λξ

Also, the fact that U is column-stochastic with sums λ reads:∑
i

Uij = λ,∀j ⇐⇒
∑
j

Uijξi = λξj,∀j

⇐⇒ U tξ = λξ

We must prove that the first condition implies the second one, provided that the row
sum λ satisfies |λ| = 1. But this follows from the following computation:

Uξ = λξ =⇒ U∗Uξ = λU∗ξ

=⇒ ξ = λU∗ξ

=⇒ ξ = λ̄U tξ

=⇒ U tξ = λξ

Thus, we have proved both the implications, and we are done. □

Getting now to our questions regarding groups and quantum groups, we would like
to talk about the orthogonal and unitary groups of bistochastic matrices, and their free
analogues. However, there is a choice to be made here, in connection with what we know
from Theorem 5.6, namely shall we let the row and column sums to be arbitrary, λ ∈ T,
or shall we make the normalization λ = 1. For various reasons that will become clear
later on, it is better to choose this latter way, so let us formulate:
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Convention 5.7. From now on all our bistochastic matrices will be assumed to be
normalized, with the sum on all rows and columns being equal to λ = 1.

To be more precise, this convention is here in order for the resulting groups of bis-
tochastic orthogonal and unitary matrices to be easy. But more on this later. For the
moment, let us introduce these groups. We have the following result:

Theorem 5.8. We have closed subgroups as follows:

(1) BN ⊂ ON , consisting of the orthogonal matrices which are bistochastic.
(2) CN ⊂ UN , consisting of the unitary matrices which are bistochastic.

Proof. We know from Theorem 5.6 that the sets of bistochastic matrices BN , CN in
the statement appear as follows, with ξ being the all-one vector:

BN =
{
U ∈ ON

∣∣∣Uξ = ξ
}

CN =
{
U ∈ UN

∣∣∣Uξ = ξ
}

It is then clear that both BN , CN are stable under the multiplication, contain the unit,
and are stable by inversion. Thus, we have indeed closed subgroups, as stated. □

As already mentioned, the bistochastic matrices and groups are important in statistics,
applied linear algebra, quantum physics, and many more. Following Idel-Wolf [52] and
related papers, we would like to discuss now, as an introduction to this, a non-trivial
result regarding the unitary bistochastic group CN . Some advertisement first:

Question 5.9. Is there anything in linear algebra having a one-line statement, that
everyone can understand, but a proof so complicated, that no one really understands?

We will see that the answer to this question is yes. Let us begin with some geometric
preliminaries. The complex projective space appears by definition as follows:

PN−1
C = (CN − {0})

/
< x = λy >

Inside this projective space, we have the Clifford torus, constructed as follows:

TN−1 =
{
(z1, . . . , zN) ∈ PN−1

C

∣∣∣|z1| = . . . = |zN |
}

With these conventions, we have the following result, from [52]:

Proposition 5.10. For a unitary matrix U ∈ UN , the following are equivalent:

(1) There exist L,R ∈ UN diagonal such that U ′ = LUR is bistochastic.
(2) The standard torus TN ⊂ CN satisfies TN ∩ UTN ̸= ∅.
(3) The Clifford torus TN−1 ⊂ PN−1

C satisfies TN−1 ∩ UTN−1 ̸= ∅.
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Proof. These equivalences are all elementary, as follows:

(1) =⇒ (2) Assuming that U ′ = LUR is bistochastic, which in terms of the all-1
vector ξ means U ′ξ = ξ, if we set f = Rξ ∈ TN we have:

Uf = L̄U ′R̄f = L̄U ′ξ = L̄ξ ∈ TN

Thus we have Uf ∈ TN ∩ UTN , which gives the conclusion.

(2) =⇒ (1) Given g ∈ TN ∩ UTN , we can define R,L as follows:

R =

g1 . . .
gN

 , L̄ =

(Ug)1
. . .

(Ug)N


With these values for L,R, we have then the following formulae:

Rξ = g , L̄ξ = Ug

Thus the matrix U ′ = LUR is bistochastic, because:

U ′ξ = LURξ = LUg = ξ

(2) =⇒ (3) This is clear, because TN−1 ⊂ PN−1
C appears as the projective image of

TN ⊂ CN , and so TN−1 ∩ UTN−1 appears as the projective image of TN ∩ UTN .

(3) =⇒ (2) We have indeed the following equivalence:

TN−1 ∩ UTN−1 ̸= ∅ ⇐⇒ ∃λ ̸= 0, λTN ∩ UTN ̸= ∅
But U ∈ UN implies |λ| = 1, and this gives the result. □

The point now is that the condition (3) above is something familiar in symplectic
geometry, and known to hold for any U ∈ UN . Thus, following [52], we have:

Theorem 5.11. Any unitary matrix U ∈ UN can be put in bistochastic form,

U ′ = LUR

with L,R ∈ UN being both diagonal, via a certain non-explicit method.

Proof. As already mentioned, the condition TN−1 ∩ UTN−1 ̸= ∅ in Proposition 5.10
(3) is something quite natural in symplectic geometry. To be more precise:

(1) The Clifford torus TN−1 ⊂ PN−1
C is a Lagrangian submanifold, and the map

TN−1 → UTN−1 is a Hamiltonian isotopy. For more on this, see Arnold [1].

(2) A non-trivial result of Biran-Entov-Polterovich [25] and Cho [37] states that TN−1

cannot be displaced from itself via a Hamiltonian isotopy.

(3) Thus, the results in [25], [37] tells us that TN−1 ∩ UTN−1 ̸= ∅ holds indeed, for
any U ∈ UN . We therefore obtain the result, via Proposition 5.10. See [52]. □
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There are many further things that can be said here. As explained in [52], the various
technical results from [25], [37] show that in the generic, “transverse” situation, there
are at least 2N−1 ways of putting a unitary matrix U ∈ UN in bistochastic form, and this
modulo the obvious transformation U → zU , with |z| = 1. However, all this still does not
clarify things with Theorem 5.11, whose only known proof in general is the one above.

5b. Singletons and pairings

Getting back now to quantum groups, we would like to talk about the free analogues
B+

N , C
+
N of the orthogonal and unitary bistochastic groups. Following [22], we have the

following result, including as well our previous construction of BN , CN :

Theorem 5.12. We have the following groups and quantum groups:

(1) BN ⊂ ON , consisting of the orthogonal matrices which are bistochastic.
(2) CN ⊂ UN , consisting of the unitary matrices which are bistochastic.
(3) B+

N ⊂ O+
N , coming via uξ = ξ, where ξ is the all-one vector.

(4) C+
N ⊂ U+

N , coming via uξ = ξ, where ξ is the all-one vector.

Also, we have inclusions BN ⊂ B+
N and CN ⊂ C+

N , which are both liberations.

Proof. There are several things to be proved, the idea being as follows:

(1) We already know from Theorem 5.8 that BN , CN are indeed groups, with this
coming from the following formulae, with ξ being the all-one vector:

BN =
{
U ∈ ON

∣∣∣Uξ = ξ
}

CN =
{
U ∈ UN

∣∣∣Uξ = ξ
}

(2) In what regards now B+
N , C

+
N , these appear by definition as follows:

C(B+
N) = C(O+

N)
/〈

ξ ∈ Fix(u)
〉

C(C+
N) = C(U+

N )
/〈

ξ ∈ Fix(u)
〉

But since the relation ξ ∈ Fix(u) is categorical, we have indeed quantum groups.

(3) Finally, in what regards the last assertion, since we already know that ON ⊂ O+
N

and UN ⊂ U+
N are liberations, we must prove that we have isomorphisms as follows:

C(BN) = C(ON)
/〈

ξ ∈ Fix(u)
〉

C(CN) = C(UN)
/〈

ξ ∈ Fix(u)
〉

But these isomorphisms are both clear from the formulae of BN , CN in (1). □
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The above might seem a bit puzzling, because you might have heard from Lie algebras
that the “basic” compact groups can be of type ABCD, and there was no mention there,
in that Lie algebra theory and classification, of bistochastic groups as above.

Good point, and in answer, indeed, when talking from an abstract algebra perspec-
tive, meaning groups and quantum groups G taken up to isomorphism, and ignoring the
embeddings G ⊂ UN , the bistochastic groups and quantum groups are not really “new”,
because, following Raum [70] and related papers, we have the following result:

Theorem 5.13. We have isomorphisms as follows:

(1) BN ≃ ON−1.
(2) B+

N ≃ O+
N−1.

(3) CN ≃ UN−1.
(4) C+

N ≃ U+
N−1.

Proof. Let us pick indeed a matrix F ∈ UN satisfying the following condition, where
ξ is the all-one vector, and e0 = (1, 0, . . . , 0) is the first vector of the standard basis of
CN , written with indices 0, 1, . . . , N − 1, as usual in discrete Fourier analysis:

Fe0 =
1√
N
ξ

Such matrices exist of course, the basic example being the Fourier matrix:

FN =
1√
N
(wij)ij , w = e2πi/N

We have then the following computation, for any corepresentation u:

uξ = ξ ⇐⇒ uFe0 = Fe0

⇐⇒ F ∗uFe0 = e0

⇐⇒ F ∗uF = diag(1, w)

Thus we have an isomorphism given by wij → (F ∗uF )ij, as desired. □

Summarizing, we are deviating here a bit from the standard viewpoint on groups and
quantum groups, coming from Lie theory, somehow by constructing brand new objects
out of the old ones, a bit like a magician pulls out a rabbit from a hat. This being said,
the bistochastic quantum groups BN , CN and B+

N , C
+
N will be fundamental objects for us,

and will appear on numerous occasions, in the remainder of this book.

More on this in a moment, in connection with easiness questions. As a main motiva-
tion, however, we have the fact that the bistochastic matrices, and especially the unitary
ones, U ∈ CN , are cult objects in advanced matrix analysis. So, Lie theory is not every-
thing, we all do mistakes, and ignoring interesting objects like BN , CN is one of the flaws
of Lie theory, and everything that will follow will be certainly worth developing.
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Getting now to the real thing, the point is that our newly constructed bistochastic
groups and quantum groups are all easy, and following [22], [80], we have:

Theorem 5.14. The classical and quantum bistochastic groups are all easy, with the
quantum groups on the left corresponding to the categories on the right,

B+
N

// C+
N

BN

OO

// CN

OO

:

NC12

��

NC12oo

��
P12 P12

oo

where the symbol 12 stands for “category of singletons and pairings”.

Proof. This comes from the fact that the all-one vector ξ used in the constructions
in Theorem 5.12 is the vector associated to the singleton partition:

ξ = T|

Indeed, we obtain that BN , CN , B
+
N , C

+
N are inded easy, appearing from the categories

of partitions for ON , UN , O
+
N , U

+
N , by adding singletons. Thus, we get the result. □

Now that we have easiness, we can do many things with it. Let us first discuss laws
of characters. In order to formulate our results, we will need:

Definition 5.15. The shifted version of a measure µt, depending on a parameter
t > 0, is the law of the variable t+X, with X following the law µt. We denote by

γt Γt

gt Gt

→

σt Σt

st St

the shifted versions of the normal, complex normal, semicircle and circular laws.

With this definition in hand, we can now formulate our character result, as follows:



5B. SINGLETONS AND PAIRINGS 117

Theorem 5.16. The asymptotic laws of truncated characters for the bistochastic quan-
tum groups are the shifted versions of the normal and semicircle laws:

B+
N

// C+
N

BN

OO

// CN

OO

:

σt Σt

st St

Moreover, these laws form convolution semigroups, in Bercovici-Pata bijection.

Proof. This can be done by following the proof for ON , UN , O
+
N , U

+
N from chapter 4,

and performing modifications where needed, as follows:

(1) As before for ON , UN , O
+
N , U

+
N , for any of our quantum groups BN , CN , B

+
N , C

+
N we

have the following formula, for the moments of the truncated characters:∫
GN

(u11 + . . .+ uss)
k = Tr(WkNGks)

(2) Also as before for ON , UN , O
+
N , U

+
N , for any of our quantum groups BN , CN , B

+
N , C

+
N ,

we deduce from this that we have the following asymptotic formula:

lim
N→∞

∫
GN

χk
t =

∑
π∈D(k)

t|π|

(3) In order to finish now the computation, and prove the first assertion, in the
real case, assume that we have variables X, Y following the classical/free laws for the
groups/quantum groups ON , BN or O+

N , B
+
N . By using the above formula, we obtain:

E(Y k) =
∑{

t|π|
∣∣∣π ∈ P (k) or NC(k), consisting of singletons and pairings

}
=

k∑
r=0

(
k

r

)
tr
∑{

t|π|
∣∣∣π ∈ P (k − r) or NC(k − r), consisting of pairings

}
=

k∑
r=0

(
k

r

)
trE(Xk−r)

= E((t+X)k)

Thus the law of Y is the same as the law of X shifted by t, as claimed.

(4) In what regards now the semigroup assertion and the Bercovici-Pata bijection
assertion, these are best proved via cumulants. Indeed, if we denote by mt the asymptotic
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law of the variable χt, for the group BN , we know from the above that we have:

Mk(mt) =
∑

π∈P12(k)

t|π|

But this shows that the classical cumulants of our measure mt are given by:

kn(mt) =

{
t if n = 1, 2

0 if n ≥ 3

Similarly, if we denote by µt the asymptotic law of the variable χt, for the quantum
group B+

N , we know from the above that we have:

Mk(µt) =
∑

π∈NC12(k)

t|π|

But this shows that the free cumulants of our measure µt are given by:

κn(µt) =

{
t if n = 1, 2

0 if n ≥ 3

(5) Now since the classical and free cumulants computed above are linear in t, the
measures {mt} form a convolution semigroup, and the measures {µt} form a free convo-
lution semigroup. Moreover, since the classical cumulants of mt equal the free cumulants
of µt, these semigroups are in Bercovici-Pata bijection, as claimed.

(6) In the complex case, involving UN , CN and U+
N , C

+
N , the computation is similar.

Finally, regarding the semigroup assertions and the Bercovici-Pata bijection, these follow
as well from the general moment formula above, via standard cumulant theory. □

Regarding now the Gram determinants, things here are more technical, and the most
convenient is to use Theorem 5.13. Let us just record here the results in the orthogonal
case, from [14]. For the bistochastic group BN , the result is as follows:

Theorem 5.17. For the bistochastic group BN we have

det(GkN) = Nak
∏

|λ|≤k/2

fN(λ)
( k
2|λ|)f2λ

where ak =
∑

π∈P (k)(2|π| − k), and fN(λ) =
∏

(i,j)∈λ(N + 2j − i− 2).

Proof. We recall from chapter 3 that the Gram determinant for ON is given by the
following formula, where f ′

N(λ) =
∏

(i,j)∈λ(N + 2j − i− 1):

det′(GkN) =
∏

|λ|=k/2

f ′
N(λ)

f2λ
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On the other hand, by Theorem 5.13 we have an isomorphism BN ≃ ON−1, given by
u = v + 1, where u, v are the fundamental representations of BN , ON−1. But this gives:

Fix(u⊗k) = Fix
(
(v + 1)⊗k

)
= Fix

(
k∑

r=0

(
k

r

)
v⊗r

)
Now if we denote by det′, f ′ the objects computed for ON , as above, we obtain:

det(GkN) = Nak

k∏
r=1

det′(Gr,N−1)
(kr) = Nak

k∏
r=1

 ∏
|λ|=r/2

f ′
N−1(λ)

f2λ

(kr)

Thus, we are led to the formula in the statement. □

The same method works for B+
N , the result here being as follows:

Theorem 5.18. For the free bistochastic group B+
n we have

det(GkN) = Nak

[k/2]∏
r=1

Pr(N − 1)
∑[k/2]

l=1 (k
2l)dlr

where ak =
∑

π∈P(k)(2|π| − k), as before.

Proof. We recall from chapter 3 that the Gram determinant for O+
N is given by the

following formula, where Pr(N) are the Chebycheff polynomials:

det(GkN) =

[k/2]∏
r=1

Pr(N)dk/2,r

On the other hand, by Theorem 5.13 we have an isomorphism B+
N ≃ O+

N−1, given by
u = v + 1, where u, v are the fundamental representations of B+

N , O
+
N−1. But this gives:

Fix(u⊗k) = Fix
(
(v + 1)⊗k

)
= Fix

(
k∑

r=0

(
k

r

)
v⊗r

)
Now if we denote by det′ the determinant computed for O+

N , as above, we obtain:

det(GkN) = Nak

[k/2]∏
l=1

det′(G2l,N−1)
(k
2l) = Nak

[k/2]∏
l=1

(
l∏

r=1

Pr(N − 1)dlr

)(k
2l)

Thus, we are led to the formula in the statement. □

There are a number of further things that can be said about the bistochastic groups
and quantum groups, in relation with advanced representation theory, growth exponents,
De Finetti theorems, and more. As a main result here, we have:
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Theorem 5.19. Let (xi)i∈N be a {GN}-invariant sequence of self-adjoint random vari-
ables in a noncommutative probability space (A,φ), which generates A. Then there is a
subalgebra C ⊂ A and a φ-preserving conditional expectation E : A→ C such that:

(1) If GN = BN , then (xi)i∈N are conditionally independent, and have Gaussian
distributions with common mean and variance, given C.

(2) If GN = B+
N , then (xi)i∈N form a C-valued free semicircular family with common

mean and variance.

Proof. This is a result from [17], whose proof is very similar to the results for
GN = ON , O

+
N discussed in chapter 4, and for full details here, we refer to [17]. □

Finally, let us mention the following question, which is open:

Question 5.20. What is the free analogue of the Idel-Wolf theorem?

To be more precise here, let us recall from Theorem 5.11 that any unitary matrix
U ∈ UN can be decomposed, at least in theory, as follows, with V ∈ CN being a unitary
bistochastic matrix, and with L,R ∈ TN being unitary diagonal matrices:

U = LV R

Generaly speaking, having a free analogue of such things looks quite complicated.
However, we can look for some weaker statements. For instance, the Idel-Wolf theorem
implies the following generation formula, for closed subgroups of UN , which in fact is
something elementary, which can be proved as well starting from definitions:

< CN ,TN >= UN

In the quantum case now, as a first step towards stating and proving Idel-Wolf type
theorems, we have the following formula to be proved, for closed subgroups of U+

N :

< C+
N ,T

+
N >= U+

N

As a first observation here, since the presence of either C+
N or T+

N , which are both free,
in the generation operation normally guarantees the freeness of the resulting quantum
group, we have as well two stronger versions of this formula, as follows:

< C+
N ,TN >= U+

N , < CN ,T+
N >= U+

N

In any case, the discussion here is quite elementary, using the known generation results
for groups and quantum groups, and the next step is that of going beyond this, with
something closer to the Idel-Wolf theorem. Now in order to get started here, the first
observation is that the Idel-Wolf theorem tells us that the following map is surjective:

TN × CN × TN → UN , (L, V,R)→ LV R

But with this in hand, we can transpose everything, and we are led to a functional
analytic formulation of the Idel-Wolf theorem, involving a map as follows:

C(UN)→ C(TN)⊗ C(CN)⊗ C(TN)
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For quantum groups, however, things are quite tricky, due to noncommutativity, and
formulating something which looks plausible is not an easy task, requiring some good
imagination. We will be back to this in chapter 7 below, when talking half-liberation,
with the amount of noncommutativity there being substantially lower.

5c. The continuous cube

The results obtained so far in this chapter are quite interesting, and look rather funda-
mental, and job for us now to see how this material fits with the general theory developed
in chapters 1-4, and notably with the standard cube considered there, namely:

K+
N

// U+
N

H+
N

//

==

O+
N

>>

KN
//

OO

UN

OO

HN

OO

<<

// ON

OO

<<

The first thought goes to an improved, 4D cube, obtained by adding a new dimension
to those that we already have, in relation with the notion of bistochasticity. However,
there is a problem with all this, which is actually a bit hard to explain and understand,
so let us start modestly. We first have the following result, dealing exclusively with the
continuous objects that we have, namely those on the right face of the above standard
cube, and the bistochastic quantum groups that we introduced in this chapter:

Theorem 5.21. The basic orthogonal and unitary quantum groups and their bistochas-
tic versions are all easy, and they form a diagram as follows,

C+
N

// U+
N

B+
N

//

>>

O+
N

>>

CN
//

OO

UN

OO

BN

OO

<<

// ON

OO

<<

which is an intersection and easy generation diagram, in the sense that any subsquare
P ⊂ Q,R ⊂ S of this diagram satisfies Q ∩R = P , {Q,R} = S.
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Proof. We know that the quantum groups in the statement are indeed easy, the
corresponding categories of partitions being as follows:

NC12

}}

��

NC2

~~

oo

��

NC12

��

NC2

��

oo

P12

}}

P2

~~

oo

P12 P2
oo

Now since both this diagram and the one the statement are intersection diagrams, the
quantum groups form an intersection and easy generation diagram, as stated. □

The above result is quite nice, and here is a related one, of the same nature:

Theorem 5.22. The basic orthogonal quantum groups are all easy, with

H+
N

// O+
N

S+
N

//

>>

B+
N

>>

HN
//

OO

ON

OO

SN

OO

==

// BN

OO

<<

being an intersection and easy generation diagram.

Proof. We know that the quantum groups in the statement are indeed easy, the
corresponding categories of partitions being as follows:

NCeven

}}

��

NC2

~~

oo

��

NC

��

NC12

��

oo

Peven

}}

P2

~~

oo

P P12
oo
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Now since both this diagram and the one the statement are intersection diagrams, the
quantum groups form an intersection and easy generation diagram, as stated. □

All this suggests merging everything into a nice 4D cube. Unfortunately, this is not
possible, with the problem coming from the following negative result:

Proposition 5.23. The cube from Theorem 5.22, and its unitary analogue

K+
N

// U+
N

S+
N

//

>>

C+
N

>>

KN
//

OO

UN

OO

SN

OO

==

// CN

OO

==

cannot be merged, without degeneration, into a 4-dimensional cubic diagram.

Proof. All this is a bit philosophical, with the problem coming from the “taking the
bistochastic version” operation, and more specifically, from the following equalities:

HN ∩ CN = KN ∩ CN = SN

Indeed, these equalities do hold, and so the 3D cube obtained by merging the classical
faces of the orthogonal and unitary cubes is something degenerate, as follows:

KN
// UN

SN
//

==

CN

<<

HN
//

OO

ON

OO

SN

OO

==

// BN

OO

<<

Thus, the 4D cube, having this 3D cube as one of its faces, is degenerate too. □

Summarizing, when positioning ourselves at U+
N , we have 4 natural directions to be

followed, namely taking the classical, discrete, real and bistochastic versions. And the
problem is that, while the first three operations are “good”, the fourth one is “bad”. This
is good to know, and we will come back to this, later in this book.
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5d. Further constructions

We would like to discuss now certain versions of the classical and free bistochastic
groups BN , CN , B

+
N , C

+
N , which are quite interesting, for various reasons. First, it is pos-

sible to talk about groups and quantum groups BI
N , C

I
N , B

I+
N , CI+

N defined by using other
vectors ξ = ξI , which are not easy in general, the result being as follows:

Theorem 5.24. We have a closed subgroup CI+
N ⊂ U+

N , defined via the formula

C(CI+
N ) = C(U+

N )
/
⟨uξI = ξI⟩

with the vector ξI being as follows, with I ⊂ {1, . . . , N} being a subset:

ξI =
1√
|I|

(δi∈I)i

Moreover, we can talk about quantum groups BI
N , C

I
N , B

I+
N too, in a similar way.

Proof. We must check Woronowicz’ axioms, and the proof goes as follows:

(1) Let us set Uij =
∑

k uik ⊗ ukj. We have then the following computation:

(UξI)i =
1√
|I|

∑
j∈I

Uij

=
1√
|I|

∑
j∈I

∑
k

uik ⊗ ukj

=
∑
k

uik ⊗ (uξI)k

=
∑
k

uik ⊗ (ξI)k

=
1√
|I|

∑
k∈I

uik ⊗ 1

= (uξI)i ⊗ 1

= (ξI)i ⊗ 1

Thus we can define indeed a comultiplication map, by ∆(uij) = Uij.

(2) In order to construct the counit map, ε(uij) = δij, we must prove that the identity
matrix 1 = (δij)ij satisfies 1ξI = ξI . But this is clear.

(3) In order to construct the antipode, S(uij) = u∗ji, we must prove that the adjoint
matrix u∗ = (u∗ji)ij satisfies u

∗ξI = ξI . But this is clear from uξI = ξI .

(4) Finally, we can talk about quantum groups BI
N , C

I
N , B

I+
N in a similar way, with

these appearing as quantum subgroups of CI+
N . □
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Summarizing, for any index set I ⊂ {1, . . . , N}, we have a cube as follows:

CI+
N

// U+
N

BI+
N

//

==

O+
N

>>

CI
N

//

OO

UN

OO

BI
N

OO

<<

// ON

OO

>>

We should mention that the above quantum groups are of key importance in connection
with the notion of “affine homogeneous space”, which is something generalizing the usual
spheres, and requires an index set I ⊂ {1, . . . , N}, as above. We will be back to this in
chapter 16 below, with a brief introduction to the affine homogeneous spaces.

As a final topic for this chapter, let us discuss the half-liberation operation. In con-
nection with the bistochastic groups, we have the following negative result:

Proposition 5.25. The half-classical versions of B+
N , C

+
N are given by:

B+
N ∩O

∗
N = BN , C+

N ∩ U
∗
N = CN

In other words, the half-classical versions collapse to the classical versions.

Proof. This follows indeed from Tannakian duality, by using the fact that when
capping the half-classical crossing with 2 singletons, we obtain the classical crossing.
Equivalently, this follows as well from definitions, via some standard computations. □

However, it is possible to construct intermediate objects for BN ⊂ B+
N and CN ⊂ C+

N ,
by going beyond easiness. Let us recall from Theorem 5.13 that we have an isomorphism
as follows, whenever F ∈ ON satisfies Fe0 =

1√
N
ξ, where ξ is the all-one vector:

C(O+
N−1)→ C(B+

N) , wij → (F ∗uF )ij

Here, and in what follows, we use indices i, j = 0, 1, . . . , N − 1 for the N ×N compact
quantum groups, and indices i, j = 1, . . . , N − 1 for their (N − 1) × (N − 1) subgroups.
But with this, we can construct intermediate objects for BN ⊂ B+

N , as follows:

Proposition 5.26. Assuming that F ∈ ON satisfies Fe0 =
1√
N
ξ, we have inclusions

as follows, with the intermediate quantum group B◦
F being not easy,

BN ⊂ B◦
F ⊂ B+

N

obtained by taking the image of the inclusions ON−1 ⊂ O∗
N−1 ⊂ O+

N−1, via the above
isomorphism O+

N−1 ≃ B+
N induced by F .
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Proof. The fact that we have inclusions as in the statement follows from the above
isomorphism, which produces a diagram as follows:

ON−1
// O∗

N−1
// O+

N−1

BN
// B◦

F
// B+

N

To be more precise, the quantum group B◦
F from the bottom is by definition the image

of the quantum group O∗
N−1 from the top. Since we know that BN ⊂ B+

N is maximal in
the easy setting, this new quantum group B◦

F is not easy, as claimed. □

Observe that the relations abc = cba do not hold for all the entries of the modified
fundamental corepresentation v = F ∗uF , due to the fact that we have v00 = 1, and that
the relations ab1 = 1ba corresponds to the commutativity. We have in fact:

Proposition 5.27. The quantum group B◦
F ⊂ B+

N appears via the relations

R⊗3T/|\R
∗⊗3 ∈ End(u⊗3)

where R = FP , with R being the projection onto span(e1, . . . , eN−1).

Proof. With F ∗uF = diag(1, w) as above, the relations defining B◦
F are:

T/|\ ∈ End(w⊗3) ⇐⇒ P⊗3T/|\P
⊗3 ∈ End((F ∗uF )⊗3)

⇐⇒ (FP )⊗3T/|\(FP )
∗⊗3 ∈ End(u⊗3)

Thus, we obtain the formula in the statement. □

Now observe that, due to the conditions F ∈ ON and Fe0 = 1√
N
ξ, the linear map

associated to R = FP maps e0 → 0 → 0 and ei → ei → fi, where {f1, . . . , fN−1} is a
certain orthonormal basis of ξ⊥. Thus R = FP must be a partial isometry e⊥0 → ξ⊥. In
view of this observation, we can further process the above result, as follows:

Proposition 5.28. The quantum groups B◦
F ⊂ B+

N with F ∈ ON , Fe0 = 1√
N
ξ all

coincide, and appear via the relations T ∈ End(u⊗3), where

T (ei ⊗ ej ⊗ ek) = ek ⊗ ej ⊗ ei − (ek ⊗ ej ⊗ ξ′ + ek ⊗ ξ′ ⊗ ei + ξ′ ⊗ ej ⊗ ei)
+(ek ⊗ ξ′ ⊗ ξ′ + ξ′ ⊗ ej ⊗ ξ′ + ξ′ ⊗ ξ′ ⊗ ei)− ξ′ ⊗ ξ′ ⊗ ξ′

with ξ′ = 1
N
ξ, and with ξ being as usual the all-one vector.
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Proof. The linear map R⊗3T/|\R
∗⊗3 from Proposition 5.27 acts as follows:

R⊗3T/|\R
∗⊗3(ei ⊗ ej ⊗ ek) = R⊗3

∑
abc

RiaRjbRkc ec ⊗ eb ⊗ ea

=
∑
abcpqr

RiaRjbRkcRpcRqbRca ep ⊗ eq ⊗ er

=
∑
pqr

(RRt)ir(RR
t)jq(RR

t)kp ep ⊗ eq ⊗ er

On the other hand, since R = FP must be a partial isometry e⊥0 → ξ⊥, we have:

RR∗ = 1− Proj(ξ) , (RR∗)ij = δij −
1

N

We conclude that the map R⊗3T/|\R
∗⊗3 is given by:

ei ⊗ ej ⊗ ek →
∑
pqr

(
δir −

1

N

)(
δjq −

1

N

)(
δkp −

1

N

)
ep ⊗ eq ⊗ er

Now by developing, we obtain the formula in the statement. □

An even better statement, which looks more conceptual, is as follows:

Theorem 5.29. The quantum group B◦
N ⊂ B+

N constructed above, which equals the
various quantum groups B◦

F , appears via the relations T ∈ End(u⊗3), where

T = T/|\ − (T ·
·/\ + T ·

·/\
+ T/\··) + (T ..\·· + T ·

·|·· + T ../··)− T ···
···

with the convention that the various dots represent singletons.

Proof. This follows indeed from the formula in Proposition 5.28, because the 8 terms
there correspond to the 8 partitions in the statement. □

Observe that we can in fact write an even more compact formula for the linear map
T in the above result, in terms of the Möbius function of P12, as follows:

T =
∑
π≤/|\

µ(π)Tπ

We can perform a similar construction in the unitary case, as follows:

Theorem 5.30. The image of U∗
N−1 via the isomorphism U+

N−1 ≃ C+
N is an interme-

diate quantum group CN ⊂ C◦
N ⊂ C+

N , which appears via the relations

T ∈ End(u⊗k)

where T is the linear map from Theorem 5.29, and where k ∈ {◦◦◦, ◦◦•, . . . , •••} ranges
over all colored integers of length 3.
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Proof. This follows indeed by proceeding as before in the real case, and replacing
where needed the tensor powers u⊗3 by the colored tensor powers u⊗k, as above. □

We will back to this, with some further examples of bistochastic quantum groups, in
chapter 7 below, when systematically discussing the half-liberation operation.

5e. Exercises

Before anything, as already mentioned on several occasions, with bistochastic matrices,
groups and quantum groups, we are now into applied linear algebra, of quite exciting type.
As a first exercise, recommended, and that you can fully follow or not, we have:

Exercise 5.31. Read and fully understand the proof of the Idel-Wolf theorem, with
all the needed symplectic geometry preliminaries, Arnold and so on, and then:

(1) Either work a bit on quantum Idel-Wolf, which is an excellent research topic.
(2) Or ditch this book and stay with Idel-Wolf, which is first-class mathematics too.

As a second research question now, which is equally interesting, and that we struggled
a bit with, in the above, without clear conclusions, we have:

Exercise 5.32. Find a clever way of adding to the continuous cube

C+
N

// U+
N

B+
N

//

>>

O+
N

>>

CN
//

OO

UN

OO

BN

OO

<<

// ON

OO

<<

various reflection groups Hs
N , H

s+
N . Think about half-liberations too.

This is a very good question, because the further examples of easy quantum groups
will start to accumulate, in what comes next, and we will soon lose control of everything,
geometrically speaking, and the origins of this control losing are right here, in this chapter
5, in relation with the above question. As a more standard exercise now, we have:

Exercise 5.33. Work out laws of characters, Gram determinants and De Finetti
theorems for CN , C

+
N , in analogy with what we did in the above for BN , B

+
N .

Finally, the material at end of this chapter, going beyond easiness, with various tricky
constructions, can certainly lead to many interesting exercises, of research level, and you
can try some of these, after inventing them of course. But we will be back to this.



CHAPTER 6

The uniform case

6a. Uniform groups

We already have enough examples of easy quantum groups, and knowledge of the
subject, for starting some classification work. However, the general classification question
for the easy quantum groups is something quite difficult. In what follows we will cut a
bit from complexity, by adding some extra axioms, chosen as “natural” as possible. This
will lead to some useful classification results, and only after having these results, we will
think of relaxing some of our extra axioms, and see what we get.

So, this will be our plan, and for the philosophy, when dealing with difficult problems,
modesty is your main weapon. Getting to work now, a first natural axiom comes from:

Theorem 6.1. For an easy quantum group G = (GN), coming from a category of
partitions D ⊂ P , the following conditions are equivalent:

(1) GN−1 = GN ∩ U+
N−1, via the embedding U+

N−1 ⊂ U+
N given by u→ diag(u, 1).

(2) GN−1 = GN ∩ U+
N−1, via the N possible diagonal embeddings U+

N−1 ⊂ U+
N .

(3) D is stable under the operation which consists in removing blocks.

Proof. We use the general easiness theory from chapters 1-4:

(1) ⇐⇒ (2) This is something standard, coming from the inclusion SN ⊂ GN , which
makes everything SN -invariant. The result follows as well from the proof of (1) ⇐⇒ (3)
below, which can be converted into a proof of (2) ⇐⇒ (3), in the obvious way.

(1) ⇐⇒ (3) Given a subgroup K ⊂ U+
N−1, with fundamental corepresentation u,

consider the N ×N matrix v = diag(u, 1). Our claim is that for any π ∈ P (k) we have:

ξπ ∈ Fix(v⊗k) ⇐⇒ ξπ′ ∈ Fix(v⊗k′), ∀π′ ∈ P (k′), π′ ⊂ π

In order to prove this, we must study the condition on the left. We have:

ξπ ∈ Fix(v⊗k) ⇐⇒ (v⊗kξπ)i1...ik = (ξπ)i1...ik ,∀i
⇐⇒

∑
j

(v⊗k)i1...ik,j1...jk(ξπ)j1...jk = (ξπ)i1...ik ,∀i

⇐⇒
∑
j

δπ(j1, . . . , jk)vi1j1 . . . vikjk = δπ(i1, . . . , ik),∀i

129
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Now let us recall that our corepresentation has the special form v = diag(u, 1). We
conclude from this that for any index a ∈ {1, . . . , k}, we must have:

ia = N =⇒ ja = N

With this observation in hand, if we denote by i′, j′ the multi-indices obtained from
i, j obtained by erasing all the above ia = ja = N values, and by k′ ≤ k the common
length of these new multi-indices, our condition becomes:∑

j′

δπ(j1, . . . , jk)(v
⊗k′)i′j′ = δπ(i1, . . . , ik), ∀i

Here the index j is by definition obtained from j′ by filling with N values. In order
to finish now, we have two cases, depending on i, as follows:

Case 1. Assume that the index set {a|ia = N} corresponds to a certain subpartition
π′ ⊂ π. In this case, the N values will not matter, and our formula becomes:∑

j′

δπ(j
′
1, . . . , j

′
k′)(v

⊗k′)i′j′ = δπ(i
′
1, . . . , i

′
k′)

Case 2. Assume now the opposite, namely that the set {a|ia = N} does not correspond
to a subpartition π′ ⊂ π. In this case the indices mix, and our formula reads:

0 = 0

Thus, we are led to ξπ′ ∈ Fix(v⊗k′), for any subpartition π′ ⊂ π, as claimed. Thus
our claim is proved, and with this in hand, the result follows from Tannakian duality. □

Based on the above result, let us formulate the following definition:

Definition 6.2. An easy quantum group G = (GN), coming from a category of par-
titions D ⊂ P , is called uniform when we have, for any N ∈ N:

GN−1 = GN ∩ U+
N−1

Equivalently, D must be stable under the operation which consists in removing blocks.

We will see later on in this chapter some further motivations for this notion, probabilis-
tic this time, the idea being that, in order for the computations for asymptotic truncated
characters to work well, we must assume uniformity. For instance we will show that,
in order for a liberation of easy quantum groups GN → G+

N to be compatible with the
Bercovici-Pata bijection, we must assume uniformity. But more on this later.

Let us also mention that the notion of uniformity plays as well a key role in noncom-
mutative geometry, the idea there being that, in order for the basic homogeneous spaces
over an easy group GN to behave well, we must assume uniformity. We refer to [4] for
the story here, and we will be back to this, with a few details, in chapter 16 below.

At the level of the basic examples, the situation is as follows:
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Theorem 6.3. The following happen:

(1) The easy groups ON , UN , BN , CN and Hs
N are all uniform.

(2) Their free versions O+
N , U

+
N , B

+
N , C

+
N and Hs+

N are uniform too.
(3) However, the various half-liberations are not uniform.

Proof. This follows by using either of the criteria from Definition 6.2, as follows:

(1) The fact that ON , UN , BN , CN are uniform follows either from GN−1 = GN ∩UN−1,
which is clearly satisfied in all cases, or from the fact that the corresponding categories of
partitions, namely P2,P2, P12,P12, are stable under removing blocks. As for the reflection
groups Hs

N , these once again satisfy GN−1 = GN ∩UN−1, and the corresponding categories
of partitions P s are clearly stable under removing blocks, too.

(2) In the free case, we can prove that O+
N , U

+
N , B

+
N , C

+
N and Hs+

N are uniform via
GN−1 = GN ∩ U+

N−1, with this requiring however some playing with the generators and
relations defining our quantum groups, and we will leave this as an instructive exercise,
or we can simply argue that the corresponding categories of partitions being those from
(1) intersected with NC, these categories are stable under removing blocks.

(3) Finally, in what regards half-liberations, here the result can be seen either with
categories of partitions, or with intersections, the point in the half-classical case being that
the relations abc = cba, when applied to the coefficients of a matrix of type v = diag(u, 1),
collapse with c = 1 to the usual commutation relations ab = ba. □

All this is quite nice, and before going forward let us mention that, contrary to what
Theorem 6.3 might suggest, the uniformity axiom is in fact something quite strong, which
kills of sorts of pathologies that might appear. But, the point is that we are still at the
beginning of this book, and we haven’t talked about pathologies yet.

And to end with a funny story, when I wrote [22] with Speicher we were mainly
interested at that time in probability, where uniformity brings results, and we briefly
thought of including uniformity in our easiness axioms. But, since we were quite excited
at that time by our discovery of half-liberation, we did not do it, and wrote [22] without
uniformity, matter of talking about half-liberation too. I once told this story to a young
researcher, having spent considerable time in his life in upgrading classification results
from uniform to non-uniform, as to be fine with [22], and he was not happy at all.

6b. Classification results

For classification purposes the uniformity axiom is something very natural and useful,
substantially cutting from complexity, and we have the following result, from [22]:
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Theorem 6.4. The classical and free uniform orthogonal easy quantum groups, with
inclusions between them, are as follows:

H+
N

// O+
N

S+
N

//

>>

B+
N

>>

HN
//

OO

ON

OO

SN

OO

==

// BN

OO

<<

Moreover, this is an intersection/easy generation diagram, in the sense that for any of its
square subdiagrams P ⊂ Q,R ⊂ S we have P = Q ∩R and {Q,R} = S.

Proof. There are several things to be proved, the idea being as follows:

(1) We know that the quantum groups in the statement are indeed easy and uniform,
the corresponding categories of partitions being as follows:

NCeven

}}

��

NC2

~~

oo

��

NC

��

NC12

��

oo

Peven

}}

P2

~~

oo

P P12
oo

Since this latter diagram is an intersection and generation diagram, we conclude that
we have an intersection and easy generation diagram of quantum groups, as stated.

(2) Regarding now the classification, consider first an easy group SN ⊂ GN ⊂ ON .
This must come from a certain category P2 ⊂ D ⊂ P , and if we assume G = (GN) to be
uniform, then D is uniquely determined by the subset L ⊂ N consisting of the sizes of
the blocks of the partitions in D. Our claim is that the admissible sets are as follows:

– L = {2}, producing ON .

– L = {1, 2}, producing BN .

– L = {2, 4, 6, . . .}, producing HN .

– L = {1, 2, 3, . . .}, producing SN .
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(3) Indeed, in one sense, this follows from our easiness results for ON , BN , HN , SN . In
the other sense now, assume that L ⊂ N is such that the set PL consisting of partitions
whose sizes of the blocks belong to L is a category of partitions. We know from the axioms
of the categories of partitions that the semicircle ∩ must be in the category, so we have
2 ∈ L. We claim that the following conditions must be satisfied as well:

k, l ∈ L, k > l =⇒ k − l ∈ L

k ∈ L, k ≥ 2 =⇒ 2k − 2 ∈ L
(4) Indeed, we will prove that both conditions follow from the axioms of the categories

of partitions. Let us denote by bk ∈ P (0, k) the one-block partition:

bk =

{
⊓⊓ . . . ⊓
1 2 . . . k

}
For k > l, we can write bk−l in the following way:

bk−l =


⊓⊓ . . . . . . . . . . . . ⊓
1 2 . . . l l + 1 . . . k
⊔⊔ . . . ⊔ | . . . |

1 . . . k − l


In other words, we have the following formula:

bk−l = (b∗l ⊗ |⊗k−l)bk

Since all the terms of this composition are in PL, we have bk−l ∈ PL, and this proves
our first claim. As for the second claim, this can be proved in a similar way, by capping
two adjacent k-blocks with a 2-block, in the middle.

(5) With these conditions in hand, we can conclude in the following way:

Case 1. Assume 1 ∈ L. By using the first condition with l = 1 we get:

k ∈ L =⇒ k − 1 ∈ L
This condition shows that we must have L = {1, 2, . . . ,m}, for a certain number

m ∈ {1, 2, . . . ,∞}. On the other hand, by using the second condition we get:

m ∈ L =⇒ 2m− 2 ∈ L
=⇒ 2m− 2 ≤ m

=⇒ m ∈ {1, 2,∞}
The case m = 1 being excluded by the condition 2 ∈ L, we reach to one of the two

sets producing the groups SN , BN .

Case 2. Assume 1 /∈ L. By using the first condition with l = 2 we get:

k ∈ L =⇒ k − 2 ∈ L
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This condition shows that we must have L = {2, 4, . . . , 2p}, for a certain number
p ∈ {1, 2, . . . ,∞}. On the other hand, by using the second condition we get:

2p ∈ L =⇒ 4p− 2 ∈ L
=⇒ 4p− 2 ≤ 2p

=⇒ p ∈ {1,∞}

Thus L must be one of the two sets producing ON , HN , and we are done.

(6) In the free case, S+
N ⊂ GN ⊂ O+

N , the situation is quite similar, the admissible sets
being once again the above ones, producing this time O+

N , B
+
N , H

+
N , S

+
N . See [22]. □

When removing the uniformity axiom things become more complicated, and the clas-
sification result here, from [22], [73], [92], is as follows:

Theorem 6.5. The classical and free orthogonal easy quantum groups are

H+
N

// O+
N

S◦+
N

<<

B◦+
N

<<

S+
N

//

==

B+
N

<<

HN
//

OO

ON

OO

S◦
N

;;

B◦
N

;;

SN

OO

<<

// BN

OO

;;

with S◦
N = SN ×Z2, B

◦
N = BN ×Z2, and with S◦+

N ,B◦+
N being their liberations, where B◦+

N

stands for the two possible such liberations, B◦+
N ⊂ B◦◦+

N .

Proof. The idea here is that of jointly classifying the “classical” categories of parti-
tions P2 ⊂ D ⊂ P , and the “free” ones NC2 ⊂ D ⊂ NC. The situation is as follows:

(1) At the classical level this leads, via a study which is quite similar to that from the
uniform case, to 2 more groups, namely the groups S◦

N , B
◦
N . See [22].

(2) At the free level we obtain 3 more quantum groups, S◦+
N , B◦+

N , B◦+
N , with the

inclusion B◦+
N ⊂ B◦+

N , which is something a bit surprising, being best thought of as
coming from an inclusion B◦

N ⊂ B◦◦
N , which is in fact an isomorphism. See [92].

(3) In short, all this is routine, except for some subtleties in the continuous case, that
we will explain now. The quantum groups concerned are as follows, with all being objects
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that we know, except for B◦+
N , B◦◦+

N , whose definition will come in a moment:

B+
N

// B◦+
N

// B◦◦+
N

// O+
N

BN

OO

// B◦
N

OO

// ON

OO

As for the corresponding categories of partitions, these are as follows, with again
objects that we know, except for NC◦

12, NC
◦◦
12 , whose definition will come in a moment:

NC12

��

NC◦
12

oo

��

NC◦◦
12

oo NC2
oo

��
P12 P ◦

12
oo P2

oo

(4) Getting now to the core of the problem, we know that B◦
N = BN × Z2 appears

from the category P ◦
12 of singletons and pairings, having an even total length, and with

this coming from the basics of the ×Z2 operation. But this suggests to define NC◦
12 as

follows, and say that B◦+
N is the quantum group associated to this category:

NC◦
12 = P ◦

12 ∩NC
(5) However, this is a beginner mistake, done in [22], and no wonder here, because

that paper was the beginning of general easiness. Later Weber came in [92] with the
correct solution. We have the following formulae for P12, which are both clear:

P12 =< /\ , | ∩| >=< /\ , || >
The point now is that when liberating at the level of these formulae, that is, when

removing the crossing, we obtain two distinct categories, as follows:

NC◦
12 =< | ∩| > ⊃ NC◦◦

12 =< || >
To be more precise, the category on the left NC◦

12 is the one that we know from (4),
noncrossing singletons and pairings, having an even total length. As for the category on
the right NC◦◦

12 , this is defined as above, and is certainly a subcategory of NC◦
12, because

it consists of certain noncrossing singletons and pairings, having an even total length, and
there is even a direct, rock-solid proof of this inclusion, as follows:

|| = [πσ] ∈< | ∩| > : π = | ∩| , σ = ||∪
However, we do not have equality, due to the following somewhat bizarre fact:

| ∩| /∈ < || >
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(6) So, this was for the story, we have two noncrossing versions of P ◦
12, and so two

liberations of B◦
N , as constructed in (3) above. And for details, regarding all this, and

then the fix of the previous classification from [22], we refer to [92]. □

Let us discuss now the unitary case. Here things are considerably more complicated,
and even when imposing the uniformity condition, there are too many examples. So, in
order to get started, the best is to use uniformity, along with a second axiom.

In order to formulate our second axiom, which is something very natural too, and has
its own interest, consider the cube TN = ZN

2 , regarded as diagonal torus of ON . We have
then the following result, which is something nice, providing us with our second axiom:

Proposition 6.6. For an easy quantum group G = (GN), coming from a category of
partitions D ⊂ P , the following conditions are equivalent:

(1) TN ⊂ GN .
(2) HN ⊂ GN .
(3) D ⊂ Peven.

If these conditions are satisfied, we say that GN is twistable.

Proof. We use the general easiness theory developed in chapters 1-4, and more specif-
ically, the easy envelope operation G→ Ḡ introduced in chapter 3:

(1) ⇐⇒ (2) Here it is enough to check that the easy envelope T̄N of the cube equals
the hyperoctahedral group HN . But this follows from:

T̄N = < TN , SN > = H̄N = HN

(2) ⇐⇒ (3) This follows by functoriality, from the fact that HN comes from the
category of partitions Peven, that we know from chapter 1. □

The teminology in the above result comes from the fact that, assuming D ⊂ Peven, we
can indeed twist GN , into a certain “quizzy” quantum group G′

N , and vice versa:

[HN ⊂ GN ⊂ UN ] ←→ [HN ⊂ G′
N ⊂ U ′

N ]

We refer to chapter 13 for details regarding the operation GN → G′
N . In what follows

we will not need this twisting procedure, and we will just use Proposition 6.6 as it is, as
a statement providing us with a simple and natural condition to be imposed on GN .

In practice now, imposing this second axiom leads to something nice, namely:
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Proposition 6.7. Among the easy quantum groups that we know so far, from Theo-
rem 6.3 and its proof, those which are uniform and twistable are as follows,

K+
N

// U+
N

Hs+
N

<<

H+
N

//

<<

O+
N

AA

KN
//

OO

UN

OO

Hs
N

;;

HN

OO

;;

// ON

OO

??

where Hs
N = Zs ≀ SN and Hs+

N = Zs ≀∗ S+
N , as usual, with s ∈ {2, 4, . . . ,∞}.

Proof. There are two assertions here, the idea being as follows:

(1) We know from Theorem 6.3 that all the quantum groups in the statement are
uniform, and since all these quantum groups contain HN , provided that we assume s ∈
{2, 4, . . . ,∞} at the end, as indicated, these quantum groups are twistable too.

(2) In what concerns the uniqueness assertion, this is of course something informal,
and with this coming again from Theorem 6.3, which excludes the half-liberations, and
from the fact that BN , CN , B

+
N , C

+
N and the missing Hs

N , H
s+
N are clearly not twistable. □

All this classification business becomes a bit complicated, so time for a pause, and some
thinking. Looking at what we have in Proposition 6.7, in comparison with our previous
results, Theorem 6.4 and Theorem 6.5, suggests restricting the attention to the upper and
lower faces of the cube, with the aim of proving that we have there is everything.

However, a bit suprisingly, this is not all. Recall that the free complexification (G̃, ũ)
of a quantum group (G, u) is obtained by considering the subalgebra C(G̃) ⊂ C(T)∗C(G)
generated by the entries of ũ = zu, where z is the standard generator of C(T). With this
convention, we have the following intriguing extra example, from [80]:

Proposition 6.8. The free complexification of the full quantum reflection group

K++
N = K̃+

N

is easy, and appears as an intermediate object, as follows,

K+
N ⊂ K++

N ⊂ U+
N

with both inclusions being proper.
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Proof. By composing the canonical inclusion C(K++
N ) ⊂ C(T) ∗ C(K+

N) with the
map ε ∗ id, with ε being the counit, we obtain a morphism C(K++

N ) → C(K+
N) mapping

ũij → uij, so we have inclusions as in the statement. Now since the following elements
are projections, and are not equal, both these inclusions are proper:

pij = ũijũ
∗
ij = zuiju

∗
ijz

∗

qij = ũ∗ijũij = u∗ijuij

Regarding the easiness claim, this follows from the general theory of the representa-
tions of free complexifications [70]. To be more precise, as explained in [80], the associated
category NC−even is that of the even noncrossing partitions which, when rotated on one
line, have alternating colors in each block. Observe that the inclusions in the statement
correspond then to the inclusions at the partition level, which are as follows:

NCeven ⊃ NC−even ⊃ NC2

Thus, we are led to the conclusions in the statement. □

Obviously, K++
N is something quite annoying. However, in connection with our clas-

sification questions, the news are good, because we can now turn Proposition 6.7 into a
theorem. The result is as follows, where by “classical/twisted” and “free” we mean \/ ∈ D
and D ⊂ NCeven, where D ⊂ Peven is the associated category of partitions:

Theorem 6.9. The classical and free uniform twistable quantum groups are

K+
N

// K++
N

// U+
N

Hs+
N

<<

H+
N

//

<<

O+
N

??

KN
//

OO

UN

OO

Hs
N

;;

HN

OO

;;

// ON

OO

>>

where Hs
N = Zs ≀ SN , H

s+
N = Zs ≀∗ S+

N , with s ∈ {2, 4, . . . ,∞}, and K
++
N = K̃+

N .

Proof. This is a consequence of the classification results in [79], [80]. Consider
indeed a uniform category of partitions, as follows:

NC2 ⊂ D ⊂ Peven
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We must prove that in the classical case, where \/ ∈ D, the only solutions are the
following categories, corresponding to the lower face of the above cube:

D = P2,P2, P
s
even

We must prove as well that in the free case, where D ⊂ NCeven, the only solutions
are the following categories, corresponding to the upper face of the above cube:

D = NC2,NC2,NC−even, NCs
even

We jointly investigate these two problems. Let B be the set of all possible labelled
blocks in D, having no upper legs. Observe that B is stable under the switching of colors
operation, ◦ ↔ •. We have two possible situations, as follows:

(1) B consists of pairings only. Here the pairings in question can be either all labelled
pairings, namely ◦−◦, ◦−•, •−◦, •−•, or just the matching ones, namely ◦−•, •−◦,
and we obtain here P2,P2 in the classical case, and NC2,NC2 in the free case.

(2) B has at least one block of size ≥ 4. In this case we can let s ∈ {2, 4, . . . ,∞} to
be the length of the smallest ◦ . . . ◦ block, and we obtain in this way the category P s

even

in the classical case, and the categories NC−even, NCs
even in the free case. See [79]. □

When removing the twistability and the uniformity assumptions, things become more
complicated, because we have to deal with both the phenomena appearing from Theorem
6.6 and Theorem 6.9. However, a full classification result in the classical and free cases is
available, and for full details on all this, we refer to [79], [80].

6c. Ground Zero

We further discuss now the general uniform and twistable case, HN ⊂ GN ⊂ U+
N . In

this case, we can imagine GN as sitting inside the standard cube:

K+
N

// U+
N

H+
N

//

==

O+
N

>>

KN
//

OO

UN

OO

HN

OO

<<

// ON

OO

==

The point now is that, by using the operations ∩ and { , }, we can in principle “project”
GN on the faces and edges of the cube, and then use some kind of 3D orientation coming
from this, in order to deduce structure and classification results. Let us start with:
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Definition 6.10. Associated to any twistable easy quantum group HN ⊂ GN ⊂ U+
N

are its classical, discrete and real versions, given by the following formulae,

Gc
N = GN ∩ UN , Gd

N = GN ∩K+
N , Gr

N = GN ∩O+
N

as well as its free, smooth and unitary versions, given by the following formulae,

Gf
N = {GN , H

+
N} , Gs

N = {GN , ON} , Gu
N = {GN , KN}

where ∩ and { , } are respectively the intersection and easy generation operations.

Here the classical, real and unitary versions are something quite standard. Regarding
the discrete and smooth versions, in the classical case, GN ⊂ UN , our constructions
produce indeed discrete and smooth versions, and this is where our terminology comes
from. Of course, it would be nice to have more results on these operations.

Finally, regarding the free version, the various results that we have show that the
liberation operation GN → G+

N usually appears via the following formula:

G+
N = {GN , S

+
N}

But in the twistable setting, where we have HN ⊂ GN , this is the same as setting:

G+
N = {GN , H

+
N}

All this is of course a bit theoretical, and this is why we use the symbol f for free
versions in the above sense, and keep + for well-known, established liberations.

In relation now with our questions, and our 3D plan, we can now formulate:

Proposition 6.11. Given an intermediate quantum group HN ⊂ GN ⊂ U+
N , we have

a diagram of closed subgroups of U+
N , obtained by inserting

Gf
N

Gu
N

Gd
N

// GN
//

OO

;;

Gs
N

Gr
N

;;

Gc
N

OO
//

K+
N

// U+
N

H+
N

//

==

O+
N

==

KN
//

OO

UN

OO

HN

OO

<<

// ON

OO

<<

in the obvious way, with each Gx
N belonging to the main diagonal of each face.
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Proof. The fact that we have indeed the diagram of inclusions on the left is clear from
the constructions of the quantum groups involved. Regarding the insertion procedure,
consider any of the faces of the cube, denoted as follows:

P ⊂ Q,R ⊂ S

Our claim is that the corresponding quantum group G = Gx
N can be inserted on the

corresponding main diagonal P ⊂ S, as follows:

Q // S

G

??

P //

OO

??

R

OO

We have to check here a total of 6 × 2 = 12 inclusions. But, according to Definition
6.10, these inclusions that must be checked are as follows:

(1) HN ⊂ Gc
N ⊂ UN , where G

c
N = GN ∩ UN .

(2) HN ⊂ Gd
N ⊂ K+

N , where G
d
N = GN ∩K+

N .

(3) HN ⊂ Gr
N ⊂ O+

N , where G
r
N = GN ∩O+

N .

(4) H+
N ⊂ Gf

N ⊂ U+
N , where G

f
N = {GN , H

+
N}.

(5) ON ⊂ Gs
N ⊂ U+

N , where G
s
N = {GN , ON}.

(6) KN ⊂ Gu
N ⊂ U+

N , where G
u
N = {GN , KN}.

All these statements being trivial from the definition of the intersection operation ∩
and of the easy generation operation { , }, and from our assumption HN ⊂ GN ⊂ U+

N , our
insertion procedure works indeed, and we are done. □

In order now to complete the diagram, we have to project as well our quantum group
GN on the edges of the cube. For this purpose we can basically assume, by replacing GN

with each of its 6 projections on the faces, that GN actually lies on one of the six faces.

The technical result that we will need here is as follows:
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Proposition 6.12. Given an intersection and easy generation diagram P ⊂ Q,R ⊂ S
and an intermediate easy quantum group P ⊂ G ⊂ S, as follows,

Q // S

G

??

P //

OO

??

R

OO

we can extend this diagram into a diagram as follows:

Q // {G,Q} // S

G ∩Q

OO

// G //

OO

{G,R}

OO

P //

OO

G ∩R

OO

// R

OO

In addition, G “slices the square”, in the sense that this is an intersection and easy
generation diagram, precisely when G = {G ∩Q,G ∩R} and G = {G,Q} ∩ {G,R}.

Proof. This is clear from definitions, because the intersection and easy generation
conditions are automatic for the upper left and lower right squares, and so are half of the
intersection and easy generation conditions for the lower left and upper right squares. □

Now back to 3 dimensions, and to the cube, we have the following result:

Proposition 6.13. Assuming that HN ⊂ GN ⊂ U+
N satisfies the conditions

Gcs
N = Gsc

N , Gcu
N = Guc

N , Gdf
N = Gfd

N

Gdu
N = Gud

N , Grf
N = Gfr

N , Grs
N = Gsr

N

the diagram in Proposition 6.11 can be completed, via the construction in Proposition
6.12, into a diagram dividing the cube along the 3 coordinates axes, into 8 small cubes.

Proof. We have to prove that the 12 projections on the edges are well-defined, with
the problem coming from the fact that each of these projections can be defined in 2 possible
ways, depending on the face that we choose first. The verification goes as follows:

(1) Regarding the 3 edges emanating from HN , the result here follows from:

Gcd
N = Gdc

N = GN ∩KN

Gcr
N = Grc

N = GN ∩ON

Gdr
N = Grd

N = GN ∩H+
N
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These formulae are indeed all trivial, of type:

(G ∩Q) ∩R = (G ∩R) ∩Q = G ∩ P

(2) Regarding the 3 edges landing into U+
N , the result here follows from:

Gfs
N = Gsf

N = {GN , O
+
N}

Gfu
N = Guf

N = {GN , K
+
N}

Gsu
N = Gus

N = {GN , UN}

These formulae are once again trivial, of type:

{{G,Q}, R} = {{G,R}, Q} = {G,S}

(3) Finally, regarding the remaining 6 edges, not emanating from HN or landing into
U+
N , here the result follows from our assumptions in the statement. □

Unfortunately, we are not done yet, because nothing guarantees that we obtain an
intersection and easy generation diagram. Thus, we must add more axioms, as follows:

Theorem 6.14. Assume that HN ⊂ GN ⊂ U+
N satisfies the following conditions, where

by “intermediate” we mean in each case “parallel to its neighbors”:

(1) The 6 compatibility conditions in Proposition 6.13,

(2) Gc
N , GN , G

f
N slice the classical/intermediate/free faces,

(3) Gd
N , GN , G

s
N slice the discrete/intermediate/smooth faces,

(4) Gr
N , GN , G

u
N slice the real/intermediate/unitary faces,

Then GN “slices the cube”, in the sense that the diagram obtained in Proposition 6.13 is
an intersection and easy generation diagram.

Proof. This follows indeed from Proposition 6.12 and Proposition 6.13. □

Summarizing, we are done now with our geometric program, and we have a whole
collection of natural geometric conditions that can be imposed to GN . It is quite clear that
GN can be reconstructed from its edge projections, so in order to do the classification, we
first need a “coordinate system”. Common sense would suggest to use the one emanating
from HN , or perhaps the one landing into U+

N . However, technically speaking, the best is
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to use the coordinate system based at ON , highlighted below:

K+
N

// U+
N

H+
N

//

==

O+
N

>>

KN
//

OO

UN

OO

HN

OO

<<

+3 ON

KS

8@

This choice comes from the fact that the classification result for ON ⊂ O+
N , explained

below, is something very simple. And this is not the case with the results for HN ⊂ H+
N

and for UN ⊂ U+
N , from [64], [73] which are quite complicated, with uncountably many

solutions, in the general non-uniform case. As for the result for KN ⊂ K+
N , this is not

available yet, but it is known that there are uncountably many solutions here as well.

So, here is now the key result, from [24], dealing with the vertical direction:

Theorem 6.15. There is only one proper intermediate easy quantum group

ON ⊂ GN ⊂ O+
N

namely the quantum group O∗
N , which is not uniform.

Proof. We must compute here the categories of pairings, as follows:

NC2 ⊂ D ⊂ P2

But this can be done via some standard combinatorics, in three steps, as follows:

(1) Let π ∈ P2 −NC2, having s ≥ 4 strings. Our claim is that:

– If π ∈ P2 − P ∗
2 , there exists a semicircle capping π′ ∈ P2 − P ∗

2 .

– If π ∈ P ∗
2 −NC2, there exists a semicircle capping π′ ∈ P ∗

2 −NC2.

Indeed, both these assertions can be easily proved, by drawing pictures.

(2) Consider now a partition π ∈ P2(k, l)−NC2(k, l). Our claim is that:

– If π ∈ P2(k, l)− P ∗
2 (k, l) then < π >= P2.

– If π ∈ P ∗
2 (k, l)−NC2(k, l) then < π >= P ∗

2 .

This can be indeed proved by recurrence on the number of strings, s = (k + l)/2, by
using (1), which provides us with a descent procedure s→ s− 1, at any s ≥ 4.

(3) Finally, assume that we are given an easy quantum group ON ⊂ G ⊂ O+
N , coming

from certain sets of pairings D(k, l) ⊂ P2(k, l). We have three cases:
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– If D ̸⊂ P ∗
2 , we obtain G = ON .

– If D ⊂ P2, D ̸⊂ NC2, we obtain G = O∗
N .

– If D ⊂ NC2, we obtain G = O+
N .

Thus, we have proved the uniquess result. As for the non-uniformity of the unique
solution, O∗

N , this is something that we already know, from the above. □

Here is now another basic result that we will need, in order to perform our classification
work here, dealing this time with the “discrete vs. continuous” direction:

Theorem 6.16. There are no proper intermediate easy groups

HN ⊂ GN ⊂ ON

except for HN , ON themselves.

Proof. We must prove that there are no proper intermediate categories as follows:

P2 ⊂ D ⊂ Peven

But this can done via some combinatorics. For details here, see [22]. □

Finally, here is a third and last result that we will need, for our classification work
here, regarding the missing direction, namely the “real vs. complex” one:

Theorem 6.17. The proper intermediate easy groups

ON ⊂ GN ⊂ UN

are the groups ZrON with r ∈ {2, 3, . . . ,∞}, which are not uniform.

Proof. This is standard and well-known, from [80], the proof being as follows:

(1) Our first claim, which is elementary, is that TON ⊂ UN is easy, the corresponding
category of partitions being the subcategory P̄2 ⊂ P2 consisting of the pairings having
the property that when flatenning, we have the global formula #◦ = #•.

(2) Our second claim, which is elementary too, is that, more generally, the group
ZrON ⊂ UN is easy, with the corresponding category P r

2 ⊂ P2 consisting of the pairings
having the property that when flatenning, we have the global formula #◦ = # • (r).

(3) In what regards now the converse, stating that the above groups ON ⊂ ZrON ⊂ UN

are the only ones, we must compute the following categories of pairings:

P2 ⊂ D ⊂ P2

But this can be done, via some standard combinatorics, and we obtain the result. We
refer here to Tarrago-Weber [80], and we will be back to this, later in this book. □

We can now formulate a classification result, as follows:
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Theorem 6.18 (Ground Zero). There are exactly eight closed subgroups GN ⊂ U+
N

having the following properties,

(1) Easiness,
(2) Uniformity,
(3) Twistability,
(4) Slicing property,

namely the quantum groups ON , UN , HN , KN and O+
N , U

+
N , H

+
N , K

+
N .

Proof. We already know that the 8 quantum groups in the statement have indeed
the properties (1-4), and form a cube, as follows:

K+
N

// U+
N

H+
N

//

==

O+
N

>>

KN
//

OO

UN

OO

HN

OO

<<

// ON

OO

==

Conversely now, assuming that an easy quantum group G = (GN) has the above
properties (2-4), the twistability property, (3), tells us that we have:

HN ⊂ GN ⊂ U+
N

Thus GN sits inside the cube, and the above discussion applies. To be more precise,
let us project G on the faces of the cube, as in Proposition 6.11:

Gf
N

Gu
N

Gd
N

// GN
//

OO

;;

Gs
N

Gr
N

;;

Gc
N

OO
//

K+
N

// U+
N

H+
N

//

==

O+
N

==

KN
//

OO

UN

OO

HN

OO

<<

// ON

OO

<<
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In order to compute these projections, and eventually prove that GN is one of the
vertices of the cube, we can use use the coordinate system based at ON :

K+
N

// U+
N

H+
N

//

==

O+
N

>>

KN
//

OO

UN

OO

HN

OO

<<

+3 ON

KS

8@

Now by using our classification results, Theorem 6.15, Theorem 6.16 and Theorem
6.17, along with the uniformity condition, (2), we conclude that the edge projections of
GN must be among the vertices of the cube. Moreover, by using the slicing axiom, (4),
we deduce from this that GN itself must be a vertex of the cube. Thus, we have exactly
8 solutions to our problem, namely the vertices of the cube, as claimed. □

Now that we have our Ground Zero, obtained by heavily bombarding the quantum
group world, with all the natural axioms available, we can start building. And the point
is that when dropping the easiness axiom, some classification results are possible:

(1) In the classical case, we believe that the uniform, half-homogeneous, oriented
groups are the obvious ones, with some bistochastic versions excluded. This is of course
something quite heavy, well beyond easiness, with the potential tools available for proving
such things coming from advanced finite group theory and Lie algebra theory. Our uni-
formity axiom could play a key role here, when combined with [75], in order to exclude
all the exceptional objects which might appear on the way.

(2) In the free case, under similar assumptions, we believe that the solutions should
be again the obvious ones, once again with some bistochastic versions excluded. This
is something heavy, too, related to the generation conjecture < GN , S

+
N >= {ḠN , S

+
N}.

Indeed, assuming that we would have such a formula, and perhaps some more formulae
of the same type as well, we can in principle work out our way inside the cube, from the
edge and face projections to GN itself, and in this process GN would become easy.

(3) In the group dual case, the orientability axiom simplifies, because the group duals
are discrete in our sense. We believe that the uniform, twistable, oriented group duals
should appear as combinations of certain abelian groups, which appear in the classical
case, with duals of varieties of real reflection groups, which appear in the real case. This
is probably the easiest question in the present series, and the most reasonable one, to
start with. However, there are no concrete results so far, in this direction.
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6d. Bercovici-Pata

Getting back to analysis questions, we will prove now that for a liberation of uni-
form easy groups, GN → G+

N , the asymptotic laws of the truncated characters χt are in
Bercovici-Pata bijection. We certainly know that this happens, based on our classification
results, and explicit computations of laws of truncated characters, but we would like to
have an abstract, conceptual proof of this, not based on classification results.

We will need a number of combinatorial preliminaries. Let us start with:

Proposition 6.19. For the group SN the Weingarten function is given by

WkN(π, σ) =
∑

τ≤π∧σ

µ(τ, π)µ(τ, σ)
(N − |τ |)!

N !

and satisfies the following estimate,

WkN(π, σ) = N−|π∧σ|(µ(π ∧ σ, π)µ(π ∧ σ, σ) +O(N−1))

with µ being the Möbius function of P (k).

Proof. The first assertion follows from the Weingarten formula. Indeed, in that
formula the integrals are known, due to the following well-known, explicit formula:∫

SN

gi1j1 . . . gikjk =

{
(N−| ker i|)!

N !
if ker i = ker j

0 otherwise

But this allows the computation of the right term, via the Möbius inversion formula,
and we get the result. As for the second assertion, this follows from the first one. □

In general, things are of course more complicated than this. We will need:

Proposition 6.20. The following happen, for the partitions in P (k):

(1) |π|+ |σ| ≤ |π ∨ σ|+ |π ∧ σ|.
(2) |π ∨ τ |+ |τ ∨ σ| ≤ |π ∨ σ|+ |τ |.
(3) d(π, σ) = |π|+|σ|

2
− |π ∨ σ| is a distance.

Proof. All this is well-known, the idea being as follows:

(1) This comes from the fact that P (k) is a semi-modular lattice.

(2) This follows from (1), as explained for instance in [15].

(3) This follows from (2), which says that the following holds:

|π|+ |τ |
2

− d(π, τ) + |τ |+ |σ|
2

− d(τ, σ) ≤ |π|+ |σ|
2

− d(π, σ) + |τ |

Thus, we obtain the triangle inequality, and the other axioms are all clear. □
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Actually in what follows we will only need (3) in the above statement. As a main
result now regarding the Weingarten functions, we have:

Theorem 6.21. The Weingarten matrix WkN has a series expansion in N−1,

WkN(π, σ) = N |π∨σ|−|π|−|σ|
∞∑
g=0

Kg(π, σ)N
−g

where the various objects on the right are defined as follows:

(1) A path from π to σ is a sequence p = [π = τ0 ̸= τ1 ̸= . . . ̸= τr = σ].
(2) The signature of such a path is + when r is even, and − when r is odd.
(3) The geodesicity defect of such a path is g(p) =

∑r
i=1 d(τi−1, τi)− d(π, σ).

(4) Kg counts the signed paths from π to σ, with geodesicity defect g.

Proof. The Gram matrix can be written in the following way:

GkN(π, σ) = N |π∨σ|

= N
|π|
2 N |π∨σ|− |π|+|σ|

2 N
|σ|
2

= N
|π|
2 N−d(π,σ)N

|σ|
2

This suggests considering the following diagonal matrix:

∆ = diag(N
|π|
2 )

So, let us do this, and consider as well the following matrix:

H(π, σ) =

{
0 (π = σ)

N−d(π,σ) (π ̸= σ)

In terms of these two matrices, the above formula for GkN simply reads:

GkN = ∆(1 +H)∆

Thus, the Weingarten matrix WkN is given by the following formula:

WkN = ∆−1(1 +H)−1∆−1

Consider now the set Pr(π, σ) of length r paths between π and σ. We have:

Hr(π, σ) =
∑

p∈Pr(π,σ)

H(τ0, τ1) . . . H(τr−1, τr)

=
∑

p∈Pr(π,σ)

N−d(π,σ)−g(p)
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Thus by using (1 +H)−1 = 1−H +H2 −H3 + . . . we obtain:

(1 +H)−1(π, σ) =
∞∑
r=0

(−1)rHr(π, σ)

= N−d(π,σ)

∞∑
r=0

∑
p∈Pr(π,σ)

(−1)rN−g(p)

It follows that the Weingarten matrix is given by the following formula:

WkN(π, σ) = ∆−1(π)(1 +H)−1(π, σ)∆−1(σ)

= N− |π|
2
− |σ|

2
−d(π,σ)

∞∑
r=0

∑
p∈Pr(π,σ)

(−1)rN−g(p)

= N |π∨σ|−|π|−|σ|
∞∑
r=0

∑
p∈Pr(π,σ)

(−1)rN−g(p)

Now by rearranging the various terms in the above double sum according to their
geodesicity defect g = g(p), this gives the following formula:

WkN(π, σ) = N |π∨σ|−|π|−|σ|
∞∑
g=0

Kg(π, σ)N
−g

Thus, we are led to the conclusion in the statement. □

As an illustration for all this, we have the following explicit estimates:

Theorem 6.22. Consider an easy quantum group G = (GN), coming from a category
of partitions D = (D(k)). For any π ≤ ν we have the estimate

WkN(π, σ) = N−|π|(µ(π, σ) +O(N−1))

and for π, σ arbitrary we have

WkN(π, σ) = O(N |π∨σ|−|π|−|σ|)

with µ being the Möbius function of D(k).

Proof. We have two assertions here, the idea being as follows:

(1) The first estimate is clear from the formula in Theorem 6.21, namely:

WkN(π, σ) = N |π∨σ|−|π|−|σ|
∞∑
g=0

Kg(π, σ)N
−g
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(2) In the case π ≤ σ it is known that K0 coincides with the Möbius function of
NC(k), as explained for instance in [15], so we obtain once again from Theorem 6.21 the
fine estimate in the statement as well, namely:

WkN(π, σ) = N−|π|(µ(π, σ) +O(N−1)) ∀π ≤ σ

Observe that, by symmetry of WkN , we obtain as well that we have:

WkN(π, σ) = N−|ν|(µ(ν, σ) +O(N−1)) ∀π ≥ σ

Thus, we are led to the conclusions in the statement. □

In the case of a category of partitions which is stable under removing blocks, the above
estimates can be improved, and lead to the following result:

Theorem 6.23. For a liberation of uniform easy groups GN → G+
N , the laws of

truncated characters

χt =

[tN ]∑
i=1

uii

are in Bercovici-Pata bijection, in the N →∞ limit.

Proof. As a first observation, we already know that the result holds, because we
classified in the above all the uniform easy groups GN , and for all the objects found, we
have the asymptotic laws of the truncated characters χt computed, for both GN , G

+
N , and

with the Bercovici-Pata correspondence verified. However, and here comes our point, we
can prove as well this result abstractly, without using the classification, as follows:

(1) We have the following computation, to start with, for any s ∈ {1, . . . , N}:∫
GN

(u11 + . . .+ uss)
k =

s∑
i1=1

. . .
s∑

ik=1

∫
GN

ui1i1 . . . uikik

=
∑

π,σ∈D(k)

WkN(π, σ)
s∑

i1=1

. . .

s∑
ik=1

δπ(i)δσ(i)

=
∑

π,σ∈D(k)

WkN(π, σ)Gks(σ, π)

= Tr(WkNGks)

(2) The point now is that we have the following estimates:

GkN(π, σ) :

{
= Nk (π = σ)

≤ Nk−1 (π ̸= σ)

Thus with N →∞ we have the following estimate:

GkN ∼ Nk1
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But this gives the following estimate, for our moment:∫
GN

(u11 + . . .+ uss)
k = Tr(G−1

kNGks)

∼ Tr((Nk1)−1Gks)

= N−kTr(Gks)

= N−ksk|D(k)|
(3) With s = [tN ] and N →∞, the above formula gives:

lim
N→∞

∫
GN

χk
t =

∑
π∈D(k)

t|π|

But this leads to the conclusion in the statement. □

There are many other things that can be said about the uniform easy quantum groups,
and their characters and other variables, and we refer here to [15], [16], [17] and related
papers. As already mentioned, the uniform easy quantum groups play as well a key role
in noncommutative geometry, via the associated homogeneous spaces, which again enjoy
uniformity properties. We refer here to [4] and the noncommutative geometry literature,
and we will be back to this in chapter 16 below, with an introduction to the subject.

6e. Exercises

We have been here, in this chapter, into quite recent and specialized quantum group
theory, all research matters, and the open questions abound. Basically no matter where
you look, there are interesting exercises to start with, and beautiful theorems hidden
behind them, if you are truly interested. So, we have no particular exercise to formulate,
just look around, enjoy, and try what you like, and that will be an excellent exercise.
However, since we had a Ground Zero theorem in this chapter, let us formulate:

Exercise 6.24. Start building on Ground Zero.

Instructions above, in the discussion after the Ground Zero theorem, the idea being
that all this is mostly likely a beautiful mixture of abelian groups, finite groups, reflection
groups, Lie groups and Lie algebras, and quantum extensions of these. However, before
getting into this, better finish a first reading of the present book, because we still have to
say a lot of interesting things, which can be useful in connection with such questions.



CHAPTER 7

Half-liberation

7a. Half-liberation

Let us go back to the standard cube of easy quantum groups, whose continuous face,
the one on the right, we are mainly interested in, in this third part of this book:

K+
N

// U+
N

H+
N

//

==

O+
N

==

KN
//

OO

UN

OO

HN

OO

<<

// ON

OO

<<

In order to further understand the right face, which is something quite broad, a natural
idea would be that of cutting it in half, both on the horizontal and the vertical, with the
help of some suitably chosen intermediate easy quantum groups, as follows:

UN ⊂ U×
N ⊂ U+

N

O+
N ⊂ Ȯ+

N ⊂ U+
N

Indeed, assuming that we have such intermediate quantum groups, by intersecting we
would reach to a diagram as follows, that we can further investigate afterwards:

O+
N

// Ȯ+
N

// U+
N

O×
N

//

OO

Ȯ×
N

//

OO

U×
N

OO

ON
//

OO

ȮN
//

OO

UN

OO

So, this will be our plan. In practice now, finding intermediate quantum groups
UN ⊂ U×

N ⊂ U+
N and O+

N ⊂ Ȯ+
N ⊂ U+

N as above can be a quite tricky business, due to the

153



154 7. HALF-LIBERATION

many possible choices for such quantum groups, and in order to do so, the best is to try
to solve first the following question, which definitely looks simpler:

Question 7.1. What are the intermediate easy quantum groups

ON ⊂ O×
N ⊂ O+

N

ON ⊂ ȮN ⊂ UN

and can we really cut the continuous square, using these quantum groups?

In other words, our trick here is to say that any intermediate easy quantum groups
UN ⊂ U×

N ⊂ U+
N and O+

N ⊂ Ȯ+
N ⊂ U+

N will produce by intersection intermediate easy

quantum groups ON ⊂ O×
N ⊂ O+

N and ON ⊂ ȮN ⊂ UN , in the obvious way, and so in
order to find the former, the best is by trying to find first the latter.

Summarizing, we have here a valuable idea. And in addition, and we kept the good
news for the end, Question 7.1 is in fact something that we already met, in chapter 6
when talking about Ground Zero, and we have in fact a full answer to it, as follows:

Theorem 7.2. The following happen:

(1) There is only one intermediate easy quantum group ON ⊂ O×
N ⊂ O+

N , namely the
half-classical orthogonal group O∗

N , appearing via the relations abc = cba.

(2) The intermediate easy groups ON ⊂ ȮN ⊂ UN are those of the form ZrON , with
r ∈ {2, 3, . . . ,∞}, all being subgroups of TON , appearing at r =∞.

Proof. These are results that we basically know, from chapter 3 and chapter 6, with
the whole story, including some missing details to be given now, being as follows:

(1) Regarding the quantum group O∗
N , we know from chapter 3 that we have indeed

such a quantum group, by performing the following construction:

C(O∗
N) = C(O+

N)
/〈

abc = cba
∣∣∣∀a, b, c ∈ {uij}〉

We also know that O∗
N is easy, because imposing the half-commutation relations abc =

cba amounts in imposing the condition Tπ ∈ End(u⊗3), with π being as follows:

◦ ◦ ◦

◦ ◦ ◦
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Finally, in order to compute the associated category of pairings, NC2 ⊂ P ∗
2 ⊂ P2, let

us label the legs of π clockwise ◦ • ◦ • . . . . The diagram that we get is as follows:

◦ • ◦

• ◦ •
We can see that any string of π joins ◦ − •, and with a bit of combinatorial work,

which is routine, we conclude that P ∗
2 consists of the parings having the property that

when relabelling clockwise the legs ◦ • ◦ • . . . , each string joins ◦ − •.

(2) Regarding now the uniqueness of O∗
N , as an intermediate easy quantum group

ON ⊂ O×
N ⊂ O+

N , this is something that we know well from chapter 6. The idea there was
that we have to compute the intermediate categories of pairings, as follows:

NC2 ⊂ D ⊂ P2

But in order to solve this problem, the key ingredient, obtained via semicircle capping,
was the fact that given a pairing π ∈ P2(k, l)−NC2(k, l), the following happen:

– If π ∈ P2(k, l)− P ∗
2 (k, l) then < π >= P2.

– If π ∈ P ∗
2 (k, l)−NC2(k, l) then < π >= P ∗

2 .

With this is hand, we conclude that if D ̸⊂ P ∗
2 , we obtain G = ON , that if D ⊂

P2, D ̸⊂ NC2, we obtain G = O∗
N , and that if D ⊂ NC2, we obtain G = O+

N .

(3) Let us investigate now our second question, regarding the intermediate easy groups
which are “hybrid” between real and complex, as follows:

ON ⊂ ȮN ⊂ UN

This is actually something that we briefly talked about, right before in chapter 6, but
without many details, with our discussion there having been simply in order to prove our
Ground Zero theorem there. So, time now to review this material, with full proofs.

(4) Our first claim is that the group TON ⊂ UN is easy, the corresponding category of
partitions being the subcategory P̄2 ⊂ P2 consisting of the pairings having the property
that when flatenning, we have the following global formula:

#◦ = #•

Indeed, if we denote the standard corepresentation by u = zv, with z ∈ T and with
v = v̄, then in order to have Hom(u⊗k, u⊗l) ̸= ∅, the z variabes must cancel, and in
the case where they cancel, we obtain the same Hom-space as for ON . Now since the
cancelling property for the z variables corresponds precisely to the fact that k, l must
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have the same numbers of ◦ symbols minus • symbols, the associated Tannakian category
must come from the category of pairings P̄2 ⊂ P2, as claimed.

(5) Our second claim is that, more generally, the group ZrON ⊂ UN with r ∈
{2, 3, . . . ,∞} is easy, with the corresponding category P r

2 ⊂ P2 consisting of the pair-
ings having the property that when flatenning, we have the following global formula:

#◦ = # • (r)

Indeed, this is something that we already know at r = 1,∞, where the group in
question is ON ,TON . The proof in general is similar, by writing u = zv as above.

(6) Summarizing, done with the existence part. For further reference, let us record as
well the fact, which is elementary, that we have a presentation result as follows:

C(TON) = C(UN)
/〈

ab∗ = a∗b
∣∣∣∀a, b ∈ {uij}〉

Equivalently, in terms of diagrams, we can say that TON ⊂ UN appears by imposing
the condition Tπ ∈ End(u⊗ ū, ū⊗ u), with π being as follows:

◦ •

• ◦

We will be actually back to all this in a moment, with the comment that the projective
version of TON is the group PON , and with TON being maximal with this property.

(7) In order to finish, let us prove now the uniqueness result, stating that the above
groups ON ⊂ ZrON ⊂ UN are the only intermediate easy groups ON ⊂ G ⊂ UN . Accord-
ing to our conventions for the easy quantum groups, which apply of course to the classical
case, we must compute the following intermediate categories of pairings:

P2 ⊂ D ⊂ P2

So, assume that we have such a category, D ̸= P2, and pick an element π ∈ D − P2,
assumed to be flat. We can modify π, by performing the following operations:

– First, we can compose with the basic crossing, in order to assume that π is a partition
of type ∩ . . . . . .∩, consisting of consecutive semicircles. Our assumption π /∈ P2 means
that at least one semicircle is colored black, or white.

– Second, we can use the basic mixed-colored semicircles, and cap with them all the
mixed-colored semicircles. Thus, we can assume that π is a nonzero partition of type
∩ . . . . . .∩, consisting of consecutive black or white semicircles.
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– Third, we can rotate, as to assume that π is a partition consisting of an upper row
of white semicircles, ∪ . . . . . .∪, and a lower row of white semicircles, ∩ . . . . . .∩. Our
assumption π /∈ P2 means that this latter partition is nonzero.

(8) For any two integers a, b ∈ N consider the partition consisting of an upper row of
a white semicircles, and a lower row of b white semicircles, and set:

C =
{
πab

∣∣∣a, b ∈ N
}
∩D

According to the above we have π ∈< C >. The point now is that we have:

– There exists r ∈ N ∪ {∞} such that C equals the following set:

Cr =
{
πab

∣∣∣a = b(r)
}

This is indeed standard, by using the categorical axioms.

– We have the following formula, with P r
2 being as above:

< Cr >= P r
2

This is standard as well, by doing some diagrammatic work.

(9) With these results in hand, the conclusion now follows. Indeed, with r ∈ N∪{∞}
being as above, we know from the beginning of the proof that any π ∈ D satisfies:

π ∈< C >=< Cr >= P r
2

Thus we have an inclusion D ⊂ P r
2 . Conversely, we have as well:

P r
2 = < Cr >

= < C >
⊂ < D >

= D

Thus we have D = P r
2 , and this finishes the proof of the uniqueness assertion. □

All this is nice, with Theorem 7.2 providing a full answer to Question 7.1, or at least
to the first part of that question. In order to answer now the second part as well, we must
suitably cut the right face of the standard cube, by using the quantum groups that we
found, and the procedure here is straightforward, leading to the following result:
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Theorem 7.3. We have easy quantum groups as follows,

O+
N

// TO+
N

// U+
N

O∗
N

//

OO

TO∗
N

//

OO

U∗
N

OO

ON
//

OO

TON
//

OO

UN

OO

with the half-liberations obtained via the relations abc = cba, applied to uij, u
∗
ij, and with

the hybrids obtained via the relations ab∗ = a∗b, applied to uij.

Proof. This is standard from what we have in Theorem 7.2 and its proof, with the
corresponding categories of partitions being as follows:

NC2

��

N̄C2
oo

��

NC2

��

oo

P ∗
2

��

P̄ ∗
2

oo

��

P∗
2

oo

��
P2 P̄2
oo P2

oo

To be more precise, we already have the results, in most of the cases, and the cases
left follow by using the categorical properties of the intersection operation ∩. □

Quite remarkably, we have as well a discrete version of the above result, as follows:

Theorem 7.4. We have easy quantum groups as follows,

H+
N

// TH+
N

// K+
N

H∗
N

//

OO

TH∗
N

//

OO

K∗
N

OO

HN
//

OO

THN
//

OO

KN

OO

with the half-liberations obtained via the relations abc = cba, applied to uij, u
∗
ij, and with

the hybrids obtained via the relations ab∗ = a∗b, applied to uij.
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Proof. This is again standard, the categories of partitions being as follows:

NCeven

��

N̄Ceven
oo

��

NCeven

��

oo

P ∗
even

��

P̄ ∗
even

oo

��

P∗
even

oo

��
Peven P̄even

oo Peven
oo

As for the proof, again this follows from what we have, via a few computations. □

Finally, let us record as well the following result, dealing with the whole cube:

Theorem 7.5. We can cut the standard cube of easy quantum groups

K+
N

// U+
N

H+
N

//

==

O+
N

==

KN
//

OO

UN

OO

HN

OO

<<

// ON

OO

<<

by using Theorems 7.3 and 7.4, and we obtain an intersection/easy generation diagram.

Proof. We recall from chapter 2 that the categories of partitions for the basic exam-
ples of easy quantum groups, which form the standard cube, are as follows:

NCeven

{{

��

NC2

��

oo

��

NCeven

��

NC2

��

oo

Peven

{{

P2

��

oo

Peven P2
oo

The point now is that when cutting this cube, using the categories of partitions from
the proofs of Theorems 7.3 and 7.4, we obtain intersection/generation diagram. Thus, at
the quantum group level, we have an intersection/easy generation diagram, as stated. □
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7b. Matrix models

Generally speaking, the most powerful tool for the study of the half-liberations are
the matrix models. Let us start with some generalities. We first have:

Definition 7.6. A matrix model for G ⊂ U+
N is a morphism of C∗-algebras

π : C(G)→MK(C(T ))

where K ≥ 1 is an integer, and T is a compact space.

The simplest situation is when π is faithful in the usual sense. Here π obviously
reminds G. However, this is something quite restrictive, because in this case the algebra
C(G) must be quite small, admitting an embedding as follows:

π : C(G) ⊂MK(C(T ))

Technically, this means that C(G) must be of type I, as an operator algebra, and this
is indeed something quite restrictive. However, there are many interesting examples here,
including our half-liberations, and all this is worth a detailed look. We have:

Definition 7.7. A matrix model π : C(G)→MK(C(T )) is called stationary when∫
G

=

(
tr ⊗

∫
T

)
π

where
∫
T
is the integration with respect to a given probability measure on T .

Here the term “stationary” comes from a functional analytic interpretation of all this,
with a certain Cesàro limit being needed to be stationary, and this will be explained later.
Yet another explanation comes from a certain relation with the lattice models, but this
relation is rather something folklore, not axiomatized yet. We will be back to this.

The relation between stationarity and faithfulness comes from:

Proposition 7.8. Assuming that a closed subgroup G ⊂ U+
N has a stationary model

π : C(G)→MK(C(T ))

it follows that G must be coamenable, and that the model is faithful. Moreover, π extends
into an embedding of von Neumann algebras, as follows,

L∞(G) ⊂MK(L
∞(T ))

which commutes with the canonical integration functionals.

Proof. By performing the GNS construction with respect to
∫
G
, we obtain a factor-

ization as follows, which commutes with the canonical integration functionals:

π : C(G)→ C(G)red ⊂MK(C(T ))
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Thus, in what regards the coamenability question, we can assume that π is faithful.
With this assumption made, we have an embedding as follows:

C(G) ⊂MK(C(T ))

Now observe that the GNS construction gives a better embedding, as follows:

L∞(G) ⊂MK(L
∞(T ))

Now since the von Neumann algebra on the right is of type I, so must be its subalgebra
A = L∞(G). But this means that, when writing the center of this latter algebra as
Z(A) = L∞(X), the whole algebra decomposes over X, as an integral of type I factors:

L∞(G) =

∫
X

MKx(C) dx

In particular, we can see from this that C(G) ⊂ L∞(G) has a unique C∗-norm, and so
G is coamenable. Thus we have proved our first assertion, and the second assertion follows
as well, because our factorization of π consists of the identity, and of an inclusion. □

The above notion of stationary model is very restrictive, and will not apply for instance
to the free quantum groups, which are not coamenable. Fortunately, we have as well:

Definition 7.9. Let π : C(G)→MK(C(T )) be a matrix model.

(1) The Hopf image of π is the smallest quotient Hopf C∗-algebra C(G) → C(H)
producing a factorization as follows:

π : C(G)→ C(H)→MK(C(T ))

(2) When the inclusion H ⊂ G is an isomorphism, i.e. when there is no non-trivial
factorization as above, we say that π is inner faithful.

Here the existence and uniqueness of the Hopf image come by dividing C(G) by a
suitable ideal, with this being standard. Alternatively, in Tannakian terms, we have:

Theorem 7.10. Assuming G ⊂ U+
N , with fundamental corepresentation u = (uij), the

Hopf image of a model π : C(G)→MK(C(T )) comes from the Tannakian category

Ckl = Hom(U⊗k, U⊗l)

where Uij = π(uij), and where the spaces on the right are taken in a formal sense.

Proof. Since the morphisms increase the intertwining spaces, when defined either in
a representation theory sense, or just formally, we have inclusions as follows:

Hom(u⊗k, u⊗l) ⊂ Hom(U⊗k, U⊗l)

More generally, we have such inclusions when replacing (G, u) with any pair producing
a factorization of π. Thus, by Tannakian duality, the Hopf image must be given by the
fact that the intertwining spaces must be the biggest, subject to the above inclusions. On
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the other hand, since u is biunitary, so is U , and it follows that the spaces on the right
form a Tannakian category. Thus, we have a quantum group (H, v) given by:

Hom(v⊗k, v⊗l) = Hom(U⊗k, U⊗l)

By the above discussion, C(H) follows to be the Hopf image of π, as claimed. □

Regarding now the study of the inner faithful models, a key problem is that of com-
puting the Haar integration functional. The result here is as follows:

Theorem 7.11. Given an inner faithful model π : C(G)→MK(C(T )), we have∫
G

= lim
k→∞

1

k

k∑
r=1

∫ r

G

with the truncations of the integration on the right being given by∫ r

G

= (φ ◦ π)∗r

with ϕ ∗ ψ = (ϕ⊗ ψ)∆, and with φ = tr ⊗
∫
T
being the random matrix trace.

Proof. This is something quite tricky, the idea being as follows:

(1) In order to prove the result, we can proceed as in chapter 2. If we denote by
∫ ′
G

the limit in the statement, we must prove that this limit converges, and that:∫ ′

G

=

∫
G

It is enough to check this on the coefficients of the Peter-Weyl corepresentations, and
if we let v = u⊗k be one of these corepresentations, we must prove that we have:(

id⊗
∫ ′

G

)
v =

(
id⊗

∫
G

)
v

(2) We know that the matrix on the right is the projection onto Fix(v):(
id⊗

∫
G

)
v = Proj

[
Fix(v)

]
Regarding now the matrix on the left, the trick from [98] applies, and gives:(

id⊗
∫ ′

G

)
v = Proj

[
1 ∈ (id⊗ φπ)v

]
(3) Now observe that, if we set Vij = π(vij), we have the following formula:

(id⊗ φπ)v = (id⊗ φ)V
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Thus, we can apply the trick in [98], and we conclude that the 1-eigenspace that we
are interested in equals Fix(V ). But, according to Theorem 7.10, we have:

Fix(V ) = Fix(v)

Thus, we have proved that we have
∫ ′
G
=
∫
G
, as desired. □

Now back to the the stationary models, we have the following useful criterion:

Theorem 7.12. For a model π : C(G)→MK(C(T )), the following are equivalent:

(1) Im(π) is a Hopf algebra, and the Haar integration on it is:

ψ =

(
tr ⊗

∫
T

)
π

(2) The linear form ψ = (tr ⊗
∫
T
)π satisfies the idempotent state property:

ψ ∗ ψ = ψ

(3) We have T 2
e = Te, ∀p ∈ N, ∀e ∈ {1, ∗}p, where:

(Te)i1...ip,j1...jp =

(
tr ⊗

∫
T

)
(U e1

i1j1
. . . U

ep
ipjp

)

If these conditions are satisfied, we say that π is stationary on its image.

Proof. Given a matrix model π : C(G) → MK(C(T )) as in the statement, we can
factorize it via its Hopf image, as follows:

π : C(G)→ C(H)→MK(C(T ))

Now observe that (1,2,3) above depend only on the factorized representation:

ν : C(H)→MK(C(T ))

Thus, we can assume G = H, which means that we can assume that π is inner faithful.
With this assumption made, the proof of the equivalences goes as follows:

(1) =⇒ (2) This is clear from definitions, because the Haar integration on any
compact quantum group satisfies the idempotent state equation:

ψ ∗ ψ = ψ

(2) =⇒ (1) Assuming ψ ∗ ψ = ψ, we have ψ∗r = ψ for any r ∈ N, and we obtain by
taking a Cesàro limit that we have

∫
G
= ψ, which gives the result.

In order to establish now (2)⇐⇒ (3), we use the following elementary formula, which
comes from the definition of the convolution operation:

ψ∗r(ue1i1j1 . . . u
ep
ipjp

) = (T r
e )i1...ip,j1...jp

(2) =⇒ (3) Assuming ψ ∗ ψ = ψ, by using the above formula at r = 1, 2 we obtain
that the matrices Te and T

2
e have the same coefficients, and so they are equal.
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(3) =⇒ (2) Assuming T 2
e = Te, by using the above formula at r = 1, 2 we obtain that

the linear forms ψ and ψ ∗ ψ coincide on any product of coefficients ue1i1j1 . . . u
ep
ipjp

. Now

since these coefficients span a dense subalgebra of C(G), this gives the result. □

Now back to half-liberation, we first have the following result, from [16], [30]:

Proposition 7.13. We have a matrix model as follows,

C(O∗
N)→M2(C(UN)) , uij →

(
0 vij
v̄ij 0

)
where v is the fundamental corepresentation of C(UN), as well as a model as follows,

C(U∗
N)→M2(C(UN × UN)) , uij →

(
0 vij
wij 0

)
where v, w are the fundamental corepresentations of the two copies of C(UN).

Proof. It is routine to check that the matrices on the right are indeed biunitaries,
and since the first matrix is also self-adjoint, we obtain in this way models as follows:

C(O+
N)→M2(C(UN)) , C(U+

N )→M2(C(UN × UN))

Regarding now the half-commutation relations, this comes from something general,
regarding the antidiagonal 2× 2 matrices. Consider indeed matrices as follows:

Xi =

(
0 xi
yi 0

)
We have then the following computation:

XiXjXk =

(
0 xi
yi 0

)(
0 xj
yj 0

)(
0 xk
yk 0

)
=

(
0 xiyjxk

yixjyk 0

)
Since this quantity is symmetric in i, k, we obtain from this:

XiXjXk = XkXjXi

Thus, the antidiagonal 2×2 matrices half-commute, and we conclude that our models
for C(O+

N) and C(U
+
N ) constructed above factorize as in the statement. □

We can now formulate our first concrete modelling theorem, as follows:

Theorem 7.14. The above antidiagonal models, namely

C(O∗
N)→M2(C(UN)) , C(U∗

N)→M2(C(UN × UN))

are both stationary, and in particular they are faithful.
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Proof. Let us first discuss the case of O∗
N . We will use Theorem 7.12 (3). Since the

fundamental representation is self-adjoint, the various matrices Te with e ∈ {1, ∗}p are all
equal. We denote this common matrix by Tp. We have, by definition:

(Tp)i1...ip,j1...jp =

(
tr ⊗

∫
H

)[(
0 vi1j1
v̄i1j1 0

)
. . . . . .

(
0 vipjp

v̄ipjp 0

)]
Since when multipliying an odd number of antidiagonal matrices we obtain an atidi-

agonal matrix, we have Tp = 0 for p odd. Also, when p is even, we have:

(Tp)i1...ip,j1...jp =

(
tr ⊗

∫
H

)(
vi1j1 . . . v̄ipjp 0

0 v̄i1j1 . . . vipjp

)
=

1

2

(∫
H

vi1j1 . . . v̄ipjp +

∫
H

v̄i1j1 . . . vipjp

)
=

∫
H

Re(vi1j1 . . . v̄ipjp)

We have T 2
p = Tp = 0 when p is odd, so we are left with proving that for p even we

have T 2
p = Tp. For this purpose, we use the following formula:

Re(x)Re(y) =
1

2
(Re(xy) +Re(xȳ))

By using this identity for each of the terms which appear in the product, and multi-
index notations in order to simplify the writing, we obtain:

(T 2
p )ij =

∑
k1...kp

(Tp)i1...ip,k1...kp(Tp)k1...kp,j1...jp

=

∫
H

∫
H

∑
k1...kp

Re(vi1k1 . . . v̄ipkp)Re(wk1j1 . . . w̄kpjp)dvdw

=
1

2

∫
H

∫
H

∑
k1...kp

Re(vi1k1wk1j1 . . . v̄ipkpw̄kpjp) +Re(vi1k1w̄k1j1 . . . v̄ipkpwkpjp)dvdw

=
1

2

∫
H

∫
H

Re((vw)i1j1 . . . (v̄w̄)ipjp) +Re((vw̄)i1j1 . . . (v̄w)ipjp)dvdw

Now since vw ∈ H is uniformly distributed when v, w ∈ H are uniformly distributed,
the quantity on the left integrates up to (Tp)ij. Also, since H is conjugation-stable, w̄ ∈ H
is uniformly distributed when w ∈ H is uniformly distributed, so the quantity on the right
integrates up to the same quantity, namely (Tp)ij. Thus, we have:

(T 2
p )ij =

1

2

(
(Tp)ij + (Tp)ij

)
= (Tp)ij
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Summarizing, we have obtained that for any p, we have T 2
p = Tp. Thus Theorem

7.12 applies, and shows that our model is stationary, as claimed. As for the proof of the
stationarity for the model for U∗

N , this is similar. □

As a second illustration, regarding H∗
N , K

∗
N , we have:

Theorem 7.15. We have a stationary matrix model as follows,

C(H∗
N)→M2(C(KN)) , uij →

(
0 vij
v̄ij 0

)
where v is the fundamental corepresentation of C(KN), as well as a stationary model

C(K∗
N)→M2(C(KN ×KN)) , uij →

(
0 vij
wij 0

)
where v, w are the fundamental corepresentations of the two copies of C(KN).

Proof. This follows by adapting the proof of Proposition 7.13 and Theorem 7.14, by
adding there the H+

N , K
+
N relations. All this is in fact part of a more general phenomenon,

concerning half-liberation in general, and we refer here to [30]. We will be back to this. □

7c. Representation theory

Let us discuss now the modern approach to half-liberation, following Bichon and
Dubois-Violette [30], based on crossed products and related 2× 2 matrix models:

Theorem 7.16. Given a conjugation-stable closed subgroup H ⊂ UN , consider the
algebra C([H]) ⊂M2(C(H)) generated by the following variables:

uij =

(
0 vij
v̄ij 0

)
Then [H] is a compact quantum group, we have [H] ⊂ O∗

N , and any non-classical subgroup
G ⊂ O∗

N appears in this way, with G = O∗
N itself appearing from H = UN .

Proof. We have several things to be proved, the idea being as follows:

(1) As a first observation, the matrices in the statement are self-adjoint. Let us prove
now that these matrices are orthogonal. We have:∑

k

uikujk =
∑
k

(
vikv̄jk 0
0 v̄ikvjk

)
=

(
1 0
0 1

)
In the other sense, the computation is similar, as follows:∑

k

ukiukj =
∑
k

(
vkiv̄kj 0
0 v̄kivkj

)
=

(
1 0
0 1

)
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(2) Our second claim is that the matrices in the statement half-commute. Consider
indeed arbitrary antidiagonal 2× 2 matrices, with commuting entries, as follows:

Xi =

(
0 xi
yi 0

)
We have then the following computation:

XiXjXk =

(
0 xi
yi 0

)(
0 xj
yj 0

)(
0 xk
yk 0

)
=

(
0 xiyjxk

yixjyk 0

)
Since this quantity is symmetric in i, k, we obtain, as desired:

XiXjXk = XkXjXi

(3) According now to the definition of the quantum group O∗
N , we have a representation

of algebras, as follows where w is the fundamental corepresentation of C(O∗
N):

π : C(O∗
N)→M2(C(H)) , wij → uij

Thus, with the compact quantum space [H] being constructed as in the statement, we
have a representation of algebras, as follows:

ρ : C(O∗
N)→ C([H]) , wij → uij

(4) With this in hand, it is routine to check that the compact quantum space [H]
constructed in the statement is indeed a compact quantum group, with this being best
viewed via an equivalent construction, with a quantum group embedding as follows:

C([H]) ⊂ C(H)⋊ Z2

(5) As for the proof of the converse, stating that any non-classical subgroup G ⊂ O∗
N

appears in this way, this is something more tricky, and we refer here to [30].

(6) Finally, for the fact that we have indeed O∗
N = [UN ], we refer here as well to [30],

and we will be back to this as well in chapter 8 below. □

In relation with the above, we will need as well the following result, regarding the
irreducible corepresentations, also from Bichon-Dubois-Violette [30]:

Theorem 7.17. In the context of the correspondence H → [H] we have a bijection

Irr([H]) ≃ Irr0(H)
∐

Irr1(H)

where the sets on the right are given by

Irrk(H) =
{
r ∈ Irr(H)

∣∣∣∃l ∈ N, r ∈ u⊗k ⊗ (u⊗ ū)⊗l
}

induced by the canonical identification Irr(H ⋊ Z2) ≃ Irr(H)
∐
Irr(H).
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Proof. This is something more technical, also from [30]. It is easy to see that we
have an equality of projective versions P [H] = PH, which gives an inclusion as follows:

Irr0(H) = Irr(PH) ⊂ Irr([H])

As for the remaining irreducible representations of [H], these must come from an
inclusion Irr1(H) ⊂ Irr([H]), appearing as above. See [30]. □

In relation with the maximal tori, the situation here is very simple, as follows:

Theorem 7.18. The group dual subgroups [̂Γ]Q ⊂ [H] appear via

[Γ]Q = [ΓQ]

from the group dual subgroups Γ̂Q ⊂ H associated to H ⊂ UN .

Proof. Let us first discuss the case Q = 1. Consider the diagonal subgroup Γ̂1 ⊂ H,

with the associated quotient map C(H)→ C(Γ̂1) denoted:

vij → δijhi

At the level of the algebras of 2× 2 matrices, this map induces a quotient map:

M2(C(H))→M2(C(Γ̂1))

Our claim is that we have a factorization, as follows:

C([H]) ⊂ M2(C(H))

↓ ↓

C([Γ̂1]) ⊂ M2(C(Γ̂1))

Indeed, it is enough to show that the standard generators of C([H]) and of C([Γ̂1])

map to the same elements of M2(C(Γ̂1)). But these generators map indeed as follows:

uij →
(

0 vij
v̄ij 0

)
↓

δijvij →
(

0 δijhi
δijh

−1
i 0

)
Thus we have the above factorization, and since the map on the left is obtained by

imposing the relations uij = 0 with i ̸= j, we obtain, as desired:

[Γ]1 = [Γ1]
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In the general case now, Q ∈ UN , the result follows by applying the above Q = 1
result to the quantum group [H], with fundamental corepresentation w = QuQ∗. □

There are many other things that can be said about half-liberations, the idea being
that the half-classical geometry is quite close to the classical geometry, due to the above
2× 2 matrix modelling results. For more on this, we refer to [30] and related papers.

7d. Maximality results

Going back to what was said in the beginning of this chapter, we discuss now some
interesting related questions, going beyond easiness. Following [10], we first have:

Theorem 7.19. The following inclusion of compact groups is maximal,

TON ⊂ UN

in the sense that there is no intermediate compact group in between.

Proof. In order to prove this result, consider as well the following group:

TSON =
{
wU
∣∣∣w ∈ T, U ∈ SON

}
Observe that we have TSON = TON if N is odd. If N is even the group TON has two

connected components, with TSON being the component containing the identity. Also,
let us denote by soN , uN the Lie algebras of SON , UN . It is well-known that uN consists
of the matrices M ∈MN(C) satisfying M∗ = −M , and that:

soN = uN ∩MN(R)

Also, it is easy to see that the Lie algebra of TSON is soN ⊕ iR.

Step 1. Our first claim is that if N ≥ 2, the adjoint representation of SON on the
space of real symmetric matrices of trace zero is irreducible. Let indeed X ∈ MN(R) be
symmetric with trace zero. We must prove that the following space consists of all the real
symmetric matrices of trace zero:

V = span
{
UXU t

∣∣∣U ∈ SON

}
We first prove that V contains all the diagonal matrices of trace zero. Since we may

diagonalize X by conjugating with an element of SON , our space V contains a nonzero
diagonal matrix of trace zero. Consider such a matrix:

D =

d1 . . .
dN
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We can conjugate this matrix by the following matrix:0 −1 0
1 0 0
0 0 IN−2

 ∈ SON

We conclude that our space V contains as well the following matrix:

D′ =


d2

d1
d3

. . .
dN


More generally, we see that for any 1 ≤ i, j ≤ N the diagonal matrix obtained from

D by interchanging di and dj lies in V . Now since SN is generated by transpositions, it
follows that V contains any diagonal matrix obtained by permuting the entries of D. But
it is well-known that this representation of SN on the diagonal matrices of trace zero is
irreducible, and hence V contains all such diagonal matrices, as claimed.

In order to conclude now, assume that Y is an arbitrary real symmetric matrix of
trace zero. We can find then an element U ∈ SON such that UY U t is a diagonal matrix
of trace zero. But we then have UY U t ∈ V , and hence also Y ∈ V , as desired.

Step 2. Our claim is that the inclusion TSON ⊂ UN is maximal in the category of
connected compact groups. Let indeed G be a connected compact group satisfying:

TSON ⊂ G ⊂ UN

Then G is a Lie group. Let g denote its Lie algebra, which satisfies:

soN ⊕ iR ⊂ g ⊂ uN

Let adG be the action of G on g obtained by differentiating the adjoint action of G
on itself. This action turns g into a G-module. Since SON ⊂ G, g is also a SON -module.
Now if G ̸= TSON , then since G is connected we must have:

soN ⊕ iR ̸= g

It follows from the real vector space structure of the Lie algebras uN and soN that
there exists a nonzero symmetric real matrix of trace zero X such that:

iX ∈ g

We know that the space of symmetric real matrices of trace zero is an irreducible
representation of SON under the adjoint action. Thus g must contain all such X, and
hence g = uN . But since UN is connected, it follows that G = UN .
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Step 3. Let us compute now the commutant of SON in MN(C). Our first claim is
that at N = 2, this commutant is as follows:

SO′
2 =

{(
α β
−β α

) ∣∣∣α, β ∈ C
}

As for the case N ≥ 3, our claim here is that this commutant is as follows:

SO′
N =

{
αIN

∣∣∣α ∈ C
}

Indeed, at N = 2, the above formula is clear. At N ≥ 3 now, an element in X ∈ SO′
N

commutes with any diagonal matrix having exactly N−2 entries equal to 1 and two entries
equal to −1. Hence X is diagonal. Now since X commutes with any even permutation
matrix, and we have assumed N ≥ 3, it commutes in particular with the permutation
matrix associated with the cycle (i, j, k) for any 1 < i < j < k, and hence all the entries
of X are the same. We conclude that X is a scalar matrix, as claimed.

Step 4. Our claim now is that the set of matrices with nonzero trace is dense in SON .
At N = 2 this is clear, since the set of elements in SO2 having a given trace is finite. So
assume N > 2, and consider a matrix as follows:

T ∈ SON ≃ SO(RN) , T r(T ) = 0

Let E ⊂ RN be a 2-dimensional subspace preserved by T , such that:

T|E ∈ SO(E)

Let ε > 0 and let Sε ∈ SO(E) satisfying the following condition:

||T|E − Sε|| < ε

Moreover, in the N = 2 case, we can assume that T satisfies as well:

Tr(T|E) ̸= Tr(Sε)

Now define Tε ∈ SO(RN) = SON by the following formulae:

Tε|E = Sε , Tε|E⊥ = T|E⊥

It is clear that we have the following estimate:

||T − Tε|| ≤ ||T|E − Sε|| < ε

Also, we have the following estimate, which proves our claim:

Tr(Tε) = Tr(Sε) + Tr(T|E⊥) ̸= 0

Step 5. Our claim now is that TON is the normalizer of TSON in UN , i.e. is the
subgroup of UN consisting of the unitaries U for which, for all X ∈ TSON :

U−1XU ∈ TSON
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Indeed, TON normalizes TSON , so we must prove that if U ∈ UN normalizes TSON

then U ∈ TON . First note that U normalizes SON , because if X ∈ SON then:

U−1XU ∈ TSON

Thus we have a formula as follows, for some λ ∈ T and Y ∈ SON :

U−1XU = λY

If Tr(X) ̸= 0, we have λ ∈ R and hence:

λY = U−1XU ∈ SON

The set of matrices having nonzero trace being dense in SON , we conclude that
U−1XU ∈ SON for all X ∈ SON . Thus, we have:

X ∈ SON =⇒ (UXU−1)t(UXU−1) = IN

=⇒ X tU tUX = U tU

=⇒ U tU ∈ SO′
N

It follows that at N ≥ 3 we have U tU = αIN , with α ∈ T, since U is unitary. Hence
we have U = α1/2(α−1/2U) with:

α−1/2U ∈ ON , U ∈ TON

If N = 2, (U tU)t = U tU gives again U tU = αI2, and we conclude as before.

Step 6. Our claim is that the inclusion TON ⊂ UN is maximal. Assume indeed that
we have TON ⊂ G ⊂ UN , with G ̸= UN . From TSON ⊂ G0 ⊂ UN , we obtain:

G0 = TSON

But since G0 is normal in G, the group G normalizes TSON , and hence G ⊂ TON ,
which finishes the proof. □

Anlong the same lines, still following [10], we have as well the following result:

Theorem 7.20. The following inclusion of compact groups is maximal,

PON ⊂ PUN

in the sense that there is no intermediate compact group in between.

Proof. This follows from Theorem 7.19. Indeed, assuming PON ⊂ G ⊂ PUN , the
preimage of this subgroup under the quotient map UN → PUN would be then a proper
intermediate subgroup of TON ⊂ UN , which is a contradiction. □

Still following [10], we have as well the following result:

Theorem 7.21. The following inclusion of compact quantum groups is maximal,

ON ⊂ O∗
N

in the sense that there is no intermediate compact quantum group in between.
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Proof. Consider indeed a sequence of surjective Hopf ∗-algebra maps as follows,
whose composition is the canonical surjection:

C(O∗
N)

f−→ A
g−→ C(ON)

This produces a diagram of Hopf algebra maps with pre-exact rows, as follows:

C // C(PO∗
N)

f|

��

// C(O∗
N)

f

��

// C(Z2) // C

C // PA

g|

��

// A

g

��

// C(Z2) // C

C // PC(ON) // C(ON) // C(Z2) // C

Consider now the following composition, with the isomorphism on the left being some-
thing well-known, coming from [30], as explained above:

C(PUN) ≃ C(PO∗
N)

f|−→ PA
g|−→ PC(ON) ≃ C(PON)

Thus f| or g| is an isomorphism. If f| is an isomorphism we get a commutative diagram
of Hopf algebra morphisms with pre-exact rows, as follows:

C // C(PO∗
N)

// C(O∗
N)

f

��

// C(Z2) // C

C // C(PO∗
N)

// A // C(Z2) // C

Then f is an isomorphism. Similarly if g| is an isomorphism, then g is an isomorphism,
and this gives the result. See [10]. □

There are many open questions in relation with the above results, but even with these
formulated, the discussion is not over here, because we have some similar questions, which
are equally interesting, for the quantum permutation groups. Let us start with:

Proposition 7.22. Consider a quantum group SN ⊂ G ⊂ S+
N , with fundamental

corepresentation denoted v. We have then inclusions as follows, for any k ∈ N,

span
(
ξπ

∣∣∣π ∈ P (k)) ⊃ Fix(v⊗k) ⊃ span
(
ξπ

∣∣∣π ∈ NC(k))
and equality on the left or on the right, for any k ∈ N, is equivalent to having equality on
the left or on the right in the inclusions SN ⊂ G ⊂ S+

N .



174 7. HALF-LIBERATION

Proof. Consider a quantum group SN ⊂ G ⊂ S+
N , and let w, v, u be the fundamental

corepresentations of these quantum groups. We have then inclusions as follows:

Fix(w⊗k) ⊃ Fix(v⊗k) ⊃ Fix(u⊗k)

Moreover, by Peter-Weyl, equality on the left or on the right, for any k ∈ N, is
equivalent to having equality on the left or on the right in the inclusions SN ⊂ G ⊂ S+

N .
Now by using the easiness property of SN , S

+
N , this gives the result. □

The above result is good news, because what we have there is a purely combinatorial
reformulation of the maximality conjecture, in terms of partitions, noncrossing partitions,
and the associated vectors. To be more precise, we have the following statement:

Theorem 7.23. The following conditions are equivalent:

(1) There is no intermediate quantum group, as follows:

SN ⊂ G ⊂ S+
N

(2) Any linear combination of vectors of type

ξ ∈ span
(
ξπ

∣∣∣π ∈ P (k))− span(ξπ∣∣∣π ∈ NC(k))
produces via Tannakian operations the flip map, Σ(a⊗ b) = b⊗ a.

Proof. According to Proposition 7.22, the non-existence of the quantum groups
SN ⊂ G ⊂ S+

N is equivalent to the non-existence of Tannakian categories as follows:

span
(
ξπ

∣∣∣π ∈ P (k)) ⊃ Ck ⊃ span
(
ξπ

∣∣∣π ∈ NC(k))
But this means that whenever we pick an element ξ which is on the left, but not on

the right, the Tannakian category that it generates should be the one on the left:

< ξ >= span
(
ξπ

∣∣∣π ∈ P (k))
Now since the category of all partitions P = (P (k)) is generated by the basic crossing

/\, this amounts in saying that the Tannakian category generated by ξ should contain the
vector associated to this basic crossing, which is ξ/\ = Σ, as desired. □

The above result might look quite encouraging, and the first thought goes into invent-
ing some kind of tricky “averaging operation”, perhaps probability-inspired, made up of
Tannakian operations, which in practice means made of basic planar operations, which
converts the crossing partitions π ∈ P (k) − NC(k) into the basic crossing /\. However,
this is something difficult, and in fact such questions are almost always difficult.

Of course, we are not saying here that such things are hopeless, but rather that they
require considerable work. In connection with the above-mentioned mysterious “averaging
operation”, our feeling is that this cannot be found with bare hands, and that a heavy use
of a computer, in order to understand what is going on, is required. To our knowledge,
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no one has ever invested much time in all this, and so things here remain open. Getting
back to Earth now, here are some concrete results, obtained in this way:

Theorem 7.24. The following happen:

(1) There is no intermediate easy quantum group SN ⊂ G ⊂ S+
N .

(2) A generalization of this fact holds, at easiness level 2, instead of 1.

Proof. The idea here is that everything follows from Theorem 7.23, with suitable
definitions for the various easiness notions involved, and by doing some combinatorics:

(1) Here what happens is that any π ∈ P −NC has the following property:

< π >= P

Indeed, the idea is to cap π with semicircles, as to preserve one crossing, chosen in
advance, and to end up, by a recurrence procedure, with the standard crossing:

/\ ∈< π >

Now in terms of the notions in Theorem 7.23, the conclusion is that the criterion (2)
there holds for the linear combinations ξ having lenght 1, and this gives the result. Indeed,
according to [22], the easy quantum groups are by definition those having Tannakian
categories as follows, with D = (D(k)) being a certain category of partitions:

Fix(v⊗k) = span
(
ξπ

∣∣∣π ∈ D(k)
)

Thus, the generation formula < π >= P established above does the job, and proves
that an intermediate easy quantum group SN ⊂ G ⊂ S+

N cannot exist. See [15].

(2) This is a generalization of (1), the idea being that of looking at the combinations
having length 2, of type ξ = αξπ + βξσ. Our first claim is that, assuming that G ⊂ H
comes from an inclusion of categories D ⊂ E, the maximality at order 2 is equivalent to
the following condition, for any π, σ ∈ E, not both in D, and for any α, β ̸= 0:

< span(D), αTπ + βTσ >= span(E)

Consider indeed a category span(D) ⊂ C ⊂ span(E), corresponding to a quantum
group G ⊂ K ⊂ H having order 2. The order 2 condition means that we have C =< C ∩
span2(P ) >, where span2 denotes the space of linear combinations having 2 components.
Since we have span(E) ∩ span2(P ) = span2(E), the order 2 formula reads:

C =< C ∩ span2(E) >

Now observe that the category on the right is generated by the categories Cαβ
πσ con-

structed in the statement. Thus, the order 2 condition reads:

C =
〈
Cαβ

πσ

∣∣∣π, σ ∈ E,α, β ∈ C
〉
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Now since the maximality at order 2 of the inclusion G ⊂ H means that we have
C ∈ {span(D), span(E)}, for any such C, we are led to the following condition:

Cαβ
πσ ∈ {span(D), span(E)} , ∀π, σ ∈ E,α, β ∈ C

Thus, we have proved our claim. In order to prove now that SN ⊂ S+
N is maximal at

order 2, we can use semicircle capping. The statement that we have to prove is as follows:
“for π ∈ P −NC, σ ∈ P and α, β ̸= 0 we have < αTπ + βTσ >= span(P )”.

In order to do this, our claim is that the same method as at level 1 applies, after some
suitable modifications. We have indeed two cases, as follows:

– Assuming that π, σ have at least one different crossing, we can cap the partition π
as to end up with the basic crossing, and σ becomes in this way an element of P (2, 2)
different from this basic crossing, and so a noncrossing partition, from NC(2, 2). Now by
substracting this noncrossing partition, which belongs to CS+

N
= span(NC), we obtain

that the standard crossing belongs to < αTπ + βTσ >, and we are done.

– In the case where π, σ have exactly the same crossings, we can start our descent
procedure by selecting one common crossing, and then two strings of π, σ which are
different, and then joining the crossing to these two strings. We obtain in this way a
certain linear combination α′Tπ′ + β′Tσ′ ∈< αTπ + βTσ > which satisfies the conditions
in the first case discussed above, and we can continuate as indicated there. □

7e. Exercises

We have been once again into a research-flavored chapter, and there are no easy
exercises about all this. As a good research exercise, however, we have:

Exercise 7.25. Prove that SN ⊂ S+
N is maximal, at N = 1, 2, 3, 4, 5, 6, 7.

To be more precise, the maximality of SN ⊂ S+
N is trivial at N = 1, but let us award

1 Dan for that, then you have to think a bit for S2 ⊂ S+
2 , worth 2 Dan, then S3 ⊂ S+

3

was done by Wang long ago, crucial pioneering work, worth 3 Dan, then for S4 ⊂ S+
4

I personally asked Bichon and we got awarded 4 Dan for our joint paper, and then for
S5 ⊂ S+

5 that comes from the classification of subfactors of index 5, whose full reading,
with all the von Neumann algebra and subfactor needed preliminaries, is worth 5 Dan.
Regarding now 6 Dan, this looks certainly possible, again by using the known subfactor
results, but this time with the work needed including contributing a bit to that subfactor
classification at N = 6, under suitable transitivity assumptions, and with all this being,
potentially, quality research work. As for 7 Dan, this is normally reserved to cats, tigers
and other felines, but fearless young humans like you are of course welcome for a try.



CHAPTER 8

Unitary groups

8a. Basic examples

In this chapter we discuss a number of more specialized questions, which are however
of crucial importance, for the general understanding of the easy quantum groups. Let us
go back, as usual, to the standard cube formed by the main quantum groups:

K+
N

// U+
N

H+
N

//

==

O+
N

>>

KN
//

OO

UN

OO

HN

OO

<<

// ON

OO

<<

We will be mainly interested, as before in this Part II of the present book, in the
continuous case, corresponding to the right face of the cube, namely:

O+
N

// U+
N

ON

OO

// UN

OO

We have seen in chapter 7 that, in what regards the left edge, there is only one
intermediate object there, namely the half-classical orthogonal group, ON ⊂ O∗

N ⊂ O+
N .

Moreover, this intermediate quantum group is conjecturally unique, even in the general,
non-easy setting. Adding to the picture, this quantum group has a unitary counterpart,

177
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UN ⊂ U∗
N ⊂ U+

N , which makes our square split in a nice way, as follows:

O+
N

// U+
N

O∗
N

//

OO

U∗
N

OO

ON

OO

// UN

OO

In fact, the whole cube can be split in this way, thanks to half-classical reflection
groups H∗

N , K
∗
N , which exist and are non-trivial, obtained by intersecting, and fit well

into the diagram, cutting the left face of the cube in the following way:

H+
N

// K+
N

H∗
N

//

OO

K∗
N

OO

HN

OO

// KN

OO

In addition, we have also seen in chapter 7 that it is possible to further split the cube,
thanks to certain canonical “hybrid” objects, lying between real and complex. In the
continuous case, the enlarged right square, containing these hybrids, is as follows:

O+
N

// TO+
N

// U+
N

O∗
N

//

OO

TO∗
N

//

OO

U∗
N

OO

ON
//

OO

TON
//

OO

UN

OO
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As for the enlarged left square, this looks similar, as follows:

H+
N

// TH+
N

// K+
N

H∗
N

//

OO

TH∗
N

//

OO

K∗
N

OO

HN
//

OO

THN
//

OO

KN

OO

All this is very nice. However, and here comes our point, things are far from being
over, because if we go back to the continuous square, in what regards the right edge of
this square, namely UN ⊂ U∗

N ⊂ U+
N , and in contrast with what happens for the left edge,

there are in fact many examples of intermediate easy quantum groups, as follows:

UN ⊂ G ⊂ U+
N

As a basic example here, whose construction is elementary, going without thinking,
consider for instance the free complexification U×

N of the unitary group UN . This quantum
group appears then as an intermediate quantum group, as above:

UN ⊂ U×
N ⊂ U+

N

It is quite clear that we have U×
N ̸= UN , due to noncommutativity, for instance by

looking at the diagonal torus. Also, we have U×
N ̸= U+

N , for instance by looking at the
fusion rules. And finally, we have U×

N ̸= U∗
N as well, once again by looking for instance at

the fusion rules. Thus, we have here our new intermediate quantum group UN ⊂ G ⊂ U+
N ,

and there are probably many more quantum groups, of this type.

Our goal here will be that of understanding these examples, first with the construction
and study of some basic classes of such examples, following my early work with Bichon [6],
[7], then with the systematic study of the problem, including a full classification result,
which is something quite technical, due to Mang and Weber [63], [64], and finally with
various algebraic and analytic results about all these new quantum groups.

Getting started now, let us first discuss some basic examples of unitary quantum
groups, following [6], [7] and related papers. We already have 3 examples of such quantum
groups, namely UN ⊂ U∗

N ⊂ U+
N , that we know well. Our goal will be that of constructing

2 more fundamental examples, appearing as intermediate objects, as follows:

UN ⊂ U∗
N ⊂ U∗∗

N ⊂ U×
N ⊂ U+

N
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With respect to the previous square diagram, these quantum groups will fit as follows,
making things starting to be a bit crowded, on the right edge:

O+
N

// TO+
N

// U+
N

U×
N

OO

O∗
N

//

OO

TO∗
N

//

OO

44

**

U∗∗
N

OO

U∗
N

OO

ON
//

OO

TON
//

OO

UN

OO

Observe in particular that the previous “canonical” example of an intermediate quan-
tum group UN ⊂ G ⊂ U+

N , which was the quantum group U∗
N , will get in this way

downgraded to a secondary status, with the king becoming a certain quantum group U∗∗
N ,

to be introduced in a moment. However, the story will be not over here, because when
getting at an even more advanced level, that of the papers [63], [64], the king will change
again. In short, be prepared for some exciting story, in what follows next.

In order to get started, a first idea is that of weakening the relations defining U∗
N . We

know that this quantum group is easy, the result regarding it being as follows:

Proposition 8.1. The quantum group U∗
N is easy, coming from the diagrams

◦ ◦ ◦

◦ ◦ ◦

◦ ◦ •

• ◦ ◦

◦ • ◦

◦ • ◦

• ◦ ◦

◦ ◦ •

◦ • •

• • ◦

• ◦ •

• ◦ •

• • ◦

◦ • •

• • •

• • •
which must intertwine the various 3-fold tensor products between u and ū.

Proof. This is something that we know well from the previous chapter, with the
diagrams in the statement producing the relations abc = cba, abc∗ = c∗ba, ab∗c = cb∗a,
and so on up to a∗b∗c∗ = c∗b∗a∗, between the standard coordinates uij. □
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The above result suggests that there might be 28 = 256 easy quantum groups U∗
N ⊂

G ⊂ U+
N that can be constructed by using length 3 relations as above, simply by selecting

a subset of our set of 8 diagrams, and then constructing G ⊂ U+
N by using these diagrams.

However, this is far from being true, because the relations produced by our 8 diagrams
are often equivalent. To be more precise, we have a number of obvious equivalences, and
by erasing the corresponding diagrams, we are led to three diagrams, namely:

◦ ◦ ◦

◦ ◦ ◦

◦ • ◦

◦ • ◦

◦ ◦ •

• ◦ ◦

Thus, we have in fact at most 23 = 8 easy quantum groups U∗
N ⊂ G ⊂ U+

N that can be
constructed, by picking any of these diagrams, or some combination of these diagrams,
and using the corresponding relations. But here, we have the following result:

Proposition 8.2. Consider the following types of relations, between abstract variables
a, b, c ∈ {xi} subject to the relations

∑
i xix

∗
i =

∑
i x

∗
ixi = 1:

(1) abc = cba.
(2) ab∗c = cb∗a
(3) abc∗ = c∗ba.

We have then (1) ⇐⇒ (3) =⇒ (2).

Proof. The equivalence (1) ⇐⇒ (3) follows from the following computations, with
the semicircle cappings corresponding to the use of

∑
i xix

∗
i =

∑
i x

∗
ixi = 1:

• ◦ ◦ ◦ •

• ◦ ◦ ◦ •
=

◦ ◦ •

• ◦ ◦

◦ ◦ ◦ • ◦

◦ • ◦ ◦ ◦
=

◦ ◦ ◦

◦ ◦ ◦
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As for (1 + 3) =⇒ (2), this is best worked out at the algebraic level, again by using
the relations

∑
i xix

∗
i =

∑
i x

∗
ixi = 1, when summing over d, as follows:

ab∗c =
∑
d

ab∗cdd∗

=
∑
d

adcb∗d∗

=
∑
d

cdab∗d∗

=
∑
d

cb∗add∗

= cb∗a

Thus we have indeed (1) ⇐⇒ (3) =⇒ (2), as claimed. □

Now by getting back to our problem, and more specifically, to our above-mentioned
idea of using one diagram out of 3 possible ones, we can see, as a consequence of Propo-
sition 8.2, that we have only one good choice, and are led to the following definition:

Definition 8.3. We have an intermediate quantum group as follows,

U∗
N ⊂ U×

N ⊂ U+
N

obtained via the relations ab∗c = cb∗a, with a, b, c ∈ {uij}.

So, this will be our first example of intermediate quantum group U∗
N ⊂ G ⊂ U+

N ,
appearing from some straightforward combinatorial considerations, as explained above.
Let us mention right away that U×

N appears, as previously indicated, as well as the free
complexification of the unitary group UN . But more on this later.

The quantum group U×
N , in its either incarnations, appearing via Definition 8.3, or as

free complexification, has been known for some time, and its theory is well understood.
As a first result regarding it, in relation with a diagram drawn before, we have:

Proposition 8.4. We have the formula

TO+
N ∩ U

×
N = TO∗

N

as an equality of quantum subgroups of U+
N .

Proof. According to the definition of TO∗
N , this quantum group appears as TO∗

N =
TO+

N ∩ U∗
N . Thus, we must prove that we have:

TO+
N ∩ U

×
N ⊂ U∗

N
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In terms of defining relations, we must prove that, from ab∗ = a∗b and ab∗c = cb∗a for
any a, b, c ∈ {uij}, we can deduce that we have, for any a, b, c ∈ {uij, u∗ij}:

abc = cba

But this is clear, because by using ab∗ = a∗b, we can first obtain a∗bc = cba∗, and
then, by using Proposition 8.2, we can obtain from this the other relations as well. Here
we have used the fact that what we know about abstract variables satisfying

∑
i xix

∗
i =∑

i x
∗
ixi = 1 applies to the coordinates to any closed subgroup G ⊂ U+

N , simply because

these coordinates, when rescaled by
√
N , do satisfy these relations. □

As another interesting result about U×
N , we have:

Proposition 8.5. We have the formula

PU×
N = PUN

as an equality of quantum subgroups of PU+
N .

Proof. By using the commutation relations ab∗c = cb∗a, we obtain:

ab∗cd∗ = cb∗ad∗ = cd∗ab∗

Thus the projective coordinates ab∗ commute, and this gives the result. □

As already mentioned, the quantum group U×
N has been known for some time, and its

theory is well understood. As a summary of what can be said about it, we have:

Theorem 8.6. The following happen, regarding the quantum group U×
N :

(1) The associated category of pairings D can be explicitly described.
(2) We have an inclusion of quantum groups TO∗

N ⊂ U×
N .

(3) We have the projective version result PU×
N = PUN .

(4) The character laws and other probabilistic aspects can be worked out.

Proof. All this is routine, and can be found in the literature, along with the precise
statements, which can be quite technical, the idea being as follows:

(1) This is something standard, by doing some combinatorics, and we will leave this
as an instructive exercise, at this stage of things. We will be back to this question at the
end of the present chapter, armed with a more conceptual interpretation of U×

N , and of
some related quantum groups, coming from the recent work of Mang-Weber [63], [64].

(2) This is something that we know from Proposition 8.4.

(3) This is something that we know too, from Proposition 8.5.

(4) This is something standard too, which is in relation with (1), and again we will
leave this as an instructive exercise, at this stage of things, and with the promise that we
will be back to this, later in this chapter, armed with more powerful technology. □
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8b. Further examples

Getting back now to our general question of constructing intermediate easy quantum
groups U∗

N ⊂ G ⊂ U+
N , the approach based on the diagrams from Proposition 8.1 cannot

lead to more examples, and we must come up with something more conceptual. The
most elegant approach to all this, and in fact to the quantum group U×

N itself too, is via
projective versions. Let us start with the following standard construction:

Proposition 8.7. Let G be a compact quantum group, and v = (vij) be a corepresen-
tation of C(G). We have then a quotient quantum group G→ H, given by:

C(H) =< vij >

At the dual level we obtain a discrete quantum subgroup, Λ̂ ⊂ Γ̂.

Proof. Here the first assertion follows from the definition of the corepresentations,
as being the square matrices satisfying the following conditions:

∆(vij) =
∑
k

vik ⊗ vkj , ε(vij) = δij , S(vij) = v∗ji

As for the second assertion, this is just a reformulation of the first assertion, coming
from the basic functoriality properties of the Pontrjagin duality. □

We can now talk about projective versions, as follows:

Proposition 8.8. Given a compact quantum group G, with fundamental corepresen-
tation u = (uij), the N

2 ×N2 matrix given in double index notation by

via,jb = uiju
∗
ab

is a corepresentation in the above sense, and we have the following results:

(1) The corresponding quotient G→ PG is a compact quantum group.
(2) In the classical group case, G ⊂ UN , we have PG = G/(G ∩ TN).

(3) In the group dual case, with Γ =< gi >, we have P̂Γ =< gig
−1
j >.

Proof. The fact that v is indeed a corepresentation is routine, coming from the
definition of the corepresentations. Regarding now other assertions, all these are standard
for the classical groups, and in general the proofs are similar, as follows:

(1) This follows from Proposition 8.7.

(2) This follows from the elementary fact that, via Gelfand duality, w is the matrix
of coefficients of the adjoint representation of G, whose kernel is the subgroup G ∩ TN ,
where TN ⊂ UN denotes the subgroup formed by the diagonal matrices.

(3) This is something trivial, which follows from definitions. □

As a first interesting result now about projective versions, which is something inti-
mately related to freeness, having no classical counterpart, we have:
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Theorem 8.9. We have an identification as follows,

PO+
N = PU+

N

modulo the usual equivalence relation for compact quantum groups.

Proof. We have several proofs for this result, as follows:

(1) This follows from the free complexification result Õ+
N = U+

N , that we already met
in this book, because by using this, we have right away:

PU+
N = PÕ+

N = PO+
N

(2) We can deduce this as well directly. Indeed, if we denote by v, u the fundamental
corepresentations of O+

N , U
+
N , then by easiness we have equalities as follows:

Hom
(
(v ⊗ v)k, (v ⊗ v)l

)
= span

(
Tπ

∣∣∣π ∈ NC2((◦•)k, (◦•)l)
)

Hom
(
(u⊗ ū)k, (u⊗ ū)l

)
= span

(
Tπ

∣∣∣π ∈ NC2((◦•)k, (◦•)l))
The sets on the right being equal, we conclude that the inclusion PO+

N ⊂ PU+
N pre-

serves the corresponding Tannakian categories, and so must be an isomorphism. □

The above result is really exciting, and suggests:

Thought 8.10. Free geometry, at least in its projective version, might be simpler than
classical geometry.

Which might perhaps sound a bit odd, if this is your first time reading about freeness,
and struggling with the details. If this is the case, sorry and I have to admit that the
above thought is not mine, but rather comes from my cat. In any case, to be recorded,
and we will be back to this at the end of the present chapter, and then more in detail in
chapter 16, when discussing noncommutative geometry in general.

Back to work now, in order to further talk about the liberations of UN , we will need
in fact the following more specialized notions:

Definition 8.11. Given a closed subgroup G ⊂ U+
N , we define quotients as follows,

with the variables xi standing for the standard coordinates uij,

(1) Left projective version: G→ PG, with coordinates pij = xix
∗
j ,

(2) Right projective version: G→ P ′G, with coordinates qij = x∗jxi,
(3) Full projective version: G→ PG, with coordinates pij, qij,

and we say that G is left/right/full half-classical when these spaces are classical.
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As a first observation, the left projective version G → PG is the one that we have
been using so far in this book, since chapter 2. Thus, what we are doing here is that of
fine-tuning our projective version formalism, with 3 notions instead of one.

Observe that in the classical case, where G ⊂ UN , the three projective versions con-
structed above obviously coincide, and equal the usual projective version, obtained by
dividing under the action of T. Also, in the real case, G ⊂ O+

N , the three projective
versions coincide as well, and G is left or right half-classical when G ⊂ O∗

N .

However, in the general complex case G ⊂ U+
N , the three projective versions from

Definition 8.11 do not necessarily coincide, and this can lead to some interesting theory.
In order to discuss this, let us start with an elementary result, as follows:

Proposition 8.12. Let G ⊂ U+
N , with coordinates x1, . . . , xN .

(1) G ⊂ U×
N precisely when {xix∗j} commute, and {x∗ixj} commute as well.

(2) G ⊂ U∗
N precisely when the variables {xixj, xix∗j , x∗ixj, x∗ix∗j} all commute.

Proof. Regarding the first assertion, the implication “ =⇒ ” follows from:

ab∗cd∗ = cb∗ad∗ = cd∗ab∗

a∗bc∗d = c∗ba∗d = c∗da∗b

As for the implication “⇐=”, we can use here the following computation, based on
the commutation assumptions in the statement:

ae∗eb∗c = ab∗ce∗e

= ce∗ab∗e

= cb∗ee∗a

Indeed, by summing over e = xi, we obtain from this, as desired:

ab∗c = cb∗a

The proof of the second assertion is similar, because we can remove all ∗ signs, except
for those concerning e∗, and use the above computations with a, b, c, d ∈ {xi, x∗i }. □

With the above result in hand, we can now formulate:

Theorem 8.13. We have the following results:

(1) U×
N is left and right half-classical, and is maximal with this property.

(2) U∗
N is fully half-classical, and is maximal with this property.

(3) O∗
N is fully half-classical, and is maximal inside O+

N with this property.

Proof. All these assertions follow indeed from Proposition 8.12. □
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We recall that the free complexification of a compact quantum group G, with standard

coordinates denoted vij, is the compact quantum group G̃ corresponding to the subalgebra

C(G̃) ⊂ C(T) ∗ C(G) generated by the variables uij = zvij, where z is the standard

generator of C(T). Observe that G̃ is indeed a quantum group, because it appears as a
subgroup of T ∗̂G, the quantum group associated to C(T) ∗ C(G). We have:

Theorem 8.14. The quantum groups O∗
N , UN , U

∗
N , U

×
N are as follows:

(1) They have the same left projective version, equal to PUN .
(2) They have the same free complexification, equal to U×

N .

Proof. This is standard, the idea being as follows:

(1) Here PO∗
N = PUN is a well-known result, that we already know, from chapter 7.

It is clear as well that we have inclusions as follows:

PUN ⊂ PU∗
N ⊂ PU×

N

Now by using Proposition 8.12 (1), we conclude that the quantum group PU×
N is

classical, and so we must have an inclusion as follows:

PU×
N ⊂ (PU+

N )class

But this latter quantum group (PU+
N )class is known to be equal to PUN , and so this

inclusion is an isomorphism, and this finishes the proof.

(2) If we denote by vij the standard coordinates on G = O∗
N , UN , U

∗
N , U

×
N , and by z

the generator of a copy of C(T), free from C(G), then with a, b, c ∈ {vij} we have:

(za)(zb)∗(zc) = zab∗c

= zcb∗a

= (zc)(zb)∗(za)

Thus we have G̃ ⊂ ŨN . Conversely now, it follows from the general theory of the free

complexifications of easy quantum groups [70] that both K = G̃, ŨN should appear as
free complexifications of certain intermediate easy quantum groups, as follows:

ON ⊂ H ⊂ O+
N

On the other hand, since we have PH = PH̃ = PK = PUN , the only choice here is

H = O∗
N . Thus we have G̃ = ŨN = Õ∗

N , and this finishes the proof. □

Going ahead now, our various results above, in relation with projective versions and
complexifications, suggest introducing a new quantum group UN ⊂ G ⊂ U+

N , as follows:

Definition 8.15. We have a quantum group as follows,

U∗∗
N ⊂ U+

N

obtained via the relations “ab∗, a∗b all commute”, with a, b, c ∈ {uij}.
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As a first remark, the real version of U∗∗
N , obtained by imposing the conditions xi = x∗i

to the standard coordinates, is the half-classical orthogonal quantum group O∗
N . Also, we

have inclusions as follows, coming from the various results in Proposition 8.12:

U∗
N ⊂ U∗∗

N ⊂ U×
N

Summarizing, at the level of the examples of new quantum groups that we have, we
are led to the diagram announced in the beginning of this chapter, namely:

O+
N

// TO+
N

// U+
N

U×
N

OO

O∗
N

//

OO

TO∗
N

//

OO

44

**

U∗∗
N

OO

U∗
N

OO

ON
//

OO

TON
//

OO

UN

OO

To be more precise, the fact that we have this diagram, and also that suitable subdi-
agrams of it are intersection and generation diagrams, follows from what we have.

Let us develop now some general theory for U∗∗
N , according to our usual investigation

pattern, for new quantum groups. First, we have the following result:

Proposition 8.16. The quantum group U∗∗
N is easy, coming from the diagrams

◦ • • ◦

• ◦ ◦ •

◦ • ◦ •

◦ • ◦ •

producing intertwiners between the corresponding 4-fold tensor products between u, ū.

Proof. We know that U∗∗
N ⊂ U+

N appears by imposing the conditions stating that
the variables ab∗, a∗b all commute, with a, b, c ∈ {uij}. But each such commutation rela-
tion corresponds to a certain intertwining relation between certain 4-fold tensor products
between u, ū, and this leads to the conclusion in the statement. □

Next, we have the following key result, further building on the above:
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Theorem 8.17. The quantum group U∗∗
N is easy, coming from the category P∗∗

2 of
matching pairings having the property that

#◦ = #•

between the legs of each string, when flattened.

Proof. We know from Proposition 8.16 that the quantum group U∗∗
N is easy. Consider

now the diagrams producing this quantum group, namely:

◦ • • ◦

• ◦ ◦ •

◦ • ◦ •

◦ • ◦ •

By rotating these diagrams, we can see that the condition in the statement, namely
#◦ = #• between the legs of each string, is satisfied for both. But this leads, via some
standard combinatorics, to the conclusion in the statement, and we refer here to [63]. □

There are many other things that can be said here, both at the algebraic and the
probabilistic level, and for more on all this, we refer to the literature.

8c. The standard series

Still following [6], [63], let us further extend now the constructions that we have, of
quantum unitary groups. The idea will be that of interpolating between UN and U∗∗

N ,

with quantum groups UN ⊂ U
(r)
N ⊂ U∗∗

N , as to have equalities as follows:[
UN = U

(1)
N

]
⊂
[
U∗
N = U

(2)
N

]
⊂
[
U∗∗
N = U

(∞)
N

]
We will do this, construction of U

(r)
N and study of this new quantum group, following

what we know at r = 1, 2,∞, in several steps. Following [6], let us start with:

Definition 8.18. The quantum group U
(r)
N ⊂ U∗∗

N is defined according to

C(U
(r)
N ) = C(U∗∗

N )
/〈

[ui1j1 . . . uirjr , uk1l1 . . . ukrlr ] = 0
〉

with the convention that at r =∞, the relations on the right dissapear.

As a first observation, the quantum space U
(r)
N ⊂ U∗∗

N constructed above is indeed a
quantum group, because the relations on the right are of Tannakian nature. In fact, the
above relations are of “easy” type, so we can say more, as follows:
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Proposition 8.19. The quantum group U
(r)
N ⊂ U∗∗

N is easy, coming from

◦ ◦ ◦ . . . ◦ ◦ ◦ ◦ . . . ◦

◦ ◦ ◦ . . . ◦ ◦ ◦ ◦ . . . ◦
regarded as element of P2(2r, 2r).

Proof. If we denote by π ∈ P2(2r, 2r) the diagram in the statement, an elementary
computation shows that we have the following equivalence:

Tπ ∈ End(u⊗r) ⇐⇒ [ui1j1 . . . uirjr , uk1l1 . . . ukrlr ] = 0

Thus, we are led to the conclusion in the statement. □

As another basic observation, that we will need as well in what follows, we have:

Proposition 8.20. The standard coordinates of U
(r)
N satisfy the relations

[ui1j1 . . . uirjr , u
∗
k1l1

. . . u∗krlr ] = 0

with, as usual, the convention that these relations dissapear at r =∞.

Proof. This follows from the well-known fact that if the coefficients of two unitary
corepresentations (uij), (vkl) of a quantum group pairwise commute, then the coefficients
of (uij), (v

∗
kl) also pairwise commute. To check this, start with the following relations:

uijvkl = vkluij

If we multiply on the right by v∗pl, and then sum over l, we get:

δkpuij =
∑
l

vkluijv
∗
pl

Now multiplying on the left by v∗kq and summing over k gives:

v∗pquij = uijv
∗
pq

Thus, we are led to the conclusion in the statement. □

We can now say more about our new quantum groups, as follows:

Theorem 8.21. The quantum groups U
(r)
N interpolate between UN and U∗∗

N ,

UN ⊂ U
(r)
N ⊂ U∗∗

N

and we have equalities as follows, in relation with our previous quantum groups:[
UN = U

(1)
N

]
⊂
[
U∗
N = U

(2)
N

]
⊂
[
U∗∗
N = U

(∞)
N

]
Moreover, all these quantum groups are easy.
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Proof. We have several things to be proved, the idea being as follows:

(1) Our first claim is that we have U
(1)
N = UN . Indeed, according to Definition 8.18,

the quantum group U
(1)
N is given by the following formula:

C(U
(1)
N ) = C(U∗∗

N )
/〈

[uij, ukl] = 0
〉

On the other hand, by taking into account Proposition 8.20 as well, we get:

C(U
(1)
N ) = C(U∗∗

N )
/〈

[uij, ukl] = [uij, u
∗
kl] = 0

〉
But this shows that we have U

(1)
N = UN , as claimed.

(2) Our second claim is that we have U
(2)
N = U∗

N . Indeed, according to Definition 8.18,

the quantum group U
(2)
N is given by the following formula:

C(U
(2)
N ) = C(U∗∗

N )
/〈

[ui1j1ui2j2 , uk1l1uk2l2 ] = 0
〉

As before, by using as well Proposition 8.20, we get:

C(U
(2)
N ) = C(U∗∗

N )
/〈

[ui1j1ui2j2 , uk1l1uk2l2 ] = [ui1j1ui2j2 , u
∗
k1l1

u∗k2l2 ] = 0
〉

But this shows that we have U
(2)
N = U∗

N , as claimed.

(3) But with the above claims in hand, everything from the statement follows, and
with the easiness assertion being known from Proposition 8.19. □

Getting now to a more detailed study of U
(r)
N , the general idea here, from what we have

from Theorem 8.21, will be that, perhaps leaving sometimes the limiting cases r = 1,∞
aside, our quantum group U

(r)
N appears as some sort of technical version of U∗

N . So, we
should use the same methods as for U∗

N , namely matrix models, or easiness.

Following [6], let us start with matrix model techniques. We have here:

Theorem 8.22. We have an embedding of quantum groups, as follows,

U
(r)
N ⊂ U r

N ⋊ Zr

and a related cyclic matrix model, as follows,

C(U
(r)
N ) ⊂Mr(C(U

r
N))

and in this latter model,
∫
U

(r)
N

appears as the restriction of trr ⊗
∫
Ur
N
.

Proof. All this is quite routine, following our study of half-liberation from chapter
7, which corresponds to the case r = 2, and with the remark that at r = 1 everything is
trivial. For details on all this, we refer to [6]. But, we will be back to this, right next. □

More generally now, again in analogy with the results from chapter 7, we have:
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Proposition 8.23. If L is a compact group, having a N-dimensional unitary corep-
resentation v, and an order r automorphism σ : L→ L, we have a matrix model

π : C(U∗∗
N )→MK(C(L)) , uij → τ [v

(1)
ij , . . . , v

(r)
ij ]

where v(i)(g) = v(σi(g)), and where τ [x1, . . . , xr] is obtained by filling the standard r-cycle
τ ∈Mr(0, 1) with the elements x1, . . . , xr. We call such models “cyclic”.

Proof. The matrices Uij = τ [v
(1)
ij , . . . , v

(r)
ij ] in the statement appear by definition as

follows, with the convention that all the blank spaces denote 0 entries:

Uij =


v
(1)
ij

v
(2)
ij

. . .

v
(r)
ij


The matrix U = (Uij) is then unitary, and so is Ū = (U∗

ij). Thus, if we denote by

w = (wij) the fundamental corepresentation of C(U+
N ), we have a model as follows:

ρ : C(U+
N )→Mr(C(L)) , wij → Uij

Now observe that the matrices UijU
∗
kl, U

∗
ijUkl are all diagonal, so in particular, they

commute. Thus the above morphism ρ factorizes through C(U∗∗
N ), as claimed. □

In relation to the above models, we have the following result:

Theorem 8.24. Any cyclic model in the above sense,

π : C(U∗∗
N )→Mr(C(L))

is stationary on its image, with the corresponding closed subgroup [L] ⊂ U∗∗
N , given by

Im(π) = C([L])

being the quotient L⋊ Zr → [L] having as coordinates the variables uij = vij ⊗ τ .

Proof. Assuming that (L, σ) are as in Proposition 8.23, we have an action Zr ↷ L,
and we can therefore consider the following short exact sequence:

1→ Zr → L⋊ Zr → L→ 1

By doing some standard algebra, we obtain from this a model as follows, where x(i) =
σ̃i(x), with σ̃ : C(L)→ C(L) being the automorphism induced by σ : L→ L:

ρ : C(L⋊ Zr) ⊂Mr(C(L)) , x⊗ τ i → τ i[x(1), . . . , x(r)]

Consider now the quotient quantum group L ⋊ Zr → [L] having as coordinates the
variables uij = vij ⊗ τ . We have then a injective morphism, as follows:

ν : C([L]) ⊂ C(L⋊ Zr) , uij → vij ⊗ τ
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By composing the above two embeddings, we obtain an embedding as follows:

ρν : C([L]) ⊂Mr(C(L)) , uij → τ [v
(1)
ij , . . . , v

(K)
ij ]

Now since ρ is stationary, and since ν commutes with the Haar funtionals as well, it
follows that this morphism ρν is stationary, and this finishes the proof. □

As an illustration, we can now recover the following result, from [30]:

Proposition 8.25. For any non-classical G ⊂ O∗
N we have a stationary model

π : C(G)→M2(C(L)) , uij =

(
0 vij
v̄ij 0

)
where L ⊂ UN , with coordinates denoted vij, is the lift of PG ⊂ PO∗

N = PUN .

Proof. Assume first that L ⊂ UN is self-conjugate, in the sense that g ∈ L =⇒ ḡ ∈
L. If we consider the order 2 automorphism of C(L) induced by gij → ḡij, we can apply
Theorem 8.24, and we obtain a stationary model, as follows:

π : C([L]) ⊂M2(C(L)) , uij ⊗ 1 =

(
0 vij
v̄ij 0

)
The point now is that, as explained in [30], any non-classical subgroup G ⊂ O∗

N must
appear as G = [L], for a certain self-conjugate subgroup L ⊂ UN . Moreover, since we
have PG = P [L], it follows that L ⊂ UN is the lift of PG ⊂ PO∗

N = PUN , as claimed. □

In the unitary case now, we have the following result:

Theorem 8.26. For any subgroup G ⊂ U
(r)
N which is r-symmetric, in the sense that

uij → e2πi/ruij defines an automorphism of C(G), we have a stationary model

π : C(G)→Mr(C(L)) , uij → τ [v
(1)
ij , . . . , v

(r)
ij ]

with L ⊂ U r
N being a closed subgroup which is symmetric, in the sense that it is stable

under the cyclic action Zr ↷ U r
N .

Proof. This follows from what we have, as follows:

(1) Assuming that L ⊂ U r
N is symmetric in the above sense, we have representations

v(i) : L ⊂ U r
N → U

(i)
N for any i, and the cyclic action Zr ↷ U r

N restricts into an order r
automorphism σ : L → L. Thus we can apply Theorem 8.24, and we obtain a certain

closed subgroup [L] ⊂ U
(r)
N , having a stationary model as in the statement.

(2) Conversely now, assuming that we have a subgroup G ⊂ U
(r)
N which is r-symmetric,

we must have C(G) ⊂ C(L) ⋊ Zr, for a certain closed subgroup L ⊂ U r
N which is sym-

metric. But this shows that we have G = [L], and we are done. □
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The above results can be used in order to say many things about the quantum groups

U
(r)
N , and in particular to compute, via matrix models, the asymptotic laws of characters.

We obtain in this way extensions of our previous results regarding U∗
N :

Theorem 8.27. The asymptotic laws of truncated characters for U
(r)
N can be computed

by using matrix models, and we obtain generalizations of the results regarding U∗
N .

Proof. We know from Theorem 8.22 that we have a matrix model, as follows:

C(U
(r)
N ) ⊂Mr(C(U

r
N)) ,

∫
U

(r)
N

= trr ⊗
∫
Ur
N

Thus, everything can be computed in the model, and we get the results. □

As already mentioned, all the above, using matrix models, is only half of the story,
because we have the easiness methods available as well. Following [63], we have:

Theorem 8.28. The quantum group U
(r)
N is easy, coming from the category P(r)

2 of
matching pairings having the property that

#◦ = # • (r)
between the legs of each string, when flattened.

Proof. This can be done in several steps, as follows:

(1) At r = 1 there is nothing to prove, because we know from Theorem 8.21 that we

have U
(1)
N = UN , corresponding to the category P(1)

2 = P2.

(2) At r = ∞ now, we know from Theorem 8.21 that we have U
(∞)
N = U∗∗

N . On the
other hand, we know from Theorem 8.17 that the quantum group U∗∗

N is easy, coming

from the category P(∞)
2 = P∗∗

2 , so our problem is solved at r =∞ as well.

(3) In the general case now, assuming r < ∞, we know from Proposition 8.19 that

U
(r)
N ⊂ U∗∗

N comes from the following partition in P2(2r, 2r):

◦ ◦ ◦ . . . ◦ ◦ ◦ ◦ . . . ◦

◦ ◦ ◦ . . . ◦ ◦ ◦ ◦ . . . ◦
By rotating this diagram, we can see that the condition in the statement, namely

#◦ = # • (r) between the legs of each string, is satisfied. But this leads, via some
standard combinatorics, to the conclusion in the statement, and we refer here to [63].

(4) As an illustration for all this, let us work out the case r = 2. Here we know that

the standard partitions producing U
(2)
N = U∗

N are the various colorings of the half-classical
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crossing, which can be generically denoted as follows, with a, b, c ∈ {◦, •}:

a b c

c b a

Now by rotating this diagram to the right, as to flatten it, we obtain three interlacing
semicircles, with legs labelled as follows:

c b a c̄ b̄ ā

Now since each of our three interlacing semicircles has exactly 2 points between its
legs, we have # ◦+#• = 0(2), and so #◦ = # • (2), between the legs of each semicircle,
regardless of the labels a, b, c ∈ {◦, •}. Thus, we can see that the partitions producing

U
(2)
N = U∗

N belong to P(2)
2 , and with a bit more work, consisting in showing on pictures

that these partitions actually generate P(2)
2 , we are led to the result. □

The above result is quite powerful, and can stand as an alternative to Theorem 8.22,
for instance for proving the various probabilistic results from Theorem 8.27, via pure
combinatorics. However, in practice, nothing beats matrix models and some calculus, so
our proof above of Theorem 8.27, using Theorem 8.22, is the simplest one.

Finally, let us mention that our presentation above of the quantum group U
(r)
N was

one among others. It is possible to have as well an “easiness first” viewpoint on all this,

and with this idea in mind, what we have about U
(r)
N can be summarized as follows:

Theorem 8.29. Associated to any r ∈ N is the quantum group

UN ⊂ U
(r)
N ⊂ U+

N

coming from the category P(r)
2 of matching pairings having the property that

#◦ = # • (r)

holds between the legs of each string. These quantum groups are as follows:

(1) At r = 1 we obtain the usual unitary group, U
(1)
N = UN .

(2) At r = 2 we obtain the half-classical unitary group, U
(2)
N = U∗

N .

(3) At r =∞ we obtain the quantum group U
(∞)
N = U∗∗

N .

(4) For any r|s we have an embedding U
(r)
N ⊂ U

(s)
N .

(5) In general, we have an embedding U
(r)
N ⊂ U r

N ⋊ Zr.

(6) We have as well a cyclic matrix model C(U
(r)
N ) ⊂Mr(C(U

r
N)).

(7) In this latter model,
∫
U

(r)
N

appears as the restriction of trr ⊗
∫
Ur
N
.
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Proof. This is something quite compact, summarizing what we have about U
(r)
N ,

with some theorems transformed into definitions, and vice versa. To be more precise:

(1) This follows from Theorem 8.21 and Theorem 8.28.

(2) This follows again from Theorem 8.21 and Theorem 8.28.

(3) Again, this follows from Theorem 8.21 and Theorem 8.28.

(4) This follows from the functoriality of the Tannakian correspondence, because when

assuming r|s we have P(s)
2 ⊂ P

(r)
2 , and so U

(r)
N ⊂ U

(s)
N , as claimed.

(5) This follows from Theorem 8.22, using Theorem 8.28.

(6) This follows again from Theorem 8.22 and Theorem 8.28.

(7) Again, this follows from Theorem 8.22 and Theorem 8.28. □

There are many other interesting things that can be said about the quantum groups

U
(r)
N , and we refer here to [7], [8], [63], [64] and the subsequent literature. In what

concerns us, we will be back to these quantum groups in chapter 16 below, with some
results in relation with their noncommutative gometry meaning.

8d. The standard family

Let us discuss now the second known construction of unitary quantum groups, from
[64]. This construction uses an additive semigroup D ⊂ N, but as pointed out there, using
instead the complementary set C = N−D leads to several simplifications. So, let us call
“cosemigroup” any subset C ⊂ N which is complementary to an additive semigroup,
x, y /∈ C =⇒ x+ y /∈ C. The construction from [64] is then as follows:

Theorem 8.30. Associated to any cosemigroup C ⊂ N is the easy quantum group

U
(∞)
N ⊂ UC

N ⊂ U+
N

coming from the category PC
2 ⊂ P

(∞)
2 of pairings having the property

# ◦ −#• ∈ C
between each two legs colored ◦, • of two strings which cross. We have:

(1) For C = N we obtain the quantum group U
(∞)
N .

(2) For C = ∅ we obtain the quantum group U+
N .

(3) For C = {0} we obtain the quantum group U×
N .

(4) For C ⊂ C ′ we have an inclusion UC′
N ⊂ UC

N .

Proof. Once again this is something very compact, coming from work in [64], with
our convention that the semigroup D ⊂ N which is used there is replaced here by its
complement C = N−D. Here are a few explanations on all this:
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(1) The assumption C = N simply tells us that the condition # ◦ −#• ∈ C in the

statement is irrelevant. Thus, we have PN
2 = P(∞)

2 , and so UN
N = U

(∞)
N .

(2) The assumption C = ∅ means that the condition # ◦ −#• ∈ C can never be
applied. Thus, the strings cannot cross, we have P∅

2 = NC2, and so U∅
N = U+

N .

(3) The assumption C = {0} means that the pairings in PC
2 ⊂ P

(∞)
2 must satisfy the

condition #◦ = #•, between each two legs colored ◦, • of two strings which cross. Now
consider the standard diagram producing the quantum group U×

N , namely:

◦ • ◦

◦ • ◦

By rotating to the right, as to have this diagram flattened, we obtain three interlacing
semicircles, with legs labelled ◦ • ◦ • ◦ • . Thus, we can see that the condition #◦ = #•,
between each two legs colored ◦, • of two strings which cross, holds indeed for this diagram,
and with a bit more work, as explained in [64], we obtain from this that we have in fact

P{0}
2 = P×

2 , and so that we have U
{0}
N = U×

N , as claimed.

(4) This is clear by functoriality, because C ⊂ C ′ implies PC
2 ⊂ PC′

2 . □

We have the following key result, from [64]:

Theorem 8.31. The easy quantum groups UN ⊂ G ⊂ U+
N are as follows,

UN ⊂ {U (r)
N } ⊂ {U

C
N} ⊂ U+

N

with the series covering UN , and the family covering U+
N .

Proof. This is something non-trivial, and we refer here to [64]. The general idea is

that U
(∞)
N produces a dichotomy for the quantum groups in the statement, and this leads,

via some combinatorial computations, to the series and the family. See [63], [64]. □

All the above is quite exciting, because we have now a complete point of view on
intermediate liberations, at least in the unitary case. We will be back to this on several
occasions, first in Part III after discussing some similar problems for the reflection groups
too, and then at the end of Part IV, with a discussion of the key problem of constructing
full noncommutative geometry theories, based on the liberations of UN that we have.

As a last topic that we would like to discuss here, we have the notion of projective
easiness, which is something general and of independent interest, related to all the above.
Let us start with the following straightforward definition:
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Definition 8.32. A projective category of pairings is a collection of subsets

NC2(2k, 2l) ⊂ E(k, l) ⊂ P2(2k, 2l)

stable under the usual categorical operations, and satisfying

σ ∈ E =⇒ |σ| ∈ E

with the vertical bars standing for vertical strings.

As basic examples here, we have the following projective categories of pairings, where
P ∗
2 is the category of matching pairings:

NC2 ⊂ P ∗
2 ⊂ P2

This follows indeed from definitions. Now with the above notion in hand, we can
formulate the following projective analogue of the notion of easiness:

Definition 8.33. An intermediate compact quantum group

PON ⊂ H ⊂ PO+
N

is called projectively easy when its Tannakian category

span(NC2(2k, 2l)) ⊂ Hom(v⊗k, v⊗l) ⊂ span(P2(2k, 2l))

comes via via the following formula, using the standard π → Tπ construction,

Hom(v⊗k, v⊗l) = span(E(k, l))

for a certain projective category of pairings E = (E(k, l)).

Thus, we have a projective notion of easiness. Observe that, given an easy quantum
group ON ⊂ G ⊂ O+

N , its projective version PON ⊂ PG ⊂ PO+
N is projectively easy in

our sense. In particular the basic projective quantum groups PON ⊂ PUN ⊂ PO+
N are

all projectively easy in our sense, coming from the categories NC2 ⊂ P ∗
2 ⊂ P2.

We have in fact the following general result:

Theorem 8.34. We have a bijective correspondence between the affine and projective
categories of partitions, given by the operation

G→ PG

at the level of the corresponding affine and projective easy quantum groups.

Proof. The construction of correspondence D → E is clear, simply by setting:

E(k, l) = D(2k, 2l)
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Indeed, due to the easiness axioms, the conditions in Definition 8.32 are satisfied.
Conversely, given E = (E(k, l)) as in Definition 8.32, we can set:

D(k, l) =

{
E(k, l) (k, l even)

{σ : |σ ∈ E(k + 1, l + 1)} (k, l odd)

Our claim is that D = (D(k, l)) is a category of partitions. Indeed:

(1) The composition action is clear. Indeed, when looking at the numbers of legs
involved, in the even case this is clear, and in the odd case, this follows from:

|σ, |σ′ ∈ E =⇒ |στ ∈ E
=⇒ σ

τ ∈ D
(2) For the tensor product axiom, we have 4 cases to be investigated, depending on

the parity of the number of legs of σ, τ , as follows:

– The even/even case is clear.

– The odd/even case follows from the following computation:

|σ, τ ∈ E =⇒ |στ ∈ E
=⇒ στ ∈ D

– Regarding now the even/odd case, this can be solved as follows:

σ, |τ ∈ E =⇒ |σ|, |τ ∈ E
=⇒ |σ||τ ∈ E
=⇒ |στ ∈ E
=⇒ στ ∈ D

– As for the remaining odd/odd case, here the computation is as follows:

|σ, |τ ∈ E =⇒ ||σ|, |τ ∈ E
=⇒ ||σ||τ ∈ E
=⇒ στ ∈ E
=⇒ στ ∈ D

(3) Finally, the conjugation axiom is clear from definitions. It is also clear that both
compositions D → E → D and E → D → E are the identities, as claimed. As for the
quantum group assertion, this is clear as well from definitions. □

Now back to uniqueness issues, we have here the following result:

Theorem 8.35. The following happen:

(1) O∗
N is the only easy quantum group ON ⊂ G ⊂ O+

N .
(2) PUN is the only projectively easy quantum group PON ⊂ G ⊂ PO+

N .
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Proof. The idea here is as follows:

(1) The assertion regarding ON ⊂ O∗
N ⊂ O+

N is from [24], and this is something that
we already know, explained in chapter 7.

(2) The assertion regarding PON ⊂ PUN ⊂ PO+
N follows from the classification result

in (1), and from the duality in Theorem 8.34. □

Summarizing, we have a nice notion of projective easiness, which is in relation with
the liberations of UN too, via the isomorphism PO+

N = PU+
N . We will be back to this in

chapter 16, when discussing noncommutative geometry.

8e. Exercises

As before with the last few chapters, we are rather into research matters here, and as
a good exercise on all this, which is definitely of research type, we have:

Exercise 8.36. Work out the asymptotic laws of truncated characters, and other
probabilistic aspects, for the quantum groups UC

N .

Obvioiusly, this is something quite complicated, because in contrast for instance with

what happens for the quantum groups U
(r)
N , where we have explicit matrix models for doing

our computations, for the quantum groups UC
N there is nothing to rely upon, apart from

the quite heavy combinatorics producing their definition. However, we have 3 examples
that we are familiar with, from Theorem 8.30 (1,2,3), so the first step towards solving the
exercise would be that of conjecturing something, based on these 3 examples.



Part III

The discrete case



It’s in your eyes
I can tell what you’re thinking

My heart is sinking too
It’s no surprise



CHAPTER 9

Real reflections

9a. Basic series

In this third part of the present book we investigate the discrete, or reflection easy
quantum group case. This is the most mysterious case, with many interesting and un-
expected examples involved, and reminding the magic world of the complex reflection
groups. The study here being the most difficult, a large part of our results will spill into
results regarding the general case too. In order to explain our strategy, let us go back to
the standard cube formed by the main easy quantum groups, namely:

K+
N

// U+
N

H+
N

//

==

O+
N

>>

KN
//

OO

UN

OO

HN

OO

<<

// ON

OO

<<

We will be mainly interested in the left face of the cube, which is of “discrete” nature,
as opposed to the right face, which is of obvious continuous nature. This left face contains
the main examples of quantum reflection groups that we have, namely:

H+
N

// K+
N

HN

OO

// KN

OO

As a first observation, we know in fact far many more quantum reflection groups that
this. Indeed, just by looking at the main examples of classical and free quantum groups
that we know, we have in fact the following rectangular diagram, with s ∈ {1, 2, . . . ,∞},

203
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and with the values s = 1,∞ covering the vertices of the rectangle:

S+
N

// Hs+
N

// K+
N

SN

OO

// Hs
N

OO

// KN

OO

In addition to this, we can talk about half-liberations, with K∗
N , H

∗
N being quantum

groups that we already met, and we can talk as well about products with Z2, with the
quantum group S◦

N = SN × Z2 being again a quantum group that we already met.

In short, we have many examples of quantum reflection groups, and are a bit in trouble
with starting something. A good idea would be that of restricting the attention to the
real case. Here, with respect to the above rectangular diagram, only the cases s = 1, 2
qualify, and we are left with a rather simple square diagram, as follows:

S+
N

// H+
N

SN

OO

// HN

OO

However, as mentioned above, this is not all, because we can talk for instance about
the half-liberation H∗

N , and with the remark that this will not fit well into our diagram,
due to the collapsing result S∗

N = SN . Also, we can talk as well about the quantum groups
G◦

N = GN × Z2, and once again here with a bad functoriality remark, namely that we
have H◦

N = HN . And finally, even worse on this topic, as we will soon discover, there are
in fact uncountably many examples of easy quantum groups SN ⊂ G ⊂ H+

N .

Looks like we are completely lost, so time to ask the cat. And cat says:

Cat 9.1. Go for the beauty, the easy kill is H×
N .

Thanks cat, and although there is some confusion here between beauty, easiness,
predator and prey and so on, at least from my peaceful human viewpoint, I must confess
that, forgetting all the math that I know, HN looks to be indeed the most beautiful
reflection group of them all. So, we should go for its liberations H×

N , and whether that
will be an easy or difficult task, and then what to do afterwards, remains to be seen.

Anticipating now a bit, in order to make a plan out of this, for the present Part III
of the present book, let us go back to the left face of the standard cube, containing the
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main examples of quantum reflection groups that we have, namely:

H+
N

// K+
N

HN

OO

// KN

OO

We will investigate in this chapter, following the early paper [15], and then the papers
of Raum-Weber [71], [72], [73], the intermediate subgroup question for the left edge,
HN ⊂ G ⊂ H+

N . Then, in chapter 10 we will extend this study to the case of the
intermediate subgroups SN ⊂ G ⊂ H+

N , and with a bit more work involved, we will obtain
from this a classification result in the real case, SN ⊂ G ⊂ O+

N .

Afterwards, in chapter 11 we will do a similar work for the right edge, KN ⊂ G ⊂ K+
N ,

and more generally for the intermediate quantum groups HN ⊂ G ⊂ K+
N , and even more

generally, for the intermediate quantum groups SN ⊂ G ⊂ K+
N . And finally, in chapter 12

we will discuss, still following [15] and Raum-Weber [71], [72], [73], and the more recent
work of Mang-Weber [65], [66], various structure and classification results for the whole
left face of the cube, and then for the general easy quantum groups SN ⊂ G ⊂ U+

N .

Getting to work now, for the reasons explained above, we will be first interested in
this chapter in the various easy liberations of the hyperoctahedral group HN :

Question 9.2. What are the intermediate easy quantum groups

HN ⊂ G ⊂ H+
N

lying between HN = Z2 ≀ SN , and its free version H+
N = Z2 ≀∗ S+

N?

We have so far only three examples of such quantum groups, namely the endpoints
HN , H

+
N themselves, and the half-classical quantum group H∗

N , sitting in the middle:

HN ⊂ H∗
N ⊂ H+

N

In order to construct more examples, let us first look for intermediate objects for the
inclusion on the left, HN ⊂ G ⊂ H∗

N . Following [15], we can first introduce a new series of

quantum groups, H
(s)
N with s ∈ {2, 3, . . . ,∞}, which “interpolates” between the endpoints

H
(2)
N = HN and H

(∞)
N = H∗

N , the inclusions being as follows:

HN = H
(2)
N ⊂ . . . ⊂ H

(s)
N ⊂ . . . ⊂ H

(∞)
N = H∗

N

To be more precise, let us define H
(s)
N as being obtained from H∗

N by imposing the
“s-commutation” condition abab . . . = baba . . . (length s words) to the basic coordinates

uij. It is convenient to write down the complete definition of H
(s)
N , as follows:
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Definition 9.3. C(H
(s)
N ) is the universal C∗-algebra generated by N2 self-adjoint

variables uij, subject to the following relations:

(1) Orthogonality: uut = utu = 1, where u = (uij) and u
t = (uji).

(2) Cubic relations: uijuik = ujiuki = 0, for any i and any j ̸= k.
(3) Half-commutation: abc = cba, for any a, b, c ∈ {uij}.
(4) s-mixing relation: abab . . . = baba . . . (length s words), for any a, b ∈ {uij}.

Observe that at s = 2 the s-mixing relation is the usual commutation ab = ba. This
relation being stronger than the half-commutation abc = cba, we are led to the algebra
generated by N2 commuting self-adjoint variables satisfying (1,2), which is C(HN):

H
(2)
N = HN

As for the case s =∞, here according to our usual conventions regarding relations of
infinite length, used throughout this book, the s-mixing relation disappears by definition.
Thus we are led to the algebra defined by the relations (1,2,3), which is C(H∗

N):

H
(∞)
N = H∗

N

Summarizing, Definition 9.3 provides us indeed with a new series of hyperoctahedral
quantum groups, which are, as previously claimed, as follows:

HN = H
(2)
N ⊂ . . . ⊂ H

(s)
N ⊂ . . . ⊂ H

(∞)
N = H∗

N

All this is quite interesting, so let us present now a detailed study of H
(s)
N , from an

algebraic and probabilistic viewpoint. Our first technical result is as follows:

Proposition 9.4. For a closed subgroup G ⊂ H∗
N , the following are equivalent:

(1) The basic coordinates uij satisfy abab . . . = baba . . . (length s words).
(2) We have Tπ ∈ End(u⊗s), where π = (135 . . . 2′4′6′ . . .)(246 . . . 1′3′5′ . . .).

Proof. According to the definition of the operators Tπ, the operator associated to
the partition in the statement is given by the following formula:

Tπ(ea1 ⊗ eb1 ⊗ ea2 ⊗ eb2 ⊗ . . .) = δ(a)δ(b)eb ⊗ ea ⊗ eb ⊗ ea ⊗ . . .

Here we use the convention that δ(a) = 1 if all the indices ai are equal, and δ(a) = 0
otherwise, along with a similar convention for δ(b). As for the indices a, b appearing on
the right, these are the common values of the a indices and b indices, respectively, in the
case δ(a) = δ(b) = 1, and are irrelevant quantities in the remaining cases. Now with the
above formula of Tπ in hand, we have the following computation, for any u = (uij):

Tπu
⊗s(ea1 ⊗ eb1 ⊗ ea2 ⊗ . . .) =

∑
ij

ei ⊗ ej ⊗ ei ⊗ . . .⊗ uia1ujb1uia2 . . .
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Here the sum is over all indices i, j. Similarly, we have the following computation,
with the sum being this time over all multi-indices i = (i1, . . . , is), j = (j1, . . . , js):

u⊗sTπ(ea1 ⊗ eb1 ⊗ ea2 ⊗ . . .) = δ(a)δ(b)
∑
ij

ei1 ⊗ ej1 ⊗ ei2 ⊗ . . .⊗ ui1buj1aui2b . . .

But with these formulae in hand, the identification of the right terms, after a suitable
relabeling of indices, gives the equivalence in the statement. □

Still following [15], we have the following result:

Theorem 9.5. H
(s)
N is an easy quantum group, and its associated category P s

even is
that of the “s-balanced” partitions, i.e. partitions satisfying the following conditions:

(1) The total number of legs is even.
(2) In each block, the number of odd legs equals the number of even legs, modulo s.

Proof. This is something standard, which can be proved as follows:

(1) As a first remark, at s = 2 the first condition implies the second one, so here we
simply get the partitions having an even number of legs, corresponding to HN . Observe
also that at s = ∞ we get the partitions which are balanced, which correspond to the
quantum group H∗

N . Thus, we have indeed the result at the endpoints, s = 2,∞.

(2) Our first claim is that P s
even is indeed a category. But this follows by adapting the

s =∞ argument in the proof for H∗
N , just by adding “modulo s” everywhere.

(3) It remains to prove that this category corresponds indeed to H
(s)
N . But this follows

from the fact that the partition π appearing in Proposition 9.4 generates the category of
s-balanced partitions, as one can check by a routine computation. □

Observe in particular, coming as a consequence of Theorem 9.5, the fact that the

quantum groups H
(s)
N are indeed distinct. We will see in a moment, in Theorem 9.6

below, another proof of this fact, which is even nicer, and more intuitive.

As another result now, making us exit the real world, consider the complex reflection
group Hs

N = Zs ≀ SN , consisting of the monomial matrices having the s-roots of unity as

nonzero entries. Observe that we have PH
(s)
N = Hs

N/T. We have the following result:

Theorem 9.6. We have an isomorphism of projective quantum groups

PH
(s)
N = PHs

N

walid for any s ∈ {2, 3, . . . ,∞}.

Proof. Observe first that this statement holds indeed at s = 2, because here we have

H
(2)
N = H2

N = HN . This statement holds as well at s = ∞. In the general case, observe
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first that from H
(s)
N ⊂ H∗

N we get PH
(s)
N ⊂ PH∗

N = PKN , so PH
(s)
N is indeed a classical

group. In order to compute this group, consider the following diagram:

Hs
N ⊂ U+

N

∪ ∪

SN ⊂ H
(s)
N

The corresponding sets of partitions are then as follows:

P s
even(2k, 2l) ⊃ P2(2k, 2l)

∪ ∪

P (2k, 2l) ⊃ P s
even(2k, 2l)

Let us look now at the projective versions of the above quantum groups:

PHs
N ⊂ PU+

N

∪ ∪

PHN ⊂ PH
(s)
N

As before for H∗
N , we are in the situation where we have two quantum subgroups

having the same diagrams, and we conclude that we have PH
(s)
N = PHs

N . □

There are many other things that can be said about H
(s)
N , of more specialized nature,

and we will be back to this, once we will have more tools for studying such quantum groups.
The idea indeed is that the above results, which are quite straightforward, exclusively
based on easiness, can be complemented by some very concrete results as well, for instance
in connection with semidirect products, following [71], [72]. But more on this later.

Moving ahead now, still following the old paper [15], we can introduce as well a second

one-parameter series of hyperoctahedral quantum groups, H
[s]
N with s ∈ {2, 3, . . . ,∞},

again having as main particular case the group H
[2]
N = HN , as follows:

Definition 9.7. C(H
[s]
N ) is the universal C∗-algebra generated by N2 self-adjoint vari-

ables uij, subject to the following relations:

(1) Orthogonality: uut = utu = 1, where u = (uij) and u
t = (uji).

(2) Ultracubic relations: acb = 0, for any a ̸= b on the same row or column of u.
(3) s-mixing relation: abab . . . = baba . . . (length s words), for any a, b ∈ {uij}.
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Our first task is to compare the defining relations for H
[s]
N with those for H

(s)
N . In order

to deal at the same time with the cubic and ultracubic relations, it is convenient to use a
statement regarding a certain unifying notion, of “k-cubic” relations:

Proposition 9.8. For a closed subgroup G ⊂ O+
N , the following are equivalent:

(1) The basic coordinates uij satisfy the k-cubic relations, namely

ac1 . . . ckb = 0

for any a ̸= b on the same row or column of u, and for any c1, . . . , ck.
(2) We have Tπ ∈ End(u⊗k+2), where π is the following partition,

π = (1, 1′, k + 2, k + 2′)(2, 2′) . . . (k + 1, k + 1′)

and where u = (uij) is as usual the fundamental corepresentation.

Proof. According to the definition of the operators Tπ, the operator associated to
the partition in the statement is given by the following formula:

Tπ(ea ⊗ ec1 ⊗ . . .⊗ eck ⊗ eb) = δabea ⊗ ec1 ⊗ . . .⊗ eck ⊗ ea
But this gives the following formula, for any u = (uij), with sum over all indices i, l:

Tπu
⊗k+2(ea ⊗ ec1 ⊗ . . .⊗ eck ⊗ eb)

=
∑
ij

ei ⊗ ej1 ⊗ ...⊗ ejk ⊗ ei ⊗ uiauj1c1 . . . ujkckuib

Similarly, we have the following formula, again for any u = (uij), and with the sum
being this time over all multi-indices j = (j1, . . . , jk):

u⊗k+2Tπ(ea ⊗ ec1 ⊗ . . .⊗ eck ⊗ eb)
= δab

∑
ijl

ei ⊗ ej1 ⊗ ...⊗ ejk ⊗ el ⊗ uiauj1c1 . . . ujkckula

Now the identification of the right terms gives the equivalence in the statement. □

We can now establish the precise relationship between H
[s]
N and H

(s)
N , and also show

that no further series can appear in this way, the result being as follows:

Proposition 9.9. For k ≥ 1 the k-cubic relations are all equivalent to the ultracubic
relations, and they imply the cubic relations.

Proof. This follows indeed from the following two observations:

(1) The k-cubic relations imply the 2k-cubic relations. Indeed, one can connect two
copies of the partition π in Proposition 9.8, by gluing them with two semicircles in the
middle, and the resulting partition is the one implementing the 2k-cubic relations.

(2) The k-cubic relations imply the (k − 1)-cubic relations. Indeed, by capping the
partition π in Proposition 9.8 with a semicircle at bottom right, we get a certain partition
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π′ ∈ P (k+2, k), and by rotating the upper right leg of this partition we get the partition
π′′ ∈ P (k + 1, k + 1) implementing the (k − 1)-cubic relations. □

The above statement shows that replacing in Definition 9.7 the ultracubic condition
by any of the k-cubic conditions, with k ≥ 2, won’t change the resulting quantum group.
The other consequences of Proposition 9.9 can be summarized as follows:

Proposition 9.10. The quantum groups H
[s]
N have the following properties:

(1) We have H
(s)
N ⊂ H

[s]
N ⊂ H+

N .

(2) At s = 2 we have H
[2]
N = H

(s)
N = HN .

(3) At s ≥ 3 we have H
(s)
N ̸= H

[s]
N .

Proof. All the assertions basically follow from Proposition 9.9, as follows:

(1) For the first inclusion, we need to show that half-commutation + cubic implies
ultracubic, and this can be done by placing the half-commutation partition next to the
cubic partition, then using 2 semicircle cappings in the middle. The second inclusion
follows from Proposition 9.9, because the ultracubic relations (1-cubic relations) imply
the cubic relations (0-cubic relations). Thus, we have both inclusions.

(2) Observe first that at s = 2 the s-commutation relation is the usual commutation
relation ab = ba. Thus we are led here to the algebra generated by N2 commuting
self-adjoint variables satisfying the cubic condition, which is C(HN).

(3) Finally, H
(s)
N ̸= H

[s]
N will be a consequence of the results below, because at s ≥ 3 the

half-commutation partition p = (14)(25)(36) is s-balanced but not locally s-balanced. □

Still following [15], we have the following result:

Theorem 9.11. H
[s]
N is an easy quantum group, and its associated category is that of

the “locally s-balanced” partitions, i.e. partitions having the property that each of their
subpartitions (i.e. partitions obtained by removing certain blocks) are s-balanced.

Proof. This is routine from what we have, the idea being as follows:

(1) As a first remark, at s = 2 the locally s-balancing condition is automatic for a
partition having blocks of even size, so we get indeed the category corresponding to HN .

(2) In the general case now, our first claim is that the locally s-balanced partitions
from indeed a category of partitions. But this follows simply by adapting the argument
in the proof for H∗

N , just by adding “locally” everywhere.

(3) It remains to prove that this category corresponds indeed to the quantum group

H
[s]
N . But this follows from the fact that the partition generating the category of locally

balanced partitions, namely π = (1346)(25), is nothing but the one implementing the
ultracubic relations, as one can check by a routine computation. □
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There are many other things that can be said about the quantum groups H
(s)
N and

H
[s]
N , or algebraic and analytic nature. We will be back to all this later, following [71],

[72], once we will have more tools for the study of these quantum groups.

9b. Limiting objects

The quantum groups H
(s)
N and H

[s]
N constructed above are all contained in H

[∞]
N , and

before going further with the construction of more examples, we would like to study in

detail this quantum group H
[∞]
N . Following as before [73], let us begin with:

Definition 9.12. We let P
[∞]
even be the category generated by the partition

η =

◦ ◦ ◦

◦ ◦ ◦

and we denote by H
[∞]
N the corresponding easy quantum group HN ⊂ G ⊂ H+

N .

The partitions π ∈ P [∞]
even can be characterized by the fact that all their subpartitions

σ ⊂ π belong P ∗
even. That is, the following condition must satisfied:

σ ⊂ π =⇒ σ ∈ P ∗
even

As an illustration, let us verify that we have indeed η ∈ P [∞]
even. The standard coloring

of η, with alternating colors, as per the usual P ∗
even requirements, is as follows:

• ◦ •

◦ • ◦
We can see that this partition has then the same number of ◦, • legs. As for the

subpartitions, these are as follows, again having the same number of ◦, • legs:
• ◦

◦ •

•

◦

Regarding now the quantum group H
[∞]
N , it is known that this contains H∗

N , and

also that H
[∞]
N ⊂ O+

N appears by assuming that the standard coordinates uij satisfy the
relations abc = 0, for any a ̸= c on the same row or column of u. In fact, we have:
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Theorem 9.13. Let H
[∞]
N ⊂ O+

N be the compact quantum group obtained via the rela-
tions abc = 0, whenever a ̸= c are on the same row or column of u.

(1) We have inclusions H∗
N ⊂ H

[∞]
N ⊂ H+

N .
(2) We have ab1 . . . brc = 0, whenever a ̸= c are on the same row or column of u.
(3) We have ab2 = b2a, for any two entries a, b of u.

Proof. We briefly recall the proof in [73], for future use in what follows. Our first

claim is that H
[∞]
N comes, as an easy quantum group, from the following diagram:

π =

◦ ◦ ◦

◦ ◦ ◦

Indeed, this diagram acts via the following linear map:

Tπ(eijk) = δikeijk

We therefore have the following formula:

Tπu
⊗3eabc = Tπ

∑
ijk

eijk ⊗ uiaujbukc

=
∑
ijk

eijk ⊗ δikuiaujbukc

On the other hand, we have as well the following formula:

u⊗3Tπeabc = u⊗3δaceabc

=
∑
ijk

eijk ⊗ δacuiaujbukc

Thus the condition Tπ ∈ End(u⊗3) is equivalent to the following relations:

(δik − δac)uiaujbukc = 0

The non-trivial cases are i = k, a ̸= c and i ̸= k, a = c, and these produce the following
relations between the standard coordinates of our quantum group:

– uiaujbuic = 0 for any a ̸= c.

– uiaujbuka = 0, for any i ̸= k.

Thus, we have reached to the standard relations for the quantum group H
[∞]
N .
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(1) We have the following formula:

◦ ◦ ◦ ◦ ◦

◦ ◦ ◦ ◦ ◦

=

◦ ◦ ◦

◦ ◦ ◦
We have as well the following formula:

◦ ◦ ◦

◦ ◦ ◦

=

◦ ◦

◦ ◦
Thus, we obtain inclusions as desired, namely:

H∗
N ⊂ H

[∞]
N ⊂ H+

N

(2) At r = 2, the relations ab1b2c = 0 come indeed from the following diagram:

◦ ◦ ◦ ◦ ◦ ◦

◦ ◦ ◦ ◦ ◦ ◦

=

◦ ◦ ◦ ◦

◦ ◦ ◦ ◦
In the general case r ≥ 2 the proof is similar, see [15] for details.

(3) We use here an idea from [73]. By rotating π, we obtain:

◦ ◦ ◦

◦ ◦ ◦

→

◦ ◦

◦ ◦ ◦ ◦

→

◦ ◦ ◦

◦ ◦ ◦
Let us denote by σ the partition on the right. Since Tσ(eijk) = δijekji, we obtain:

Tσu
⊗3eabc = Tσ

∑
ijk

eijk ⊗ uiaujbukc

=
∑
ijk

ekji ⊗ δijuiaujbukc

On the other hand, we obtain as well the following formula:

u⊗3Tσeabc = u⊗3δabecba

=
∑
ijk

ekji ⊗ δabukcujbuia
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Thus the condition Tσ ∈ End(u⊗3) is equivalent to the following relations:

δijuiaujbukc = δabukcujbuia

Now by setting j = i, b = a in this formula we obtain the following formula:

u2iaukc = ukcu
2
ia

But these are exactly the commutation relations in the statement, as desired. □

In order to discuss some further features of H
[∞]
N , we will need some basic twisting

theory. We will systematically discuss the twisting in chapter 13, and in what concerns
the present chapter, we will only need here the following standard fact:

Proposition 9.14. There is a signature map ε : Peven → {−1, 1}, given by

ε(τ) = (−1)c

where c is the number of switches needed to make τ noncrossing. In addition:

(1) For τ ∈ Sk, this is the usual signature.
(2) For τ ∈ P2 we have (−1)c, where c is the number of crossings.
(3) For τ ≤ π ∈ NCeven, the signature is 1.

Proof. In order to show that the signature map ε : Peven → {−1, 1} in the statement,
given by ε(τ) = (−1)c, is well-defined, we must prove that the number c in the statement
is well-defined modulo 2. It is enough to perform the verification for the noncrossing
partitions. More precisely, given τ, τ ′ ∈ NCeven having the same block structure, we must
prove that the number of switches c required for the passage τ → τ ′ is even.

In order to do so, observe that any partition τ ∈ P (k, l) can be put in “standard
form”, by ordering its blocks according to the appearence of the first leg in each block,
counting clockwise from top left, and then by performing the switches as for block 1 to
be at left, then for block 2 to be at left, and so on.

The point now is that, under the assumption τ ∈ NCeven(k, l), each of the moves
required for putting a leg at left, and hence for putting a whole block at left, requires an
even number of switches. Thus, putting τ is standard form requires an even number of
switches. Now given τ, τ ′ ∈ NCeven having the same block structure, the standard form
coincides, so the number of switches c required for the passage τ → τ ′ is indeed even.

Regarding now the remaining assertions, these are all elementary:

(1) For τ ∈ Sk the standard form is τ ′ = id, and the passage τ → id comes by
composing with a number of transpositions, which gives the signature.

(2) For a general τ ∈ P2, the standard form is of type τ ′ = | . . . |∪...∪∩...∩, and the passage
τ → τ ′ requires c mod 2 switches, where c is the number of crossings.

(3) Assuming that τ ∈ Peven comes from π ∈ NCeven by merging a certain number of
blocks, we can prove that the signature is 1 by proceeding by recurrence. □
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Getting back now to H
[∞]
N , we have the following useful result, regarding it:

Theorem 9.15. We have the following equalities,

P ∗
even =

{
π ∈ Peven

∣∣∣ε(τ) = 1,∀τ ≤ π, |τ | = 2
}

P [∞]
even =

{
π ∈ Peven

∣∣∣σ ∈ P ∗
even,∀σ ⊂ π

}
P [∞]
even =

{
π ∈ Peven

∣∣∣ε(τ) = 1,∀τ ≤ π
}

where ε : Peven → {±1} is the signature of even permutations.

Proof. This is routine combinatorics, from [2], [73], the idea being as follows:

(1) Given π ∈ Peven, we have τ ≤ π, |τ | = 2 precisely when τ = πβ is the partition
obtained from π by merging all the legs of a certain subpartition β ⊂ π, and by merging
as well all the other blocks. Now observe that πβ does not depend on π, but only on
β, and that the number of switches required for making πβ noncrossing is c = N• − N◦
modulo 2, where N•/N◦ is the number of black/white legs of β, when labelling the legs
of π counterclockwise ◦ • ◦ • . . . Thus ε(πβ) = 1 holds precisely when β ∈ π has the same
number of black and white legs, and this gives the result.

(2) This simply follows from the equality P
[∞]
even =< η > coming from Theorem 9.13,

by computing < η >, and for the complete proof here we refer to [73].

(3) We use the fact, also from [73], that the relations gigigj = gjgigi are trivially
satisfied for real reflections. We conclude from this that we have:

P [∞]
even(k, l) =

{
ker

(
i1 . . . ik
j1 . . . jl

) ∣∣∣gi1 . . . gik = gj1 . . . gjl inside Z∗N
2

}
Thus, the partitions in P

[∞]
even are those describing the relations between variables sub-

ject to the conditions g2i = 1. We conclude that P
[∞]
even appears from NCeven by “inflating

blocks”, in the sense that each π ∈ P [∞]
even can be transformed into a partition π′ ∈ NCeven

by deleting pairs of consecutive legs, belonging to the same block. Now since this op-
eration leaves invariant modulo 2 the number c ∈ N of switches in the definition of the
signature, it leaves invariant the signature ε = (−1)c itself, and we obtain the inclusion
“⊂”. Conversely, given π ∈ Peven satisfying ε(τ) = 1, ∀τ ≤ π, our claim is that:

ρ ≤ σ ⊂ π, |ρ| = 2 =⇒ ε(ρ) = 1

Indeed, let us denote by α, β the two blocks of ρ, and by γ the remaining blocks of
π, merged altogether. We know that the partitions τ1 = (α ∧ γ, β), τ2 = (β ∧ γ, α),
τ3 = (α, β, γ) are all even. On the other hand, putting these partitions in noncrossing
form requires respectively s+ t, s′+ t, s+s′+ t switches, where t is the number of switches
needed for putting ρ = (α, β) in noncrossing form. Thus t is even, and we are done. With



216 9. REAL REFLECTIONS

the above claim in hand, we conclude, by using the second equality in the statement, that

we have σ ∈ P ∗
even. Thus we have π ∈ P [∞]

even, which ends the proof of “⊃”. □

There are many other things that can be said about the quantum groups H
[∞]
N intro-

duced above, both at the algebraic and probabilistic level. We will be back to this.

9c. Varieties of groups

Following the papers of Raum-Weber [71], [72], [73], we will extend now the construc-

tion of the series H
(s)
N and H

[s]
N , that we have so far, into something very general, which

will cover in fact all the intermediate easy quantum groups, as follows:

HN ⊂ G ⊂ H
[∞]
N

This will be something quite tricky, with some delicate group theory and algebra
involved. Following [71], [72], [73], let us start with the following definition:

Definition 9.16. We call real reflection group any finitely generated discrete group,
whose generators are real reflections, in the sense that they square up to 1:

Γ =< g1, . . . , gN > , g2i = 1

Such a real reflection group is called uniform if each permutation σ ∈ SN produces a group
automorphism, given on generators by the following formula:

gi → gσ(i)

Also, we say that Γ is non-degenerate when its biggest abelian quotient, obtained by im-
posing commutation relations to all the generators gi, equals the group ZN

2 .

There are many things that can be said, about these conditions. As a first observation,
having a real reflection group as above is the same as having a quotient as follows:

Z∗N
2 → Γ

When assuming in addition that Γ is non-degenerate, in the above sense, we can see
that Γ must appear as an intermediate discrete group, as follows:

Z∗N
2 → Γ→ ZN

2

It is quite useful at this point to look as well at the dual of Γ, from this perspective.
If we denote as usual by T+

N the free real torus, appearing as dual of Z∗N
2 , having a real

reflection group as above is the same as having a compact quantum group as follows:

Γ̂ ⊂ T+
N

Moreover, assuming in addition that Γ is non-degenerate, in the above sense, we can

see that Γ̂ must appear as an intermediate compact quantum group, as follows:

TN ⊂ Γ̂ ⊂ T+
N
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At the level of examples of such groups, we have 3 examples to be always kept in
mind, coming from our usual classical / half-classical / free philosophy, namely:

(1) The group ZN
2 , usual product of Z2 with itself.

(2) The group Z◦N
2 , with ◦ standing for free product up to abc = cba.

(3) The group Z∗N
2 , usual free product of Z2 with itself.

Following Raum and Weber [71], [72], [73], we will prove now that the easy quantum

groups HN ⊂ G ⊂ H
[∞]
N are in correspondence with the uniform real reflection groups

Z∗∞
2 → Γ→ Z∞

2 , with the main instances of this correspondence being as follows:

ZN
2 Z◦N

2
oo Z∗N

2
oo

HN
// H∗

N
// H

[∞]
N

This will be something quite tricky, with the correspondence involving as well the
corresponding categories of partitions, which will be as follows:

P [∞]
even ⊂ D ⊂ Peven

Getting started now, as a first result, which is something of purely group-theoretical
nature, and without many assumptions on the groups involved, we have:

Proposition 9.17. Given a real reflection group Z∗N
2 → Γ, the following family of

subsets D(k, l) ⊂ P (k, l) is a category of partitions

D(k, l) =

{
π ∈ P (k, l)

∣∣∣ ker(i
j

)
≤ π =⇒ gi1 . . . gik = gj1 . . . gjl

}
satisfying P

[∞]
even ⊂ D ⊂ P . Moreover, this category appears as

P [∞]
even ⊂ D ⊂ Peven

when assuming that our real reflection group Γ is non-degenerate.

Proof. There are many things to be checked here, namely the 5 axioms for the
categories of partitions, and then the inclusions regarding D, the idea being as follows:

(1) Composition. We must prove here that the following happens:

π, σ ∈ D =⇒
[
π
σ

]
∈ D
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So, assume π, σ ∈ D, which amounts in saying that we have:

ker

(
i

j

)
≤ π =⇒ gi1 . . . gik = gj1 . . . gjl

ker

(
j

s

)
≤ π =⇒ gj1 . . . gjl = gs1 . . . gsm

In order to prove our result, we must prove that the following happens:

ker

(
i

s

)
≤
[
π
σ

]
=⇒ gi1 . . . gik = gs1 . . . gsm

But this is clear from our assumptions π, σ ∈ D above. Indeed, since the condition on
the left, namely ker(is) ≤ [πσ], tells us that the indices fit, we can come up with a middle
index j which fits with both i, s, and we get our result, coming from:

gi1 . . . gik = gj1 . . . gjl = gs1 . . . gsm

(2) Tensor products. We must prove here that the following happens:

π, σ ∈ D =⇒ [π σ] ∈ D
So, assume π, σ ∈ D, which amounts in saying that we have:

ker

(
i

j

)
≤ π =⇒ gi1 . . . gik = gj1 . . . gjl

ker

(
s

t

)
≤ π =⇒ gs1 . . . gsm = gt1 . . . gsn

In order to prove our result, we must prove that the following happens:

ker

(
p

q

)
≤ [π σ] =⇒ gp1 . . . gpk+m

= gq1 . . . gql+n

But this is clear from our assumptions π, σ ∈ D above. Indeed, since the condition on
the left, namely ker(pq) ≤ [π σ], tells us that the indices fit, we can split each our indices
as p = (is) and q = (jt), and we get our result, coming from:

gp1 . . . gpk+m
= gi1 . . . gik · gs1 . . . gsm
= gj1 . . . gjl · gt1 . . . gsn
= gq1 . . . gql+n

(3) Conjugation. We must prove here that the following happens:

π, σ ∈ D =⇒ π∗ ∈ D
So, assume π, σ ∈ D, which amounts in saying that we have:

ker

(
i

j

)
≤ π =⇒ gi1 . . . gik = gj1 . . . gjl
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In order to prove our result, we must prove that the following happens:

ker

(
p

q

)
≤ π∗ =⇒ gp1 . . . gpl = gq1 . . . gqk

But this is clear from our assumption π ∈ D above. Indeed, the condition on the left,
namely ker(pq) ≤ π∗, tells us that the indices fit, and we deduce from this by upside-down
turning that we must have ker(qp) ≤ π, and we get our result, coming from:

gp1 . . . gpl = gj1 . . . gjl
= gi1 . . . gik
= gq1 . . . gqk

(4) Unit. We must prove here that the following happens:

ker

(
i

j

)
≤ 1k =⇒ gi1 . . . gik = gj1 . . . gjk

But this is clear, because the condition on the left, namely ker(ij) ≤ 1k, tells us that
our indices must be equal, i = j, and so the equality to be proved is trivial.

(5) Semicircle. Here we must prove that the following happens:

ker(ab) ≤ ∩ =⇒ gagb = 1

But this is clear, because the condition on the left, namely ker(ab) ≤ ∩, tells us that
our indices must be equal, a = b, and the formula to be proved becomes gaga = 1, which
is true, due to our assumption that Γ is a real reflection group.

(6) Inclusion P
[∞]
even ⊂ D. In order to prove this inclusion, consider the following

partition, that we alredy met in the above, when investigating the category P
[∞]
even:

η =

◦ ◦ ◦

◦ ◦ ◦
We have then η ∈ D, coming from the following formula for group elements:

gagagb = gbgaga

Thus we obtain our inclusion of categories, in the following way:

< η >= P [∞]
even ⊂ D

(7) Inclusion D ⊂ Peven, assuming Γ → ZN
2 . In order to prove this, assume by

contradiction that we have D ̸⊂ Peven. But this means that we have at least one partition
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π ∈ D having some blocks of odd length, and by capping with semicircles we conclude
that either the singleton, or the double singleton, must be in D:

| ∈ D , || ∈ D

But in both cases the double singleton must be in D:

|| ∈ D

Our claim now is that this is contradictory. Indeed, this condition tells us that we
must have gagb = 1, for any indices a, b, and by using now our non-degeneracy assumption
Γ→ ZN

2 , or rather its consequence Γ ̸= {1}, we obtain our contradiction, as desired. □

The above result is very nice. At the level of main examples, the basic groups, taken
in an N >> 0 sense, produce the following categories of partitions:

ZN
2 Z◦N

2
oo Z∗N

2
oo

Peven P ∗
even

oo P
[∞]
even

oo

More generally, for any s ∈ {2, 4, . . . ,∞}, the categories of partitions for the quantum
groups H

(s)
N ⊂ H

[s]
N come from the quotients of Z◦N

2 ← Z∗N
2 by the relations (ab)s = 1:

ZN
2 Z◦N

2 / < (ab)s = 1 >oo Z∗N
2 / < (ab)s = 1 >oo

Peven
// P

(s)
even

// P
[s]
even

Conversely now, we have the following result, also from [71], [72], [73]:

Proposition 9.18. Given an intermediate category of partitions

P [∞]
even ⊂ D ⊂ Peven

we can associate to it a discrete group, as follows,

Γ =

〈
g1, . . . gN

∣∣∣gi1 . . . gik = gj1 . . . gjl ,∀i, j, k, l, ker
(
i

j

)
∈ D(k, l)

〉
which is a uniform reflection group Z∗N

2 → Γ→ ZN
2 .
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Proof. Again, many things to be checked here, the idea being as follows:

(1) First of all, the construction in the statement produces indeed a group, with the
verification of the group axioms coming from the same computations as those in the
beginning of the proof of Proposition 9.17, read in the opposite sense.

(2) The fact that our group is indeed a real reflection group, Z∗N
2 → Γ, comes from

∩ ∈ D. Indeed, this condition tells us that we must have gaga = 1, as desired.

(3) The fact that we group Γ that we obtain is indeed uniform is standard too, coming
from the fact that our axioms for categories of partitions are permutation-invariant.

(4) Finally, the fact the we have Γ → ZN
2 can be seen by functoriality. Indeed, for

D = Peven we obtain Γ = ZN
2 , and so from D ⊂ Peven we get Γ→ ZN

2 , as desired. □

Our claim now is that the correspondences in Proposition 9.17 and Proposition 9.18
are inverse to each other. To be more precise, as explained in [72], the correspondences
Γ→ D and D → Γ are bijective, and inverse to each other, at N =∞:

Proposition 9.19. The above correspondences are one-to-one between:

(1) Uniform reflection groups Z∗∞
2 → Γ→ Z∞

2 .

(2) Categories of partitions P
[∞]
even ⊂ D ⊂ Peven.

Proof. This is something quite routine from what we have, and for details here, and
for further interpretations of all this, using some abstract algebra, we refer to [73]. □

Let us recall now, from the discussion following Proposition 9.17, that all our exam-
ples of easy quantum groups HN ⊂ G ⊂ H+

N , expect for the quantum group H+
N itself,

come from certain categories of partitions which are covered by the correspondence in
Proposition 9.19. This suggests to fine-tune the correspondence in Proposition 9.19, by
adding to the picture the corresponding easy quantum groups HN ⊂ G ⊂ H+

N as well,
and we have here the following remarkable result, from [71], [72], [73]:

Theorem 9.20. We have correspondences between:

(1) Uniform reflection groups Z∗∞
2 → Γ→ Z∞

2 .

(2) Categories of partitions P
[∞]
even ⊂ D ⊂ Peven.

(3) Easy quantum groups G = (GN), with H
[∞]
N ⊃ GN ⊃ HN .

Proof. This is something which is quite clear from what we have, and for details
here, and for some further interpretations of all this, using abstract algebra, we refer to
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[73]. As an illustration, as mentioned above, we have the following correspondences:

ZN
2 Z◦N

2
oo Z∗N

2
oo

HN
// H∗

N
// H

[∞]
N

More generally, for any s ∈ {2, 4, . . . ,∞}, the quantum groupsH
(s)
N ⊂ H

[s]
N constructed

in [15] come from the quotients of Z◦N
2 ← Z∗N

2 by the relations (ab)s = 1:

ZN
2 Z◦N

2 / < (ab)s = 1 >oo Z∗N
2 / < (ab)s = 1 >oo

HN
// H

(s)
N

// H
[s]
N

For details on all this, and more, we refer to [73]. □

As before with other examples of new quantum reflection groups, there are many other
things that can be said, both of algebraic and probabilistic nature.

9d. Crossed products

With the results that we have so far, the classification of the easy quantum groups
HN ⊂ G ⊂ H+

N is not over yet, for instance because the correspondence in Theorem
9.20 does not cover the quantum group H+

N itself. Thus, there is still construction and
classification work to be done, and we will be of course back to this, in due time.

Before this, however, let us further examine what we have, from a purely algebraic
viewpoint. Since we have decomposition results HN = Z2 ≀ SN and H+

N = Z2 ≀∗ S+
N , our

classification problem for the intermediate easy quantum groups HN ⊂ G ⊂ H+
N amounts

in classifying the intermediate easy quntum groups, as follows:

Z2 ≀ SN ⊂ G ⊂ Z2 ≀∗ S+
N

Thus, we can expect the solutions G to appear as some kind of crossed products.
Generally speaking, however, this is not exactly true, and we will further comment on
this later on, once having the complete list of such intermediate easy quantum groups.

However, one thing that we can do is to try to work out such decomposition results,
for the solutions G that we already have, which are those of the form G = HΓ

N , found in
the previous section. We are led in this way to the following question:
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Question 9.21. Do the quantum groups G = HΓ
N that we found decompose as crossed

products, in analogy with the decomposition result HN = Z2 ≀ SN?

In order to answer this question, let us go back to the main examples that we have. In
what regards the very basic examples, the study here is quite elementary, and we conclude
that we do have crossed product decomposition results, as follows:

ZN
2 Z◦N

2
oo Z∗N

2
oo

ZN
2 ⋊ SN

// Z◦N
2 ⋊ SN

// Z∗N
2 ⋊ SN

To be more precise, the decomposition on the left, HN = ZN
2 ⋊ SN , is the same thing

as the usual writing HN = Z2 ≀ SN . As for the decompositions in the middle and on the

right, H∗
N = Z◦N

2 ⋊ SN and H
[∞]
N = Z∗N

2 ⋊ SN , these can be worked out by using the

numerous explicit descriptions of the quantum groups H∗
N and H

[∞]
N , found above.

More generally now, a similar study shows that in fact for any s ∈ {2, 4, . . . ,∞}, the
quantum groups H

(s)
N ⊂ H

[s]
N constructed in [15] come from the quotients of Z◦N

2 ← Z∗N
2

by the relations (ab)s = 1, via a crossed product operation, as follows:

ZN
2 Z◦N

2 / < (ab)s = 1 >oo Z∗N
2 / < (ab)s = 1 >oo

ZN
2 ⋊ SN

// Z◦N
2 / < (ab)s = 1 > ⋊SN

// Z∗N
2 / < (ab)s = 1 > ⋊SN

Summarizing, we have here some good evidence towards a “yes” answer to Question
9.21, and with the crossed product decomposition being every time something very simple,
involving the diagonal torus of HΓ

N . And the point now is that we have indeed such a
“yes” answer, in general, as shown by the following result, from [71], [72], [73]:

Theorem 9.22. We have a decomposition result of type

HΓ
N = Γ⋊ SN

with Γ, or rather its dual, being viewed as diagonal torus of HΓ
N .

Proof. This is something that we know to hold, from the above, for all the main
examples of easy quantum groups of type HΓ

N , and the proof in general is similar, basically
coming from what we have, and with some care in defining the relevant ⋊ operation for
the quantum groups involved. For full details on all this, we refer to [71], [72], [73]. □
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As a conclusion to all this, with respect to our objectives formulated in the beginning
of this chapter, we have solved half of the classification problem for the easy quantum
groups HN ⊂ G ⊂ H+

N . We will be back to the other half, in the next chapter.

9e. Exercises

The material in this chapter has been quite exciting, and suprising too, at the first
reading, and we have several interesting exercises about all this. First, we have:

Exercise 9.23. Work out in detail the further general theory for the quantum groups
HΓ

N , including toral subgroups, and crossed product decomposition results for them.

All this is normally quite standard, and if getting lost, you can always take a look at
the papers of Raum-Weber, where these questions are solved, and report on what you
learned. As a second exercise now, which is more of an open question, we have:

Exercise 9.24. Work out the basic probabilistic aspects of the quantum groups HΓ
N ,

in terms of the associated discrete groups Γ.

This is certainly something quite interesting, in waiting to be solved, for some time
already, and the work here is most likely quite routine.



CHAPTER 10

The real case

10a. General strategy

Good news, we have now all the needed ingredients for doing some exciting classifica-
tion work. We will discuss here, still following [15], and then the papers of Raum-Weber
[71], [72], [73], the classification problem for the orthogonal easy quantum groups:

SN ⊂ G ⊂ O+
N

We will see that a full classification result is available in this case, and with this being
one of the main achievements of the classification work for the easy quantum groups. The
discussion will use pretty much everything that we learned so far in this book, at the
examples and classification level, along with a number of supplementary ingredients.

In order to explain what is to be done, let us go back to the standard cube of easy
quantum groups, that we are very familiar with, namely:

K+
N

// U+
N

H+
N

//

==

O+
N

>>

KN
//

OO

UN

OO

HN

OO

<<

// ON

OO

<<

Assuming that we are in the twistable case, HN ⊂ G ⊂ O+
N , we are interested in

understanding the inner objects for the face of the cube facing us, namely:

H+
N

// O+
N

G

>>

HN

OO

//

==

ON

OO

225
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But here, the idea is very simple, namely that of “projecting” G on the upper and
lower edges, as to reach to a diagram as follows:

H+
N

// Gfree
// O+

N

G

OO

HN

OO

// Gclass
//

OO

ON

OO

Indeed, we know from chapter 6 what the values of both the classical and free quantum
groups Gclass, Gfree can be, so we will be left in this way with a quite routine study of the
intermediate objects for the liberation operation Gclass ⊂ Gfree.

This was for the idea, and I can feel the following question coming right away:

Question 10.1. Yes, but why not projecting G on the left and right edges? Or, even
better, projecting G on all 4 edges?

Good point, so an alternative technique would be indeed to project G on the left and
right edges, as to reach to a diagram as follows:

H+
N

// O+
N

Gdisc
//

OO

G // Gcont

OO

HN

OO

// ON

OO

In practice, however, this won’t really work, because the correspondence Gdisc ↔ Gcont

is very far from being bijective. To be more precise, according to our various results for
the left and right edges, on the left we have an uncountable family, probably followed by
some more objects, including H+

N , while on the right we only have 3 objects. That is, the
data that we will get from the above diagram will be as follows, not very usable:

Gdisc ∈
{
HΓ

N , . . . , H
+
N

}
, Gcont ∈

{
ON , O

∗
N , O

+
N

}
In contrast, our first idea, the one above, using the correspondence Gclass ↔ Gfree,

looks quite valuable, because this correspondence, that we are already familiar with, is
not exactly bijective, but is not far from being bijective either. So, good idea, and as a
piece of homework for us, lying ahead, let us record the following question:
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Problem 10.2. Clarify the bijectivity aspects of the correspondence

Gclass ↔ Gfree

before seriously getting to classification work.

As a funny comment here, the first systematic classification paper for the easy quantum
groups was [15], and this problem was of course duly investigated prior to that work, with
full scientific integrity, and with a quick “yes” answer, based on a previous mistake from
[22], leading to the conclusion that Gclass ↔ Gfree is trivially bijective. Later Weber
came in [92] with a counterexample/fix for [22], which was of course taken into account
afterwards, in the classification work of Raum-Weber [71], [72], [73]. More on this later,
but believe me, “no mistakes” usually means in mathematics mediocrity, so please stay
away from that, study interesting problems, and do mistakes from time to time.

Back to work now, everything that has been said above regards the twistable case,
HN ⊂ G ⊂ O+

N , which is the simplest. But normally the same technique should apply as
well to the general case, SN ⊂ G ⊂ O+

N , via a diagram as follows:

S+
N

// Gfree
// O+

N

G

OO

SN

OO

// Gclass
//

OO

ON

OO

To be more precise, again we know from chapter 6 what the classical and free orthog-
onal quantum groups are, and this should normally allow us to recover G, by performing
a case-by-case classification work, for each liberation operation Gclass ⊂ Gfree.

This was for the idea, and in practice, our starting point will be the result from chapter
6 regarding the classical and free orthogonal quantum groups. The statement, along with
some further details regarding the proof, that we will need here, is as follows:
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Theorem 10.3. The classical and free orthogonal easy quantum groups are

H+
N

// O+
N

S◦+
N

<<

B◦+
N

<<

S+
N

//

==

B+
N

<<

HN
//

OO

ON

OO

S◦
N

;;

B◦
N

;;

SN

OO

<<

// BN

OO

;;

with S◦
N = SN ×Z2, B

◦
N = BN ×Z2, and with S◦+

N ,B◦+
N being their liberations, where B◦+

N

stands for the two possible such liberations, B◦+
N ⊂ B◦◦+

N .

Proof. This is something that we know from chapter 6, with everything being quite
standard, except for the ramification question for the liberations of B◦

N , that we will recall
now. The continuous face of the cube, on the right, looks in detail as follows:

B+
N

// B◦+
N

// B◦◦+
N

// O+
N

BN

OO

// B◦
N

OO

// ON

OO

As for the corresponding categories of partitions, these are as follows, containing ob-
jects that we know, except for NC◦

12, NC
◦◦
12 , whose definition will come in a moment:

NC12

��

NC◦
12

oo

��

NC◦◦
12

oo NC2
oo

��
P12 P ◦

12
oo P2

oo

Getting now to the core of the problem, we know that B◦
N = BN × Z2 appears from

the category P ◦
12 of singletons and pairings, having an even total length. The point now

is that we have the following formulae for P ◦
12, which are both clear:

P ◦
12 =< /\ , | ∩| >=< /\ , || >
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Now when liberating at the level of these formulae, that is, when removing the crossing,
we obtain two possibly distinct categories, as follows:

NC◦
12 =< | ∩| > ⊃ NC◦◦

12 =< || >
Observe that we have indeed an inclusion as above, due to the following formula:

|| = [πσ] ∈< | ∩| > : π = | ∩| , σ = ||∪
However, we do not have equality, due to the following somewhat bizarre fact:

| ∩| /∈ < || >
So, this was for the story, the idea being that we have two noncrossing versions of P ◦

12,
and so two liberations of B◦

N , as constructed above. And for details, regarding all this,
and then the fix of the previous classification from [22], we refer to [92]. □

Getting back now to our classification program for the orthogonal easy quantum groups
SN ⊂ G ⊂ O+

N , we recall that our idea is very simple, namely that of regarding G as being
inside the cube from Theorem 10.3, and then “projecting” it on the upper and lower faces,
as to reach to a diagram as follows, where for convenience we have collapsed to 2D:

S+
N

// Gfree
// O+

N

G

OO

SN

OO

// Gclass
//

OO

ON

OO

Then, we will be left with a most likely quite routine classification problem for the
intermediate objects for the liberation Gclass ⊂ Gfree, and with this latter liberation
taking 7 possible values, according to our classification result from Theorem 10.3.

However, in view of the issues with B◦
N from Theorem 10.3, we must be very careful

with all this, especially when talking about Gclass and Gfree. So, following [15], and in
mind with the update coming from [92], let us start with the following definition:

Definition 10.4. Consider an easy quantum group SN ⊂ G ⊂ O+
N , coming from a

category of partitions NC2 ⊂ D ⊂ P .

(1) The classical version SN ⊂ Gclass ⊂ ON is obtained by setting Gclass = G ∩ ON .
Equivalently, G is the easy group coming from < D, /\ >.

(2) The free version S+
N ⊂ Gfree ⊂ O+

N is obtained by setting Gfree = {G,S+
N}. That

is, Gfree is the easy quantum group coming from D ∩NC.

Here we have used the general material regarding the operations ∩ and { , } from
chapter 3, and we refer to that chapter for more on all this.
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In practice now, at the quantum group level we obtain the rectangular diagram given
above, right before Definition 10.4, and at the level of categories of partitions we obtain
the following rectangular diagram, which is dual to the quantum group diagram:

NC

��

D ∩NCoo

��

NC2

��

oo

D

��
P < D, /\ >oo P2

oo

In relation now with Theorem 10.3, and with the questions that we are interested in,
in relation with our classification program, we have the following result:

Proposition 10.5. The following happen:

(1) We have (Gfree)class = Gclass.
(2) However, we can have (Gclass)free ̸= Gfree.

Proof. At the first glance, this might look as chapter 3 grade material, obtained by
playing with the categories in Definition 10.4, but since we have ̸= in (2), this is certainly
more subtle than that. To be more precise, we must use Theorem 10.3, as follows:

(1) With respect to the cube in Theorem 10.3, computing (Gfree)class means going up
and down, while computing Gclass means simply going down. But these operations lead
to the same outcome, namely one of the 6 objects on the lower face.

(2) We have a similar picture here, with computing (Gclass)free meaning going down
and up, and computing Gfree meaning going up. But these operations lead to the same
outcome, except in the case Gfree = B◦◦+

N , which cannot appear as (Gclass)free, because
due to our definitions of B◦+

N , B◦◦+
N , explained in the proof of Theorem 10.3, we have:

(B◦
N)free = B◦+

N ̸= B◦◦+
N

Thus, we have the result, the simplest counterexample being G = B◦◦+
N . □

Following [15], we begin our classification work with a technical result, valid in the
general case. Given an easy quantum group SN ⊂ G ⊂ O+

N , let us set, as before:

Gclass = G ∩ON

We know from the general properties of ∩ that, if we denote by D the category of
partitions associated to G, then the category of partitions associated to Gclass is:

Dclass =< D, /\ >
Consider as well the free version of G, defined as before as follows:

Gfree = {G,S+
N}
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According to our definition for the easy generation operation { , }, the category of
partitions for this latter quantum group is then given by:

Dfree = D ∩NC

Finally, let us call a category of partitions “even” when it consists of partitions having
an even number of legs. That is, D is even when the following happens:

k + l ∈ 2N+ 1 =⇒ D(k, l) = ∅

Observe that this is the case for the category of partitions P ◦ associated to the group
S◦
N = SN × Z2, which consists precisely of the partitions π ∈ P having an even number

of legs. In fact, by functoriality, the fact that a category of partitions D is even means
precisely that the corresponding easy quantum group G appears as follows:

S◦
N ⊂ G ⊂ O+

N

With these conventions, we have the following result, from [15], further building on
what we know from the above, regarding the classical and free version:

Proposition 10.6. Given an easy quantum group SN ⊂ G ⊂ O+
N as above, denote by

Λ,Λfree ⊂ N the sets of possible sizes of blocks of the partitions of D,Dfree.

(1) Λfree ⊂ Λ ⊂ Λfree ∪ (Λfree − 1).
(2) 1 ∈ Λ implies 1 ∈ Λfree.
(3) If Dfree is even, so is D.

Proof. We will heavily use the various abstract notions and results in [22]:

(1) The first inclusion in the statement, namely Λfree ⊂ Λ, follows from the following
inclusion of categories of partitions, which itself comes from definitions:

Dfree ⊂ D

(2) As for the second inclusion, namely Λ ⊂ Λfree ∪ (Λfree − 1), this is equivalent to
the following statement: “If β is a block of a partition π ∈ D, then there exists a certain
block β′ of a certain partition π′ ∈ Dfree, having size |β| or |β| − 1”.

(3) But this latter statement follows by using the “capping” method in [22]. Indeed,
we can cap π with semicircles, as for β to remain unchanged, and we end up with a certain
partition π′ consisting of β and of some extra points, at most one point between any two
legs of β, which might be connected or not. Note that the semicircle capping being a
categorical operation, this partition π′ remains in Dfree.

(4) Now by further capping π′ with semicircles, as to get rid of the extra points, the
size of β can only increase, and we end up with a one-block partition having size at least
that of β. This one-block partition is obviously noncrossing, and by capping it again with
semicircles we can reduce the number of legs up to |β| or |β| − 1, and we are done.



232 10. THE REAL CASE

(5) Getting now to the second assertion, the condition 1 ∈ Λ in the statement means
that there exists π ∈ D having a singleton. By capping π with semicircles outside this
singleton, we can obtain a singleton, or a double singleton. Since both these partitions
are noncrossing, and have a singleton, we obtain 1 ∈ Λfree, and we are done.

(6) Finally, regarding the last assertion, assume by contradiction that D is not even,
and consider a partition π ∈ D having an odd number of legs. By capping π with enough
semicircles we can arrange for ending up with a singleton, and since this singleton is by
definition in Dfree ∩NC, we obtain our contradiction, and are done. □

We are now in position of splitting the classification. Recall from Theorem 10.3 that
the classical and free orthogonal easy quantum groups are as follows:

H+
N

// O+
N

S◦+
N

<<

B◦+
N

<<

S+
N

//

==

B+
N

<<

HN
//

OO

ON

OO

S◦
N

;;

B◦
N

;;

SN

OO

<<

// BN

OO

;;

With this in mind, we can further build on what we know from Proposition 10.6, on
a case-by-case basis, and we are led to the following key result, from [15]:

Theorem 10.7. Given an easy quantum group SN ⊂ G ⊂ O+
N as before, construct its

classical version SN ⊂ Gclass ⊂ ON .

(1) If Gclass ̸= HN then Gclass ⊂ G ⊂ Gfree.
(2) If Gclass = HN then S◦

N ⊂ G ⊂ H+
N .

Proof. We recall that the inclusion G ⊂ Gfree follows from definitions. For the other
inclusion, we have 7 cases, depending on the exact value of the easy group Gclass, and of
Gfree, and we can solve each of these cases by using Proposition 10.6, as follows:

(1) Gclass = ON . Here we have Λfree = {2}, so we get {2} ⊂ Λ ⊂ {1, 2}. Moreover,
again by Proposition 10.6, we get Λ = {2}. Thus D ⊂ P2, which gives ON ⊂ G.

(2) Gclass = SN . Here there is nothing to prove, because we have an inclusion SN ⊂ G,
by definition of our easy quantum group G.

(3) Gclass = BN . Here we have Λfree = {1, 2}, so we get Λ = {1, 2}. Thus we have
D ⊂ P12, which gives an inclusion BN ⊂ G.
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(4) Gclass = S◦
N . Here we have an inclusion D ⊂ P by definition, and we deduce that

we have D ⊂ P ◦, which gives an inclusion S◦
N ⊂ G.

(5) Gclass = B◦
N and Gfree = B◦+

N . Here we have Λfree = {1, 2}, so we get Λ = {1, 2}.
This gives D ⊂ P12, and we get D ⊂ P ◦

12, which gives an inclusion B◦
N ⊂ G.

(6) Gclass = B◦
N and Gfree = B◦◦+

N . Here we have again Λfree = {1, 2}, so we get
Λ = {1, 2}. This gives D ⊂ P12, and we get D ⊂ P ◦

12, which gives B◦
N ⊂ G.

(7) Gclass = HN . Here we have D ⊂ P by definition, and we deduce that we have
D ⊂ P ◦, which gives an inclusion S◦

N ⊂ G. □

We can see from the above result that the case Gclass = HN is quite special, and this
is in tune with our findings from chapter 9, where we have seen that HN has uncountably
many liberations, and with the classification of such liberations being actually not over
yet. This ramification phenomenon will play a key role, in what follows.

10b. Liberation study

According to what we have so far, namely Theorem 10.3 and Theorem 10.7, we are
left with a case-by-case study, of the easy intermediate objects GN for various liberation
operations as follows, with the endpoints GN and G+

N being known:

GN ⊂ G×
N ⊂ G+

N

We have already seen such questions in this book, notably in chapter 6 for the group
SN , and then in chapter 7 for the group ON , with the conclusion that in these two cases,
the complete lists of such liberations are very short, as follows:

SN ⊂ S+
N , ON ⊂ O∗

N ⊂ O+
N

Moreover, in both these cases the proofs were quite similar, basically based on the
method of semicircle capping. We refer to chapters 6 and 7 for the whole story, and for
our purposes here, let us record these findings a bit informally, as follows:

Fact 10.8. The easy liberations of GN = SN , ON are as follows:

(1) They can be classified via semicircle capping.
(2) They consist of the half-liberations G∗

N and of the free versions G+
N .

(3) With the remark that for GN = SN , we have S∗
N = SN .

Getting back now to our liberation problem, in general, as formulated above, involving
an arbitary inclusion GN ⊂ G+

N , our goal will be that of extending this type of finding
to all the orthogonal easy groups that we know, by using similar methods, and with of
course the remark that the case of HN is special, needing more study.

In practice now, in order to start now the classification, based on what we have in
Theorem 10.7, we will need the following notions:
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Definition 10.9. Let π ∈ P (k, l) be a partition, with the points counted modulo k+ l,
counterclockwise starting from bottom left.

(1) We call semicircle capping of π any partition obtained from π by connecting with
a semicircle a pair of consecutive neighbors.

(2) We call singleton capping of π any partition obtained from π by capping one of
its legs with a singleton.

(3) We call doubleton capping of π any partition obtained from π by capping two of
its legs with singletons.

In other words, the semicircle, singleton and doubleton cappings are elementary oper-
ations on partitions, which lower the total number of legs by 2, 1, 2 respectively.

Observe that there are k+l possibilities for placing the semicircle or the singleton, and
(k+ l)(k+ l− 1)/2 possibilities for placing the double singleton. Observe also that in the
case of 2 particular “semicircle cappings”, namely those at left or at right, the semicircle
in question is rather a vertical bar, but we will still call it semicircle.

With these conventions, we have the following technical result, extending some tech-
nical results from chapters 6 and 7, that we will heavily use in what follows:

Proposition 10.10. Let π be a partition, having j legs.

(1) If π ∈ P2 − P ∗
2 and j > 4, there exists a semicircle capping π′ ∈ P2 − P ∗

2 .
(2) If π ∈ P ∗

2 −NC2 and j > 6, there exists a semicircle capping π′ ∈ P ∗
2 −NC2.

(3) If π ∈ P −NC and j > 4, there exists a singleton capping π′ ∈ P −NC.
(4) If π ∈ P12 −NC12 and j > 4, there exists a singleton capping π′ ∈ P12 −NC12.
(5) If π ∈ P ◦ −NC◦ and j > 4, there exists a doubleton capping π′ ∈ P ◦ −NC◦.
(6) If π ∈ P ◦

12 −NC◦
12 and j > 4, there exists a doubleton capping π′ ∈ P ◦

12 −NC◦
12.

Proof. We write π ∈ P (k, l), so that the number of legs is j = k + l. In the cases
where our partition is a pairing, we use as well the number of strings, s = j/2. Let us
agree that all partitions are drawn as to have a minimal number of crossings.

We will use the same idea for all the proofs, namely to “isolate” a block of π having a
crossing, or an odd number of crossings, then to “cap” π as in the statement, as for this
block to remain crossing, or with an odd number of crossings.

Here we use of course the observation that the “balancing” condition which defines
the categories of partitions P ∗

2 , Peven can be interpreted as saying that each block of the
partition has an even number of crossings, when the picture of the partition is drawn such
that this number of crossings is minimal.

(1) The assumption π /∈ P ∗
2 means that π has certain strings having an odd number of

crossings. We fix such an “odd” string, and we try to cap π, as for this string to remain
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odd in the resulting partition π′. An examination of all the possible pictures shows that
this is possible, provided that our partition has s > 2 strings, and we are done.

(2) The assumption π /∈ NC2 means that π has certain crossing strings. We fix such
a pair of crossing strings, and we try to cap π, as for these strings to remain crossing in
π′. Once again, an examination of all the possible pictures shows that this is possible,
provided that our partition has s > 3 strings, and we are done.

(3) Indeed, since π is crossing, we can choose two of its blocks which are intersecting.
If there are some other blocks left, we can cap one of their legs with a singleton, and we
are done. If not, this means that our two blocks have a total of j′ ≥ j > 4 legs, so at least
one of them has j′′ > 2 legs. One of these j′′ legs can always be capped with a singleton,
as for the capped partition to remain crossing, and we are done.

(4) Here we can simply cap with a singleton, as in (3).

(5) Here we can cap with a doubleton, by proceeding twice as in (3).

(6) Here we can cap again with a doubleton, by proceeding twice as in (3). □

As before with what we knew from chapters 6 and 7, involved in the proof of Fact
10.8, we can apply several times what we found in Proposition 10.10, by recurrence, and
we are led in this way to the following result, also from [15], which is finer:

Proposition 10.11. Let π be a partition.

(1) If π ∈ P2 − P ∗
2 then < π,NC2 >= P2.

(2) If π ∈ P ∗
2 −NC2 then < π,NC2 >= P ∗

2 .
(3) If π ∈ P −NC then < π,NC >= P .
(4) If π ∈ P12 −NC12 then < π,NC12 >= P12.
(5) If π ∈ P ◦ −NC◦ then < π,NC◦ >= P ◦.
(6) If π ∈ P ◦

12 −NC◦
12 then < π,NC◦

12 >= P ◦
12.

Proof. We use what we have in Proposition 10.10, with the observation that the
“capping partition” appearing there is always in the good category. That is, we use the
following facts, which are all clear from the definition of the categories involved:

– The semicircle is in NC2, NC
◦.

– The singleton is in NC,NC12.

– The doubleton is in NC◦
12.

The point now is that, in the context of the capping operations in Proposition 10.10,
these observations tell us that, in each of the cases under consideration, the category to
be computed can only decrease when replacing π by one of its cappings π′.

Indeed, for the singleton and doubleton cappings this is clear from definitions, and
for the semicircle capping this is clear as well from definitions, unless in the case where
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the “capping semicircle” is actually a “bar” added at left or at right, where we can use a
categorical rotation operation as in [22].

(1) This assertion can be proved by recurrence on the number of strings, s = (k+ l)/2.
Indeed, by using Proposition 10.10 (1), for s > 3 we have a descent procedure s→ s− 1,
and this leads to the situation s ∈ {1, 2, 3}, where the statement is clear.

(2) Again, this can be proved by recurrence on the number of strings, s = (k + l)/2.
Indeed, by using Proposition 10.10 (2), for s > 3 we have a descent procedure s→ s− 1,
and this leads to the situation s ∈ {1, 2, 3}, where the statement is clear.

(3) We can proceed by recurrence on the number of legs of π. If the number of legs is
j = 4, then π is a basic crossing, and we have < π >= P . If the number of legs is j > 4
we can apply Proposition 10.10 (3), and the result follows from:

< π >⊃< π′ >= P

(4) This is similar to the proof of (1), by using Proposition 10.10 (4).

(5) This is again similar to the proof of (1), by using Proposition 10.10 (5).

(6) This is again similar to the proof of (1), by using Proposition 10.10 (6). □

All this might seem quite technical, but good news, we are almost there, with what
we need in practice. As usual by building on what we already knew from chapters 6 and
7, involved in the proof of Fact 10.8, we can reformulate what we found in Proposition
10.11 in a more convenient way, the result here, still from [15], being as follows:

Proposition 10.12. Let π be a partition.

(1) If π ∈ P2 then < π,NC2 >∈ {P2, P
∗
2 , NC2}.

(2) If π ∈ P then < π,NC >∈ {P,NC}.
(3) If π ∈ P12 then < π,NC12 >∈ {P12, NC12}.
(4) If π ∈ P ◦ then < π,NC ′ >∈ {P ◦, NC◦}.
(5) If π ∈ P ◦

12 then < π,NC◦
12 >∈ {P ◦

12, NC
◦
12}.

Proof. This follows indeed by rearranging the various technical results above, and
more specifically by suitably interpreting what we found in Proposition 10.11. □
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We are now in position of stating a main result. Recall from Theorem 10.3 that the
classical and free orthogonal easy quantum groups are as follows:

H+
N

// O+
N

S◦+
N

<<

B◦+
N

<<

S+
N

//

==

B+
N

<<

HN
//

OO

ON

OO

S◦
N

;;

B◦
N

;;

SN

OO

<<

// BN

OO

;;

With this cube in mind, and by taking as well into account the various issues in the
special case of the hyperoctahedral group HN , coming from the previous chapter, and
from Theorem 10.7 as well, let us formulate the following definition:

Definition 10.13. We call “non-hyperoctahedral” any easy quantum group

SN ⊂ G ⊂ O+
N

such that Gclass ̸= HN .

We refer to the above for various interpretations of this condition. Now with this
convention made, we have the following classification result, for such quantum groups:

Theorem 10.14. There are exactly 13 non-hyperoctahedral orthogonal easy quantum
groups, namely:

(1) ON , O
∗
N , O

+
N : the orthogonal quantum groups.

(2) SN , S
+
N : the symmetric quantum groups.

(3) BN , B
+
N : the bistochastic quantum groups.

(4) S◦
N , S

◦+
N : the modified symmetric quantum groups.

(5) B◦
N , B

◦+
N : the modified bistochastic quantum groups.

(6) B◦◦∗
N , B◦◦+

N : the extra modified bistochastic quantum groups.

Proof. This basically follows from what we have, the idea being as follows:

(1) We know from Proposition 10.10 that what we have to do is to classify the easy
quantum groups satisfying Gclass ⊂ G ⊂ Gfree.

(2) More precisely, leaving the issues with the liberations of B◦
N aside, we have to

prove that for Gclass = SN , BN , S
◦
N , B

◦
N there is no such partial liberation, and that for

Gclass = ON there is only one partial liberation, namely the quantum group G∗
class.
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(3) But this follows from the various results from Proposition 10.12, via the Tannakian
results in [22], which provide us with the list of 11 objects in the statement.

(4) However, as before with other results from the old papers [22] and [15], there are
some problems here coming from the exact cube from Theorem 10.3. We refer to [92] and
[73] for the updates and fixes of all this, the idea being that the quantum group B◦◦+

N ,
as well as its half-classical version B◦◦∗

N = B◦◦+
N ∩ O∗

N , must be added to the list in the
statement, and with these changes made, the result holds as stated. □

There are many things that can be said about the above result. As a first observation,
our classification so far can be reformulated in the following more intuitive form:

Theorem 10.15. The orthogonal easy quantum groups SN ⊂ G ⊂ O+
N are

H+
N

// O+
N

S◦+
N

<<

B◦+
N

<<

S+
N

//

==

B+
N

<<

O∗
N

OO

B◦◦∗
N

OO

HN

OO

// ON

OO

S◦
N

;;

B◦
N

;;

OO

SN

OO

<<

// BN

OO

;;

with B◦+
N standing for B◦+

N , B◦◦+
N , and with the dotted arrow still to be investigated.

Proof. This follows indeed from Theorem 10.14, and with the remark that the ver-
tical arrow B◦◦∗

N → B◦+
N lands by definition into B◦◦+

N , as to have indeed an inclusion. □

In regards with the above result, the right face of the cube, which is the continuous
one, still deserves some more work, pictorially speaking, and this due to various non-
functoriality phenomena which appear. Here is a better result, regarding that face:
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Theorem 10.16. The continuous orthogonal easy quantum groups, that is, the inter-
mediate easy quantum groups BN ⊂ G ⊂ O+

N , are as follows,

B+
N

// B◦+
N

// B◦◦+
N

// O+
N

B◦◦∗
N

OO

// O∗
N

OO

BN

OO

// B◦
N

OO

//

;;

ON

OO

with the half-classical versions of B+
N , B

◦+
N collapsing to BN , B

◦
N .

Proof. This follows indeed from Theorem 10.15, and with the whole diagram being
in fact the correct version of the right face of the cube in Theorem 10.15. For the sake of
completness, and for further reference, let us record as well the diagram of the categories
of partitions for the quantum groups in the statement. This is as follows:

NC12

��

NC◦
12

oo

��

NC◦◦
12

oo

��

NC2
oo

��
P ◦◦∗
12

zz

P ∗
2

��

oo

P12 P ◦
12

oo P2
oo

For more on these categories, and their meaning, we refer to Theorem 10.3. □

It is of course possible to come up with some more diagrams for the above classification
results, and their various particular cases of interest. However, we will defer the discussion
here to the end of the present chapter, after solving the hyperoctahedral case as well.

10c. Higher reflections

We are now in position of finishing the classification. The idea, from [73], is that, with
Theorem 10.14 taking care of the non-hyperoctahedral case, we are left with a study in

the hyperoctahedral case. But here there is a dichotomy coming from H
[∞]
N , which in the

combinatorial language of [73] corresponds to a dichotomy coming from group-theoretical
categories, as opposed to non-group-theoretical categories.
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We recall from chapter 9 that given a uniform reflection group Z∗N
2 → Γ→ ZN

2 , we can
associate to it subsets D(k, l) ⊂ P (k, l), which form a category of partitions, as follows:

D(k, l) =

{
π ∈ P (k, l)

∣∣∣ ker(i
j

)
≤ π =⇒ gi1 . . . gik = gj1 . . . gjl

}
Observe that we have P

[∞]
even ⊂ D ⊂ Peven, with the inclusions coming respectively from

η ∈ D, and from Γ→ ZN
2 . Conversely, given a category of partitions P

[∞]
even ⊂ D ⊂ Peven,

we can associate to it a uniform reflection group Z∗N
2 → Γ→ ZN

2 , as follows:

Γ =

〈
g1, . . . gN

∣∣∣gi1 . . . gik = gj1 . . . gjl ,∀i, j, k, l, ker
(
i

j

)
∈ D(k, l)

〉
As explained in [72], the correspondences Γ→ D and D → Γ are bijective, and inverse

to each other, at N =∞. We have in fact the following result, from [71], [72], [73]:

Theorem 10.17. We have correspondences between:

(1) Uniform reflection groups Z∗∞
2 → Γ→ Z∞

2 .

(2) Categories of partitions P
[∞]
even ⊂ D ⊂ Peven.

(3) Easy quantum groups G = (GN), with H
[∞]
N ⊃ GN ⊃ HN .

Proof. This is something quite tricky, and we refer here to [73]. As an illustration,
as mentioned above, we have the following correspondences:

ZN
2 Z◦N

2
oo Z∗N

2
oo

HN
// H∗

N
// H

[∞]
N

More generally, for any s ∈ {2, 4, . . . ,∞}, the quantum groupsH
(s)
N ⊂ H

[s]
N constructed

in [15] come from the quotients of Z◦N
2 ← Z∗N

2 by the relations (ab)s = 1:

ZN
2 Z◦N

2 / < (ab)s = 1 >oo Z∗N
2 / < (ab)s = 1 >oo

HN
// H

(s)
N

// H
[s]
N

For details on all this, and more, we refer to [73]. □

The structure and classification results discussed above, concerning the intermediate

easy quantum groups HN ⊂ G ⊂ H
[∞]
N , do not close the classification problem in general,
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for the easy quantum groups HN ⊂ G ⊂ H+
N . The point indeed is that we have for

instance intermediate objects for the following inclusion:

H
[∞]
N ⊂ G ⊂ H+

N

In order to discuss this question, which does have a non-trivial answer, let us start
with the following construction, from [73], which is something quite tricky:

Proposition 10.18. Let H⋄r
N ⊂ H+

N be the easy quantum group coming from the
following partition:

πr = ker

(
1 . . . r r . . . 1
1 . . . r r . . . 1

)
We have then inclusions between these quantum groups, as follows,

H
[∞]
N ⊂ . . . ⊂ H⋄3

N ⊂ H⋄2
N ⊂ H⋄1

N = H+
N

and all these inclusions are proper.

Proof. We have several things to be proved, the idea being as follows:

(1) Consider indeed the quantum group H⋄r
N ⊂ H+

N coming from the partition πr in
the statement, which is by definition easy. As a first illustration for this construction, let
us examine the case r = 1. Here our partition π1 is something familiar, namely:

π1 =

◦ ◦

◦ ◦
Now since we have π1 ∈ NCeven, we obtain H⋄1

N = H+
N , as claimed.

(2) Let us discuss we well the case r = 2. Here the partition π2 in the statement,
producing the subgroup H⋄2

N ⊂ H+
N is as follows:

π2 =

◦ ◦ ◦ ◦

◦ ◦ ◦ ◦

In order to prove our results regarding H⋄2
N , our first claim is that we have H

[∞]
N ⊂ H⋄2

N .
By functoriality, this amounts in checking that we have:

< π2 >⊂ P [∞]
even
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Thus we must check that we have π2 ⊂ P
[∞]
even, and this is clear from either of the

various explicit descriptions of the category P
[∞]
even, obtained before.

(3) In order to finish now our study of H⋄2
N , consider the inclusions of quantum groups

that we established in the above, namely:

H
[∞]
N ⊂ H⋄2

N ⊂ H⋄1
N = H+

N

We must prove that these inclusions are proper, which amounts in proving that the
reverse inclusions for the corresponding categories, which are as follows, are proper:

P [∞]
even ⊃< π2 >⊃ NCeven

But this follows by carefully examining the partition π2, and the category of partitions
that it generates, with the conclusion that this category is indeed as above. To be more
precise, since π2 is crossing we certainly have a proper embedding on the right, and the
fact that the embedding on the left is proper too is standard. See [73].

(4) In the general case now, r ∈ N, our first claim is that we have H
[∞]
N ⊂ H⋄r

N . By
functoriality, this amounts in checking that we have:

< πr >⊂ P [∞]
even

Thus we must check that, with πr being as in the statement, the following happens:

πr ⊂ P [∞]
even

But this is clear from either of the various explicit descriptions of the category P
[∞]
even,

obtained before, and we obtain in this way the result.

(5) Let us prove now that we have inclusions H
⋄(r+1)
N ⊂ H⋄r

N as in the statement, for
any r ∈ N. At r = 2, to start with, the partition π3 is as follows:

π3 =

◦ ◦ ◦ ◦ ◦ ◦

◦ ◦ ◦ ◦ ◦ ◦
But, it is clear that by capping with semicircles, in the obvious way, we can obtain

the partition π2 for this partition. Thus, we have indeed H⋄3
N ⊂ H⋄2

N , and the proof of

H
⋄(r+1)
N ⊂ H⋄r

N in general is similar, by suitably capping πr+1 with semicircles.

(6) Finally, the fact that the inclusions H
⋄(r+1)
N ⊂ H⋄r

N that we obtained are indeed
proper is best seen at the categorical level, coming from the fact that we have proper
inclusions of categories of partitions, and for details here we refer here to [73]. □
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Quite remarkably, we have the following uniqueness result, also from [73]:

Theorem 10.19. Let H⋄r
N ⊂ H+

N be the easy quantum group coming from:

πk = ker

(
1 . . . r r . . . 1
1 . . . r r . . . 1

)
We have then inclusions between these quantum groups, as follows,

H
[∞]
N ⊂ . . . ⊂ H⋄3

N ⊂ H⋄2
N ⊂ H⋄1

N = H+
N

and these are all the easy quantum groups H
[∞]
N ⊂ G ⊂ H+

N , satisfying G ̸= H
[∞]
N .

Proof. Here the first part of the statement is something that we already know, from
Proposition 10.18, reproduced here for convenience. As for the last assertion, regarding
uniqueness, this is something quite technical, and we refer here to [73]. □

There are many other things that can be said about the quantum groups H⋄r
N intro-

duced above, both at the algebraic and probabilistic level. Let us start with:

Proposition 10.20. The quantum group H⋄r
N ⊂ H+

N appears via the relations

δabua1i1 . . . uariruarjr . . . ua1j1 = δijua1i1 . . . uarirubrir . . . ub1i1

applied to the standard coordinates uij.

Proof. We know that quantum group H⋄r
N ⊂ H+

N appears by definition by imposing
the following relations to the standard coordinates uij:

Tπr ∈ End(u⊗2r)

In order to interpret these relations, let us first compute the operator Tπr . We know
that the partition πr is, pictorially speaking, as follows:

πr =

◦ ◦ ◦ . . . . . . ◦ ◦ ◦

◦ ◦ ◦ ◦ ◦ ◦

Thus, the operator associated to this partition is as follows:

Tπr(ei1 ⊗ . . .⊗ eir ⊗ ejr ⊗ . . .⊗ ej1) = δijei1 ⊗ . . .⊗ eir ⊗ eir ⊗ . . .⊗ ei1



244 10. THE REAL CASE

With this formula in hand, we have the following computation:

Tπru
⊗2r(ei1 ⊗ . . .⊗ eir ⊗ ejr ⊗ . . .⊗ ej1 ⊗ 1)

= Tπr

(∑
abij

ea1i1 ⊗ . . .⊗ earir ⊗ ebrjr ⊗ . . .⊗ eb1j1 ⊗ ua1i1 . . . uarirubrjr . . . ub1j1

)
(ei1 ⊗ . . .⊗ eir ⊗ ejr ⊗ . . .⊗ ej1 ⊗ 1)

= Tπr

∑
ab

ea1 ⊗ . . .⊗ ear ⊗ ebr ⊗ . . .⊗ eb1 ⊗ ua1i1 . . . uarirubrjr . . . ub1j1

=
∑
a

ea1 ⊗ . . .⊗ ear ⊗ ear ⊗ . . .⊗ ea1 ⊗ ua1i1 . . . uariruarjr . . . ua1j1

On the other hand, we have as well the following computation:

u⊗2rTπr(ei1 ⊗ . . .⊗ eir ⊗ ejr ⊗ . . .⊗ ej1 ⊗ 1)

= δiju
⊗2(ei1 ⊗ . . .⊗ eir ⊗ eir ⊗ . . .⊗ ei1 ⊗ 1)

= δij

(∑
abij

ea1i1 ⊗ . . .⊗ earir ⊗ ebrjr ⊗ . . .⊗ eb1j1 ⊗ ua1i1 . . . uarirubrjr . . . ub1j1

)
(ei1 ⊗ . . .⊗ eir ⊗ eir ⊗ . . .⊗ ei1 ⊗ 1)

= δij
∑
ab

ea1 ⊗ . . .⊗ ear ⊗ ebr ⊗ . . .⊗ eb1 ⊗ ua1i1 . . . uarirubrir . . . ub1i1

We conclude that Tπru
⊗2r = u⊗2rTπr is equivalent to the following condition, which

must be satisfied for all the indices involved, namely i, j:∑
a

ea1 ⊗ . . .⊗ ear ⊗ ear ⊗ . . .⊗ ea1 ⊗ ua1i1 . . . uariruarjr . . . ua1j1

= δij
∑
ab

ea1 ⊗ . . .⊗ ear ⊗ ebr ⊗ . . .⊗ eb1 ⊗ ua1i1 . . . uarirubrir . . . ub1i1

By looking at the summands, the following must happen, for any a, b, i, j:

δabua1i1 . . . uariruarjr . . . ua1j1 = δijua1i1 . . . uarirubrir . . . ub1i1

Thus, we are led to the conclusion in the statement. □

Here are a number of supplementary results regarding the quantum groups H⋄r
N , which

can be useful in practice, when dealing with these quantum groups:

Theorem 10.21. The quantum groups H⋄r
N have the following properties:

(1) Their diagonal torus is Z∗N
2 , independently on r.

(2) These quantum groups are not coamenable.

(3) Their intersection is the quantum group H
[∞]
N .
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Proof. All this is routine from what we have, the idea being as follows:

(1) This is best seen by functoriality. Indeed, we know from Proposition 10.18 that
we have inclusions of quantum groups as follows:

H
[∞]
N ⊂ H⋄r

N ⊂ H+
N

Thus, at the level of diagonal tori, we obtain inclusions as follows:

Ẑ∗N
2 ⊂ T ⊂ Ẑ∗N

2

We therefore conclude that we have T = Ẑ∗N
2 , independently of r, as stated.

(2) This follows from (1), the diagonal torus being non-coamenable.

(3) We know from Proposition 10.18 that we have inclusions as follows:

H
[∞]
N ⊂ . . . ⊂ H⋄3

N ⊂ H⋄2
N ⊂ H⋄1

N = H+
N

Now consider the following intersection, which is a decreasing intersection:

G =
⋂
r

H⋄r
N

This intersection is then an easy quantum group, appearing as follows:

H
[∞]
N ⊂ G ⊂ H+

N

Now by using the classification result from Theorem 10.19, along with the fact that
the inclusions between the quantum groups H⋄r

N are proper, that we know to hold from

Proposition 10.18, we conclude that we have G = H
[∞]
N , as stated. □

Getting back now to classification matters, what we have in Theorem 10.17 and The-

orem 10.19 is still not enough. Fortunately, H
[∞]
N produces a dichotomy, and there are no

further examples, the final classification result, from [73], being as follows:

Theorem 10.22. The easy quantum groups HN ⊂ G ⊂ H+
N are as follows,

HN ⊂ HΓ
N ⊂ H

[∞]
N ⊂ H⋄r

N ⊂ H+
N

with the family HΓ
N covering HN , H

[∞]
N , and with the series H⋄r

N covering H+
N .

Proof. This follows from the various classification results above, with a bit more
work, the idea being as follows:

(1) The easy quantum groups HN ⊂ G ⊂ H+
N can be shown to be either of the form

HN ⊂ G ⊂ H
[∞]
N , or of the form H

[∞]
N ⊂ G ⊂ H+

N .

(2) But with these two latter classification problems being solved by our various classi-
fication results, we obtain the result. We refer here to the paper of Raum-Weber [73]. □
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10d. Classification results

All this is very nice, and is exactly what we need, in order to finish our classification
work. As a first result, in the twistable case, where our orthogonal easy quantum group
SN ⊂ G ⊂ O+

N contains HN , the classification result, from [73], is as follows:

Theorem 10.23. The easy quantum groups HN ⊂ G ⊂ O+
N are as follows,

H+
N

// O+
N

H⋄r
N

OO

H
[∞]
N

OO

O∗
N

OO

HΓ
N

OO

HN
//

OO

ON

OO

with the family HΓ
N covering HN , H

[∞]
N , and with the series H⋄r

N covering H+
N .

Proof. This follows indeed from the various results above, and from those in chapter
9. For further details, we refer to the paper of Raum and Weber [73]. □

Regarding now the general orthogonal easy quantum group case, SN ⊂ G ⊂ O+
N , we

can formulate things here as follows:

Theorem 10.24. The orthogonal easy quantum groups are as follows:

(1) ON , O
∗
N , O

+
N : the orthogonal quantum groups.

(2) SN , S
+
N : the symmetric quantum groups.

(3) BN , B
+
N : the bistochastic quantum groups.

(4) S◦
N , S

◦+
N : the modified symmetric quantum groups.

(5) B◦
N , B

◦+
N : the modified bistochastic quantum groups.

(6) B◦◦∗
N , B◦◦+

N : the extra modified bistochastic quantum groups.
(7) HN , H

Γ
N , H

⋄r
N , H

+
N : the hyperoctahedral quantum groups.

Proof. This follows indeed from what we have, by combining Theorem 10.15, which
deals with the non-hyperoctahedral case, and Theorem 10.23 and its versions, dealing
with the hyperoctahedral case. For more on all this, we refer as usual to [73]. □

There are many things that can be said about the above result. As a first observation,
our classification can be reformulated in the following more intuitive form:
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Theorem 10.25. The orthogonal easy quantum groups SN ⊂ G ⊂ O+
N are

H+
N

// O+
N

S◦+
N

<<

H⋄r
N

OO

B◦+
N

<<

S+
N

//

== OO

B+
N

<<

O∗
N

OO

HΓ
N B◦◦∗

N

OO

HN

OO

// ON

OO

S◦
N

;;

B◦
N

;;

OO

SN

OO

<<

// BN

OO

;;

with B◦+
N standing for the quantum groups B◦+

N ⊂ B◦◦+
N .

Proof. This follows indeed from Theorem 10.24, and with the remark that the ver-
tical arrow B◦◦∗

N → B◦+
N lands by definition into B◦◦+

N , as to have indeed an inclusion. □

All this is very nice, we have reached to our objectives, formulated in the beginning
of this chapter. Let us record as well the result in the half-classical case, as follows:

Theorem 10.26. The half-classsical orthogonal easy quantum groups are as follows:

(1) ON , O
∗
N : the orthogonal quantum groups.

(2) SN : the symmetric group.
(3) BN : the bistochastic group.
(4) S◦

N : the modified symmetric group.
(5) B◦

N : the modified bistochastic group.
(6) B◦◦∗

N : the half-classical modified bistochastic quantum group.
(7) HΓ

N , with Γ half-classical: the hyperoctahedral quantum groups.

Proof. This follows indeed from Theorem 10.25, by removing from there the free
versions, and the quantum groups from (7) which are not half-classical. Alternatively, as
explained in [92], it is possible to obtain this result directly, by classifying the half-classical
categories of partitions. For more on all this, we refer to [92]. □

There are of course many other interesting particular cases of Theorem 10.25, such
as those concerning the uniform case, and so on. In addition, it is of course possible to
draw some nice diagrams for the quantum groups involved, and for the corresponding
categories of partitions, and other objects such as the diagonal subgroups, as well.
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10e. Exercises

The material in this chapter has been quite exciting, and we have several interesting
exercises about all this, which are rather research questions. First, we have:

Exercise 10.27. Work out the basic probabilistic aspects of the quantum groups H⋄r
N ,

and some further algebraic aspects as well.

This is certainly something quite interesting, in waiting to be solved, for some time
already. As a second exercise, again as difficult and interesting as they get, we have:

Exercise 10.28. Find an abstract contravariant duality between the intermediate easy
objects for the inclusion UN ⊂ U+

N , and the inclusion HN ⊂ H+
N .

This might seem quite puzzling, but the thing is that, we know from chapter 8 that
the intermediate objects for UN ⊂ U+

N consist of a series followed by a family, and we also
know from this chapter that the intermediate objects for HN ⊂ H+

N consist of a family
followed by a series. So, our question makes sense. We will be actually back to this, later
in this book, but just with some further comments, in the lack of a solution.



CHAPTER 11

Complex reflections

11a. Reflection groups

In this chapter we keep building on the theory developed in chapters 9-10, with com-
plex versions of the constructions performed there, and generalizations of some of the
classification results obtained there. In order to explain our strategy, let us go back to
the standard cube formed by the main easy quantum groups, namely:

K+
N

// U+
N

H+
N

//

==

O+
N

>>

KN
//

OO

UN

OO

HN

OO

<<

// ON

OO

<<

We have seen that the intermediate easy quantum groups HN ⊂ G ⊂ H+
N can be

fully classified, and that with a bit more work, this leads to a full classification of the
easy quantum groups SN ⊂ G ⊂ H+

N , which can be thought of as being the easy “real
quantum reflection groups”. Moreover, with a bit more work, in the continuous case, this
even leads to a classification of the orthogonal easy quantum groups, SN ⊂ G ⊂ O+

N .

Our aim here is to do a similar work in the unitary case, first for the intermedi-
ate easy quantum groups KN ⊂ G ⊂ K+

N , which can be thought of as being the easy
“purely complex quantum reflection groups”, then for the intermediate easy quantum
groups HN ⊂ G ⊂ K+

N , corresponding to the left face of the cube, and finally for the
intermediate easy quantum groups SN ⊂ G ⊂ K+

N , which can be thought of as being the
easy “quantum reflection groups”. We will comment as well on the consequences of this
to the classification of the general easy quantum groups, SN ⊂ G ⊂ U+

N .

Getting started now, let us first formulate the following broad definition, which covers
all the examples that we have in mind, and perhaps some more examples too:

249
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Definition 11.1. A quantum reflection group is an intermediate subgroup

SN ⊂ G ⊂ K+
N

between the symmetric group SN , and the quantum reflection group K+
N = T ≀∗ S+

N .

We are of course mostly interested in the easy case, but it is instructive to start with
a study in general, without easiness assumption. Indeed, in the classical case already, the
situation is very interesting, and we have here the following celebrated result of Shephard
and Todd, which is arguably on par with the ABCDEFG classification of Lie groups:

Theorem 11.2. The irreducible complex reflection groups are

Hsd
N =

{
U ∈ Hs

N

∣∣∣(detU)d = 1
}

along with 34 exceptional examples.

Proof. This is something quite advanced, the idea being as follows:

(1) First of all, we already know that Hs
N = Zs ≀SN is a subgroup of the unitary group

UN , that we are actually very familiar with. The point now is that, the determinant
det : UN → T being a group morphism, imposing the condition detU = 1, or more
generally imposing the condition (detU)d = 1, for some d ∈ N, still leaves us with a
subgroup of UN , that we can denote Hsd

N , as in the statement.

(2) As basic examples of this construction, in the case d = s we have of course Hsd
N =

Hs
N , with this coming from the fact that we have detU ∈ Zs, for any matrix U ∈ Hs

N .
Observe also that this latter observation tells us to assume d|s in our construction, as for
the resulting group Hsd

N not to degenerate. In fact, with this assumption made, it is easy
to see that the resulting quantum groups Hsd

N are distinct.

(3) At the level of new examples now, of particular interest is the alternating group
AN , which appears at the parameter values s = d = 1. Indeed, we know that we have
H1

N = SN , and since the determinant function det : UN → T produces by restriction to
the permutation matrices SN ⊂ UN the signature of the permutations, ε : SN → {±1},
by imposing the condition detU = 1 we obtain the alternating group AN .

(4) This was for the basic theory of the subgroups Hsd
N ⊂ UN in the statement.

The point now is that all these subgroups are complex reflection groups, which are in
addition “irreducible”, in some intuitive sense. Moreover, and here comes the point, any
irreducible complex reflection group G ⊂ UN can be shown to be of this form, up to some
34 exceptional examples, which can be explicitely classified.

(5) So, this is what the statement is about. Regarding now the proof, this is something
quite complicated, especially if you wish to have a complete classification, with the 34
exceptional examples involved fully classified and listed, and we refer here to the paper
of Shephard and Todd [75], and to the subsequent literature on the subject. □
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Regarding now easiness, we know from chapter 3 that at d = s the group under
consideration, namely Hs

s itself, is easy, the precise result being as follows:

Theorem 11.3. The group Hs
N = Zs ≀ SN is easy, with the corresponding category

of partitions P s consisting of the partitions having the property that each block, when
weighted according to the rules ◦ → +, • → −, has as size a multiple of s.

Proof. This is something that we know well, extending some well-known results at
s = 1, 2, where Hs

N is respectively the symmetric group SN , and the hyperoctahedral
group HN . For full details here, we refer to chapter 1 of the present book. □

The above results raise the interesting question of examining the easiness features of
the group Hsd

N , in general. To be more precise, we would like to know if this group is easy
or not, and if not, what is its “easy envelope”, in the sense of chapter 3.

As a first observation here, the case N = 2, s = 4, d = 2 is special, as follows:

Theorem 11.4. The complex reflection group H42
2 is easy, the corresponding category

of partitions being as follows,

D(k, l) =

{
P 2(k, l) when k = l(4)

∅ otherwise

where k is the number # ◦ −#•, over the symbols of k.

Proof. According to the definition of Hsd
N , we have:

H42
2 =

{
g ∈ H4

2

∣∣∣ det g ∈ Z2

}
=

{(
a 0
0 b

)
,

(
0 a
b 0

) ∣∣∣a, b ∈ Z4, ab ∈ Z2

}
=

{(
a 0
0 b

)
,

(
0 a
b 0

) ∣∣∣a, b = ±1 or a, b = ±i
}

= H2 ∪ iH2

Now observe that by functoriality, the associated Tannakian category C satisfies:

C ⊂ CH2
2
= span(P 2)

In order to compute C, we use the trivial fact that the fixed point relations g⊗lξ = ξ,
(tg)⊗lξ = ξ with t ∈ T imply tl = 1, with the usual conventions t◦ = t, t• = t̄ for the
colored exponents. In our case, with t = i we obtain that we have:

C(0, l) ̸= ∅ =⇒ il = 1 =⇒ l = 0(4)

More generally, the same method gives in fact the following implications:

C(k, l) ̸= ∅ =⇒ ik = il =⇒ k = l(4)
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We conclude from this that, with D = (D(k, l)) being the collection of sets in the
statement, we have an inclusion as follows:

C ⊂ span(D)

But this collection of sets D forms a category of partitions, and by comparing with
the classification results in [79], we obtain C = span(D), as stated. □

Our claim now is that, provided that Hsd
N is not one of the groups in Theorem 11.3 or

Theorem 11.4, which are easy, and that we understand well, this group is not easy, and
its easy envelope, in the sense of chapter 3, can be explicitly computed.

In order to discuss this, let us start with a study in the continuous case. In analogy
with the general construction of the complex reflection groups from Theorem 11.2, using
the determinant function det : UN → T, we can formulate the following definition:

Proposition 11.5. Given a number d ∈ N ∪ {∞}, consider the group

Ud
N =

{
g ∈ UN

∣∣∣ det g ∈ Zd

}
where Zd is the group of d-th roots of unity. This group is homogeneous,

SN ⊂ Ud
N ⊂ UN

when the parameter d is even, d ∈ 2N ∪ {∞}.

Proof. We recall from chapter 1 that the embedding SN ⊂ UN that we use is the
one given by the usual permutation matrices, namely:

σ(ei) = eσ(i)

Thus the determinant of a permutation σ ∈ SN is its signature, ε(σ) ∈ Z2, and this
gives both the group property of Ud

N , and the last assertion. □

In what follows we will be mostly interested in the case 2|d. However, the value d = 1
is interesting and useful as well, because we have inclusions, as follows:

SUN = U1
N ⊂ Ud

N ⊂ U∞
N = UN

By functoriality, we therefore obtain inclusions of categories, as follows:

CUN
⊂ CUd

N
⊂ CSUN

The group UN is well-known to be easy, its category being given by CUN
= span(P2),

where P2 is the category of the matching pairings. The representation theory of SUN is
well-known as well, in diagrammatic terms, as explained for instance in [99].

Regarding now Ud
N , with d ∈ N ∪ {∞} being arbitrary, we have here:



11A. REFLECTION GROUPS 253

Theorem 11.6. The Tannakian category of Ud
N appears as a part of the Tannakian

category of SUN , obtained by restricting the attention to the spaces C(k, l) with

k = l(d)

where k is the number # ◦ −#•, computed over all the symbols of k.

Proof. Our first claim is that in the finite case, d < ∞, we have a disjoint union
decomposition as follows, where w = e2πi/Nd:

Ud
N = SUN ⊔ wSUN ⊔ w2SUN ⊔ . . . ⊔ wd−1SUN

Indeed, we have wN = e2πi/d, and so the condition det g ∈ Zd from Proposition 11.5
means det g = wNk, for some k ∈ {0, 1, . . . , d− 1}, and our claim follows from:

det g = wNk ⇐⇒ det
( g

wk

)
= 1

⇐⇒ g

wk
∈ SUN

⇐⇒ g ∈ wkSUN

Now given g ∈ UN , ξ ∈ (CN)⊗k and λ ∈ C, consider the following conditions:

g⊗kξ = ξ , (λg)⊗kξ = ξ , . . . , (λd−1g)⊗kξ = ξ

These conditions are then equivalent to the following conditions:

g⊗kξ = ξ , λk = 1

Now by taking g ∈ SUN and λ = wN , with w = e2πi/Nd being as above, this gives the
result. Finally, the assertion at d =∞ can be proved in a similar way. □

Summarizing, the Tannakian category of Ud
N appears as a part of the category com-

puted in [99], and the value d =∞, corresponding to UN itself, which is easy, is special.
It is of course possible to go beyond this remark, but we will not need this here.

Let us discuss now the computation of easy envelopes. We recall from chapter 3 that
we have the following definition, in the general easy quantum group case:

Definition 11.7. The easy envelope of a homogeneous quantum group SN ⊂ G ⊂ U+
N

is the easy quantum group SN ⊂ Ḡ ⊂ U+
N associated to the category of partitions

D(k, l) =
{
π ∈ P (k, l)

∣∣∣Tπ ∈ Ckl

}
where C = (Ckl) is the Tannakian category of G.

As a technical observation, we can in fact generalize the above construction to any
closed subgroup G ⊂ U+

N , and we have the following result:
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Proposition 11.8. Given a closed subgroup G ⊂ U+
N , construct D ⊂ P as above, and

let SN ⊂ Ḡ ⊂ U+
N be the easy quantum group associated to D. We have then

Ḡ = < G,SN >

where < G,SN >⊂ U+
N is the smallest closed subgroup containing G,SN .

Proof. It is well-known, and elementary to show, using Woronowicz’s Tannakian
duality results in [99], that the smallest subgroup < G,SN >⊂ U+

N from the statement
exists indeed, and can be obtained by intersecting the Tannakian categories of G,SN :

C<G,SN> = CG ∩ CSN

We conclude from this that for any π ∈ P (k, l) we have:

Tπ ∈ C<G,SN>(k, l) ⇐⇒ Tπ ∈ CG(k, l)

It follows that the D categories for the quantum groups < G,SN > and G coincide,
and so the easy envelopes < G,SN > and Ḡ coincide as well, as stated. □

With these notions in hand, we can say more about the groups Ud
N and Hsd

N . To start
with, the easy envelope of Ud

N can be computed as follows:

Theorem 11.9. The easy envelope of the group Ud
N is given by

Ud
N = UN

for any d ≥ 1.

Proof. By functoriality, we can restrict the attention to the case d = 1, where our
group is the special unitary group:

U1
N = SUN

We have to prove that the following implication holds:

π ∈ P (k), ξπ ∈ Fix(g⊗k), ∀g ∈ SUN =⇒ π ∈ P2(k)

For this purpose, we will use the following isomorphism of projective versions:

PSUN = PUN

To be more precise, let us start with the following simple fact:

g⊗kξπ = ξπ =⇒ (wg)⊗kξπ = wkξπ,∀w ∈ T
In relation with the above implication, we have two cases, as follows:

Case k = 0. Here the condition k = 0 means by definition that k has the same number

of black and white legs. Thus in the above formula we have wk = 1, and we obtain:

g⊗kξπ = ξπ,∀g ∈ SUN =⇒ h⊗kξπ = ξπ, ∀h ∈ UN

We can therefore conclude by using the Brauer result for UN , which states that the
vectors ξπ on the right are those appearing from the partitions π ∈ P2(k).
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Case k ̸= 0. Here we must prove that a partition π ∈ P (k) as above does not exist.

In order to do so, observe first that, since wk = w̄k, we obtain:

g⊗kξπ = ξπ,∀g ∈ SUN =⇒ h⊗kk̄(ξπ ⊗ ξπ) = (ξπ ⊗ ξπ),∀h ∈ UN

But this shows that ξπ⊗ξπ must come from a pairing, and so ξπ itself must come from
a pairing. Thus, as a first conclusion, we must have π ∈ P2(k).

Since the standard coordinates uij of our group SUN commute, we can permute if we
want the legs of this pairing, and we are left with a pairing of the following type:

π = ∩ ∩ . . .∩

Now if we take into account the labels, by further permuting the legs we can assume
that we are in the case π = [αβγ], where α, β, γ are all pairings of type ∩ ∩ . . .∩, with α
being white, β being black, and γ being matching. Moreover, by using the Brauer result
for UN , the invariance condition is trivially satisfied for γ, so we can assume γ = ∅.

Summarizing, we are now in the case π = [αβ], with α, β being both of type ∩∩ . . .∩,
and with α being white, and β being black. With α = 2r and β = 2s, we have:

ξπ =
∑
i1...ir

∑
j1...js

ei1 ⊗ ei1 ⊗ . . .⊗ eir ⊗ eir ⊗ ej1 ⊗ ej1 ⊗ . . .⊗ ejs ⊗ ejs

An arbitrary matrix g ∈ SUN acts in the following way on this vector:

g⊗kξπ =
∑
i1...ir

∑
j1...js

(ggt)a1b1 . . . (gg
t)arbr(ḡg

∗)c1d1 . . . (ḡg
∗)csds

ea1 ⊗ eb1 ⊗ . . .⊗ ear ⊗ ebr ⊗ ec1 ⊗ ed1 ⊗ . . .⊗ ecs ⊗ eds
Thus, in order to have g⊗kξπ = ξπ, the matrix ggt must be a scalar multiple of the

identity. Now since this latter condition is not satisfied by any g ∈ SUN , the formula
g⊗kξπ = ξπ does not hold in general, and so our partition π does not exist, as desired. □

Getting back now to our questions regarding the reflection groups, in what follows, the
most convenient for the study of Hs

N and its subgroups Hsd
N is to use the wreath product

decomposition Hs
N = Zs ≀ SN . According to this formula, we have:

Proposition 11.10. Assuming that d ∈ N ∪ {∞} satisfies 2|d|[2, s], we have

Hsd
N =

{
σ(ρ1, . . . , ρN)

∣∣∣σ ∈ SN , ρi ∈ Zs, ρ1 . . . ρN ∈ Zd

}
where the group elements are given by the formula

σ(ρ1, . . . , ρN) =
∑
i

ρieσ(i)i

and this group is homogeneous, SN ⊂ Hsd
N ⊂ UN .
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Proof. With the convention in the statement for σ(ρ1, . . . , ρN), we have:

Hs
N =

{
σ(ρ1, . . . , ρN)

∣∣∣σ ∈ SN , ρi ∈ Zs

}
Consider now an arbitrary number d ∈ N ∪ {∞}. According to the definition of Hsd

N ,
this group has the following description, where ε : SN → {±1} is the signature:

Hsd
N =

{
σ(ρ1, . . . , ρN)

∣∣∣σ ∈ SN , ρi ∈ Zs, ε(σ)ρ1 . . . ρN ∈ Zd

}
Now when assuming 2|d we have −1 ∈ Zd, and so ε(σ) = ±1 ∈ Zd, and we obtain the

formula in the statement. As for the homogeneity claim, this is clear as well. □

Regarding now the easy envelope of Hsd
N , we have the following result:

Theorem 11.11. We have the easy envelope formula

Hsd
N = Hs

N

unless we are in the case H42
2 = H42

2 , which is exceptional.

Proof. We have an inclusion Hsd
N ⊂ Hs

N , and by functoriality, and by using as well
the easiness result for Hs

N , we succesively obtain:

Hsd
N ⊂ Hs

N =⇒ span(P s) ⊂ C =⇒ P s ⊂ D

In order to prove the reverse inclusion D ⊂ P s, we must compute the category D.
For this purpose, it is enough to discuss the fixed points. For a partition π ∈ P (k), the
associated vector Tπ, that we will denote here by ξπ, is given by:

ξπ =
∑
i1...ik

δπ(i1, . . . , ik)ei1 ⊗ . . .⊗ eik

Now with g = σ(ρ1, . . . , ρN) ∈ Hsd
N , as in Proposition 11.10, we have:

g⊗kξπ =
∑
i1...ik

δπ(i1, . . . , ik)ρi1 . . . ρik eiσ(1)
⊗ . . .⊗ eiσ(k)

On the other hand, by replacing ir → iσ(r), we have as well:

ξπ =
∑
i1...ik

δπ(iσ(1), . . . , iσ(k)) eiσ(1)
⊗ . . .⊗ eiσ(k)

=
∑
i1...ik

δπ(i1, . . . , ik) eiσ(1)
⊗ . . .⊗ eiσ(k)

We conclude from this that the formula g⊗kξπ = ξπ is equivalent to:

δπ(i1, . . . , ik) = 1 =⇒ ρi1 . . . ρik = 1
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To be more precise, in order for the equality g⊗kξπ = ξπ to hold, this formula must
hold for any numbers ρ1, . . . , ρN ∈ Zs satisfying the following condition:

ρ1 . . . ρN ∈ Zd

Observe that in the case d = s the condition ρ1 . . . ρN ∈ Zd dissapears, and the
condition δπ(i1, . . . , ik) = 1 =⇒ ρi1 . . . ρik = 1, for any ρ1, . . . , ρN ∈ Zs, tells us that all
the blocks of π, when weighted according to the rules ◦ → +, • → −, must have as size a
multiple of s. Thus π ∈ P s. Now back to our question, so far we have obtained:

D(k) =
{
π
∣∣∣δπ(i1, . . . , ik) = 1 =⇒ ρi1 . . . ρik = 1,∀ρ1, . . . , ρN ∈ Zs, ρ1 . . . ρN ∈ Zd

}
In order to compute this set, let π and i1, . . . , ik be as above, and consider the partition

ν = ker i. We have then ν ≤ π, and since i1, . . . , ik ∈ {1, . . . , N}, we have r ≤ N .
Depending now on the value of r = |ν|, we have two cases, as follows:

(1) In the case N > r we have a free variable among {ρ1, . . . , ρN}, that we can adjust
as to have ρ1 . . . ρN ∈ Zd. Thus, the condition ρ1 . . . ρN ∈ Zd dissapears, and we are left
with the Hs

N problem, which gives, as explained above, ν ∈ Ps.

(2) In the case N = r, let us denote by a1 + b1, . . . , aN + bN the lengths of the blocks
of ν, with ai standing for the white legs, and bi standing for the black legs. We have:

ρa1−b1
1 . . . ρaN−bN

N = 1, ∀ρ1, . . . , ρN ∈ Zs, ρ1 . . . ρN ∈ Zd

With ci = ai − bi, and with ηN = ρ1 . . . ρN , we must have:

ρc1−cN
1 . . . ρ

cN−1−cN
N−1 ηcNN = 1,∀ρ1, . . . , ρN−1 ∈ Zs,∀ηN ∈ Zd

Thus we must have c1 = . . . = cN(s), and this common value must be a number
c = 0(d). Now let us introduce the following sets:

P sd
c =

{
π
∣∣∣|π| = N, ai − bi = c(s)

}
In terms of these sets, and of their union P sd = ∪cP sd

c , we have obtained that π ∈ D
happens if and only if any subpartition ν ≤ π has the following property:

(1) If |ν| < N , then ν ∈ P s.

(2) If |ν| = N , then ν ∈ P s,d.

(3) If |ν| > N , no condition.

But this shows that we must have π ∈ P s, unless we are in the exceptional case,

N = 2, s = 4, d = 2. Thus we have Hsd
N = Hs

N , as stated. □

Observe in particular that Theorem 11.11 tells us that the group Hsd
N is not easy,

unless we are in the special cases of the groups Hs
N or H42

2 . Indeed, this follows from the
definition of the easy envelope, from our computation of easy envelope, and from the fact
that the inclusion Hsd

N ⊂ Hs
N is proper, unless we are in the case d = s.
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11b. Quantum reflections

With the classical case reasonably understood, let us discuss now the free case. To
start with, we will review, with full details, the theory of the quantum reflection groups
Hs+

N . The free analogues of the reflection groups Hs
N can be constructed as follows:

Definition 11.12. The algebra C(Hs+
N ) is the universal C∗-algebra generated by N2

normal elements uij, subject to the following relations,

(1) u = (uij) is unitary,
(2) ut = (uji) is unitary,
(3) pij = uiju

∗
ij is a projection,

(4) usij = pij,

with Woronowicz algebra maps ∆, ε, S constructed by universality.

Here we allow the value s = ∞, with the convention that the last axiom simply
disappears in this case. Observe that at s < ∞ the normality condition is actually
redundant. This is because a partial isometry a subject to the relation aa∗ = as is
normal. As a first result now, making the connection with Hs

N , we have:

Proposition 11.13. We have an inclusion of quantum groups

Hs
N ⊂ Hs+

N

which is a liberation, in the sense that the classical version of Hs+
N , obtained by dividing

by the commutator ideal, is the group Hs
N .

Proof. This follows as for ON ⊂ O+
N or for SN ⊂ S+

N , by using the Gelfand theorem,
applied to the quotient of C(Hs+

N ) by its commutator ideal. □

In analogy with the results from the real case, we have the following result:

Proposition 11.14. The algebras C(Hs+
N ) with s = 1, 2,∞, and their presentation

relations in terms of the entries of the matrix u = (uij), are as follows:

(1) For C(H1+
N ) = C(S+

N), the matrix u is magic: all its entries are projections,
summing up to 1 on each row and column.

(2) For C(H2+
N ) = C(H+

N) the matrix u is cubic: it is orthogonal, and the products
of pairs of distinct entries on the same row or the same column vanish.

(3) For C(H∞+
N ) = C(K+

N) the matrix u is unitary, its transpose is unitary, and all
its entries are normal partial isometries.

Proof. This is something elementary, from [5], [23], the idea being as follows:

(1) This follows from definitions and from standard operator algebra tricks.

(2) This follows as well from definitions and standard operator algebra tricks.

(3) This is just a translation of the definition of C(Hs+
N ), at s =∞. □
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Let us prove now that Hs+
N with s < ∞ is a quantum permutation group. For this

purpose, we must change the fundamental representation. Let us start with:

Definition 11.15. A (s,N)-sudoku matrix is a magic unitary of size sN , of the form

m =


a0 a1 . . . as−1

as−1 a0 . . . as−2

...
...

...
a1 a2 . . . a0


where a0, . . . , as−1 are N ×N matrices.

The basic examples of such matrices come from the group Hs
n. Indeed, with w = e2πi/s,

each of the N2 matrix coordinates uij : H
s
N → C takes values in the following set:

S = {0} ∪ {1, w, . . . , ws−1}

Thus, this coordinate function uij : H
s
N → C decomposes as follows:

uij =
s−1∑
r=0

wrarij

Here each arij is a function taking values in {0, 1}, and so a projection in the C∗-algebra
sense, and it follows from definitions that these projections form a sudoku matrix. With
this notion in hand, we have the following result, from [23]:

Theorem 11.16. The following happen:

(1) The algebra C(Hs
N) is isomorphic to the universal commutative C∗-algebra gen-

erated by the entries of a (s,N)-sudoku matrix.
(2) The algebra C(Hs+

N ) is isomorphic to the universal C∗-algebra generated by the
entries of a (s,N)-sudoku matrix.

Proof. The first assertion follows from the second one, via Proposition 11.13. In
order to prove the second assertion, consider the universal algebra in the statement:

A = C∗
(
apij

∣∣∣ (aq−p
ij

)
pi,qj

= (s,N)− sudoku
)

Consider also the algebra C(Hs+
N ). According to Definition 11.12, this is presented by

certain relations R, that we will call here level s cubic conditions:

C(Hs+
N ) = C∗

(
uij

∣∣∣ u = N ×N level s cubic
)

We will construct a pair of inverse morphisms between these algebras.

(1) Our first claim is that Uij =
∑

pw
−papij is a level s cubic unitary. Indeed, by using

the sudoku condition, the verification of (1-4) in Definition 11.12 is routine.
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(2) Our second claim is that the elements Ap
ij = 1

s

∑
r w

rpurij, with the convention

u0ij = pij, form a level s sudoku unitary. Once again, the proof here is routine.

(3) According to the above, we can define a morphism Φ : C(Hs+
N )→ A by the formula

Φ(uij) = Uij, and a morphism Ψ : A→ C(Hs+
N ) by the formula Ψ(apij) = Ap

ij.

(4) We check now the fact that Φ,Ψ are indeed inverse morphisms:

ΨΦ(uij) =
∑
p

w−pAp
ij

=
1

s

∑
p

w−p
∑
r

wrpurij

=
1

s

∑
pr

w(r−1)purij

= uij

As for the other composition, we have the following computation:

ΦΨ(apij) =
1

s

∑
r

wrpU r
ij

=
1

s

∑
r

wrp
∑
q

w−rqaqij

=
1

s

∑
q

aqij
∑
r

wr(p−q)

= apij

Thus we have an isomorphism C(Hs+
N ) = A, as claimed. □

We will need the following simple fact:

Proposition 11.17. A sN × sN magic unitary commutes with the matrix

Σ =


0 IN 0 . . . 0
0 0 IN . . . 0
...

...
. . .

0 0 0 . . . IN
IN 0 0 . . . 0


if and only if it is a sudoku matrix in the sense of Definition 11.15.

Proof. This follows from the fact that commutation with Σ means that the matrix
is circulant. Thus, we obtain the sudoku relations from Definition 11.15. □
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Now let Zs be the oriented cycle with s vertices, and consider the graph NZs consisting
of N disjoint copies of it. Observe that, with a suitable labeling of the vertices, the
adjacency matrix of this graph is the above matrix Σ. We obtain from this:

Theorem 11.18. We have the following results:

(1) Hs
N is the symmetry group of NZs.

(2) Hs+
N is the quantum symmetry group of NZs.

Proof. This is something elementary, the idea being as follows:

(1) This follows from definitions.

(2) This follows from Theorem 11.16 and Proposition 11.17, because the algebra
C(Hs+

N ) is the quotient of the algebra C(S+
sN) by the relations making the fundamen-

tal corepresentation commute with the adjacency matrix of NZs. □

Next in line, we must talk about wreath products. We have here:

Theorem 11.19. We have isomorphisms as follows,

Hs
N = Zs ≀ SN , Hs+

N = Zs ≀∗ S+
N

with ≀ being a wreath product, and ≀∗ being a free wreath product.

Proof. This follows from the following formulae, valid for any connected graph X,
and explained before in this book, applied to the graph Zs:

G(NX) = G(X) ≀ SN , G+(NX) = G+(X) ≀∗ S+
N

Alternatively, (1) follows from definitions, and (2) can be proved directly, by con-
structing a pair of inverse morphisms. For details here, we refer to [23]. □

Regarding now the easiness property of Hs
N , H

s+
N , we already know that this happens

at s = 1, 2. The point is that this happens at s =∞ too, the result being as follows:

Theorem 11.20. The quantum groups KN , K
+
N are easy, the corresponding categories

Peven ⊂ P , NCeven ⊂ NC

consisting of the partitions satisfying #◦ = #•, as a weighted equality, in each block.

Proof. This is something which is routine, and we refer to [5]. □

More generally now, we have the following result, from [5]:

Theorem 11.21. The quantum groups Hs
N , H

s+
N are easy, the corresponding categories

P s ⊂ P , NCs ⊂ NC

consisting of partitions satisfying #◦ = # • (s), as a weighted sum, in each block.
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Proof. Observe that the result holds at s = 1, trivially, then at s = 2 as well, where
our condition is equivalent to #◦ = # • (2) in each block, as found before, and finally
at s = ∞ too, as explained in Theorem 11.20. In general, this follows as in the case of
HN , H

+
N , by using the one-block partition in P (s, s). See [5]. □

11c. Representation theory

Let us discuss now the representation theory of Hs+
N . For this purpose, let us go back

to the elements uij, pij in Definition 11.12. We recall from Proposition 11.14 that the
matrix p = (pij) is a magic unitary. We first have the following result:

Proposition 11.22. The elements uij and pij satisfy:

(1) pijuij = uij.
(2) u∗ij = us−1

ij .
(3) uijuik = 0 for j ̸= k.

Proof. We use the fact that in a C∗-algebra, aa∗ = 0 implies a = 0.

(1) This follows from the following computation, with a = (pij − 1)uij:

aa∗ = (pij − 1)pij(pij − 1) = 0

(2) With a = u∗ij − us−1
ij we have aa∗ = 0, which gives the result.

(3) With a = uijuik we have aa∗ = 0, which gives the result. □

In what follows, we make the convention u0ij = pij. We have then:

Proposition 11.23. The algebra C(Hs+
N ) has a family of N-dimensional corepresen-

tations {uk|k ∈ Z}, satisfying the following conditions:

(1) uk = (ukij) for any k ≥ 0.
(2) uk = uk+s for any k ∈ Z.
(3) ūk = u−k for any k ∈ Z.

Proof. This is something elementary, the idea being as follows:

(1) Let us set uk = (ukij). By using Proposition 11.22 (3), we have:

∆(ukij) =
∑
l1...lk

uil1 . . . uilk ⊗ ul1j . . . ulkj =
∑
l

ukil ⊗ uklj

We have as well, trivially, the following two formulae:

ε(ukij) = δij , S(ukij) = u∗kji

(2) This follows once again from Proposition 11.22 (3), as follows:

uk+s
ij = ukiju

s
ij = ukijpij = ukij

(3) This follows from Proposition 11.22 (2), and we are done. □
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Let us compute now the intertwiners between the various tensor products between
the above corepresentations ui. For this purpose, we make the assumption N ≥ 4, which
brings linear independence. In order to simplify the notations, we will use:

Definition 11.24. For i1, . . . , ik ∈ Z we use the notation

ui1...ik = ui1 ⊗ . . .⊗ uik
where {ui|i ∈ Z} are the corepresentations in Proposition 11.23.

Observe that in the particular case i1, . . . , ik ∈ {±1}, we obtain in this way all the
possible tensor products between u = u1 and ū = u−1, known by [98] to contain any
irreducible corepresentation of C(Hs+

N ). Here is now our main result:

Theorem 11.25. We have the following equality of linear spaces,

Hom(ui1...ik , uj1...jl) = span
{
Tp

∣∣∣p ∈ NCs(i1 . . . ik, j1 . . . jl)
}

where the set on the right consists of elements of NC(k, l) having the property that in
each block, the sum of i indices equals the sum of j indices, modulo s.

Proof. This result is from [23], the idea of the proof being as follows:

(1) Our first claim is that, in order to prove ⊃, we may restrict attention to the case
k = 0. This follow indeed from the Frobenius duality isomorphism.

(2) Our second claim is that, in order to prove ⊃ in the case k = 0, we may restrict
attention to the one-block partitions. Indeed, this follows once again from a standard
trick. Consider the following disjoint union:

NCs =
∞⋃
k=0

⋃
i1...ik

NCs(0, i1 . . . ik)

This is a set of labeled partitions, having property that each p ∈ NCs is noncrossing,
and that for p ∈ NCs, any block of p is in NCs. But it is well-known that under these
assumptions, the global algebraic properties of NCs can be checked on blocks.

(3) Proof of ⊃. According to the above considerations, we just have to prove that the
vector associated to the one-block partition in NC(l) is fixed by uj1...jl , when:

s|j1 + . . .+ jl

Consider the standard generators eab ∈MN(C), acting on the basis vectors by:

eab(ec) = δbcea

The corepresentation uj1...jl is given by the following formula:

uj1...jl =
∑
a1...al

∑
b1...bl

uj1a1b1 . . . u
jl
albl
⊗ ea1b1 ⊗ . . .⊗ ealbl
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As for the vector associated to the one-block partition, this is:

ξl =
∑
b

e⊗l
b

By using now several times the relations in Proposition 11.22, we obtain, as claimed:

uj1...jl(1⊗ ξl) =
∑
a1...al

∑
b

uj1a1b . . . u
jl
alb
⊗ ea1 ⊗ . . .⊗ eal

=
∑
ab

uj1+...+jl
ab ⊗ e⊗l

a

= 1⊗ ξl
(4) Proof of ⊂. The spaces in the statement form a Tannakian category, so they

correspond to a Woronowicz algebra A, coming with corepresentations {vi}, such that:

Hom(vi1...ik , vj1...jl) = span
{
Tp

∣∣∣p ∈ NCs(i1 . . . ik, j1 . . . jl)
}

On the other hand, the inclusion ⊃ that we just proved shows that C(Hs+
N ) is a model

for the category. Thus we have a quotient map as follows:

A→ C(Hs+
N ) , vi → ui

But this latter map can be shown to be an isomorphism, by suitably adapting the
proof from the s = 1 case, for the quantum permutation group S+

N . See [5], [23]. □

As an illustration for the above result, we have the following statement:

Proposition 11.26. The basic corepresentations u0, . . . , us−1 are as follows:

(1) u1, . . . , us−1 are irreducible.
(2) u0 = 1 + r0, with r0 irreducible.
(3) r0, u1, . . . , us−1 are distinct.

Proof. We apply Theorem 11.25 with k = l = 1 and i1 = i, j1 = j. This gives:

dim(Hom(ui, uj)) = #NCs(i, j)

We have two candidates for the elements of NCs(i, j), namely the two partitions in
NC(1, 1). So, consider these two partitions, with the points labeled by i, j:

p =


i∣∣∣
j

 q =


i
|

|
j
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We have to check for each of these partitions if the sum of i indices equals or not the
sum of j indices, modulo s, in each block. The answer is as follows:

p ∈ NCs(i, j) ⇐⇒ i = j

q ∈ NCs(i, j) ⇐⇒ i = j = 0

By collecting together these two answers, we obtain:

#NCs(i, j) =


0 if i ̸= j

1 if i = j ̸= 0

2 if i = j = 0

We can now prove the various assertions, as follows:

(1) This follows from the second equality.

(2) This follows from the third equality and from the fact that we have 1 ∈ us.

(3) This follows from the first equality. □

We can now compute the fusion rules for Hs+
N . The result, from [23], is as follows:

Theorem 11.27. Let F =< Zs > be the set of words over Zs, with involution given
by (i1 . . . ik)

− = (−ik) . . . (−i1), and with fusion product given by:

(i1 . . . ik) · (j1 . . . jl) = i1 . . . ik−1(ik + j1)j2 . . . jl

The irreducible representations of Hs+
N can then be labeled rx with x ∈ F , such that the

involution and fusion rules are r̄x = rx̄ and

rx ⊗ ry =
∑

x=vz,y=z̄w

rvw + rv·w

and such that we have ri = ui − δi01 for any i ∈ Zs.

Proof. This basically follows from Theorem 11.25, the idea being as follows:

(1) Consider the monoid A = {ax|x ∈ F}, with multiplication axay = axy. We denote
by NA the set of linear combinations of elements in A, with coefficients in N, and we
endow it with fusion rules as in the statement:

ax ⊗ ay =
∑

x=vz,y=z̄w

avw + av·w

With these notations, (NA,+,⊗) is a semiring. We will use as well the set ZA,
formed by the linear combinations of elements of A, with coefficients in Z. The above
tensor product operation extends to ZA, and (ZA,+,⊗) is a ring.
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(2) Our claim is that the fusion rules on ZA can be uniquely described by conversion
formulae as follows, with C being positive integers, and D being integers:

ai1 ⊗ . . .⊗ aik =
∑
l

∑
j1...jl

Cj1...jl
i1...ik

aj1...jl

ai1...ik =
∑
l

∑
j1...jl

Dj1...jl
i1...ik

aj1 ⊗ . . .⊗ ajl

Indeed, the existence and uniqueness of such decompositions follow from the definition
of the tensor product operation, and by recurrence over k for the D coefficients.

(3) Our claim is that there is a unique morphism of rings Φ : ZA → R, such that
Φ(ai) = ri for any i. Indeed, consider the following elements of R:

ri1...ik =
∑
l

∑
j1...jl

Dj1...jl
i1...ik

rj1 ⊗ . . .⊗ rjl

In case we have a morphism as claimed, we must have Φ(ax) = rx for any x ∈ F .
Thus our morphism is uniquely determined on A, so it is uniquely determined on ZA. In
order to prove now the existence, we can set Φ(ax) = rx for any x ∈ F , then extend Φ by
linearity to the whole ZA. Since Φ commutes with the above conversion formulae, which
describe the fusion rules, it is indeed a morphism.

(4) Our claim is that Φ commutes with the linear forms x → #(1 ∈ x). Indeed, by
linearity we just have to check the following equality:

#(1 ∈ ai1 ⊗ . . .⊗ aik) = #(1 ∈ ri1 ⊗ . . .⊗ rik)
Now remember that the elements ri are defined as ri = ui − δi01. So, consider the

elements ci = ai + δi01. Since the operations ri → ui and ai → ci are of the same nature,
by linearity the above formula is equivalent to:

#(1 ∈ ci1 ⊗ . . .⊗ cik) = #(1 ∈ ui1 ⊗ . . .⊗ uik)
Now by using Theorem 6.19, what we have to prove is:

#(1 ∈ ci1 ⊗ . . .⊗ cik) = #NCs(i1 . . . ik)

In order to prove this formula, consider the product on the left:

P = (ai1 + δi101)⊗ (ai2 + δi201)⊗ . . .⊗ (aik + δik01)

This quantity can be computed by using the fusion rules on A. A recurrence on k
shows that the final components of type ax will come from the different ways of grouping
and summing the consecutive terms of the sequence (i1, . . . , ik), and removing some of
the sums which vanish modulo s, as to obtain the sequence x. But this can be encoded
by families of noncrossing partitions, and in particular the 1 components will come from
the partitions in NCs(i1 . . . ik). Thus #(1 ∈ P ) = #NCs(i1 . . . ik), as claimed.
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(5) Our claim now is that Φ is injective. Indeed, this follows from the result in the
previous step, by using a standard positivity argument, namely:

Φ(α) = 0 =⇒ Φ(αα∗) = 0

=⇒ #(1 ∈ Φ(αα∗)) = 0

=⇒ #(1 ∈ αα∗) = 0

=⇒ α = 0

Here α is arbitrary in the domain of Φ, we use the notation a∗x = ax̄, where a→ #(1, a)
is the unique linear extension of the operation consisting of counting the number of 1’s.
Observe that this latter linear form is indeed positive definite, according to the identity
#(1, axa

∗
y) = δxy, which is clear from the definition of the product of ZA.

(6) Our claim is that Φ(A) ⊂ Rirr. This is the same as saying that rx ∈ Rirr for any
x ∈ F , and we will prove it by recurrence. Assume that the assertion is true for all the
words of length < k, and consider an arbitrary length k word, x = i1 . . . ik. We have:

ai1 ⊗ ai2...ik = ax + ai1+i2,i3...ik + δi1+i2,0ai3...ik

By applying Φ to this decomposition, we obtain:

ri1 ⊗ ri2...ik = rx + ri1+i2,i3...ik + δi1+i2,0ri3...ik

We have the following computation, which is valid for y = i1 + i2, i3 . . . ik, as well as
for y = i3 . . . ik in the case i1 + i2 = 0:

#(ry ∈ ri1 ⊗ ri2...ik) = #(1, rȳ ⊗ ri1 ⊗ ri2...ik)
= #(1, aȳ ⊗ ai1 ⊗ ai2...ik)
= #(ay ∈ ai1 ⊗ ai2...ik)
= 1

Moreover, we know from the previous step that we have ri1+i2,i3...ik ̸= ri3...ik , so we
conclude that the following formula defines an element of R+:

α = ri1 ⊗ ri2...ik − ri1+i2,i3...ik − δi1+i2,0ri3...ik

On the other hand, we have α = rx, so we conclude that we have rx ∈ R+. Finally,
the irreducibility of rx follows from the following computation:

#(1 ∈ rx ⊗ r̄x) = #(1 ∈ rx ⊗ rx̄)
= #(1 ∈ ax ⊗ ax̄)
= #(1 ∈ ax ⊗ āx)
= 1

(7) Summarizing, we have constructed an injective ring morphism, as follows:

Φ : ZA→ R , Φ(A) ⊂ Rirr
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The remaining fact to be proved, namely that we have Φ(A) = Rirr, is clear from
the general results in [98]. Indeed, since each element of NA is a sum of elements in A,
by applying Φ we get that each element in Φ(NA) is a sum of irreducible corepresenta-
tions in Φ(A). But since Φ(NA) contains all the tensor powers between the fundamental
corepresentation and its conjugate, we get Φ(A) = Rirr, and we are done. □

Still following [23], let us present now a useful formulation of Theorem 11.27. We
begin with a slight modification of Theorem 11.27, as follows:

Theorem 11.28. Consider the free monoid A =< ai|i ∈ Zs > with the involution
a∗i = a−i, and define inductively the following fusion rules on it:

pai ⊗ ajq = paiajq + pai+jq + δi+j,0p⊗ q

Then the irreducible representations of Hs+
N can be indexed by the elements of A, and the

fusion rules and involution are the above ones.

Proof. Our claim is that this follows from Theorem 11.27, by performing the follow-
ing relabeling of the irreducible corepresentations:

ri1...ik → ai1 . . . aik

Indeed, with the notations in Theorem 11.27 we have the following computation, valid
for any two elements i, j ∈ Zs and any two words x, y ∈ F :

rxi ⊗ rjy =
∑

xi=vz,jy=z̄w

rvw + rv·w

= rxijy + rx,i+j,y + δi+j,0

∑
x=vz,y=z̄w

rvw + rv·w

= rxijy + rx,i+j,y + δi+j,0rx ⊗ ry
With the above relabeling ri1...ik → ai1 . . . aik , this gives the formula in the statement

(with rx → p and ry → q), and we are done. □

Based on the above, we have a second reformulation as well, as follows:

Theorem 11.29. Consider the monoid M =< a, z|zs = 1 > with the involution
a∗ = a, z∗ = z−1, and define inductively the following fusion rules on it:

vazi ⊗ zjaw = vazi+jaw + δs|i+jv ⊗ w

Then the irreducible representations of Hs+
N can be indexed by the elements of the monoid

N =< aza >, and the fusion rules and involution are the above ones.

Proof. It is routine to check that the elements azia with i = 1, . . . , s are free inside
M . In other words, the submonoid N ′ =< azia > is free on s generators, so it can be
identified with the free monoid A in Theorem 11.28, via ai = azia. We have (azia)∗ =
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az−ia, so this identification is involution-preserving. Consider now two arbitrary elements
p, q ∈ N ′. By using twice the formula in the statement, we obtain:

pai ⊗ ajq = pazia⊗ azjaq
= paziaazjaq + pazi ⊗ zjaq
= paziaazjaq + pazi+jaq + δi+j,0p⊗ q
= paiajq + pai+jq + δi+j,0p⊗ q

Thus our identification N ′ ≃ A is fusion rule-preserving. In order to conclude, it
remains to prove that the inclusion N ⊂ N ′ is actually an equality. But this follows from
the fact that A is generated as a fusion monoid by a1. Indeed, by using the identification
N ′ ≃ A this shows that N ′ is generated as a fusion monoid by aza, and we are done. □

We refer to [23] and related papers, including [49], for more on the above, including
for some further useful technical reformulations of Theorem 11.27.

11d. Complexification

With the above done, we have to face now the main problem that we have, the one
formulated in the beginning of the present chapter, namely that of coming up with some
further examples of intermediate easy quantum groups, as follows:

SN ⊂ G ⊂ K+
N

However, this does not look obvious at all, because the world of such quantum groups
is quite wild, a bit in analogy with the world of the complex reflection groups. An idea
here would be to first discuss the simplest case, which is the “purely complex” one:

KN ⊂ G ⊂ K+
N

But this does not look obvious either, and in short it seems like we are stuck with
some difficult mathematics, and time for a tactical retreat. This being said, let us ask the
cat, who is a world-class expert in tactical retreats. And cat says:

Cat 11.30. Yes don’t punch above your weight, but have at least some KΓ
N and K⋄r

N

beasts constructed, by whatever complexification method of your choice.

Thanks cat, this looks like some wise advice, so let us have at least some complex
versions of the constructions of HΓ

N and H⋄r
N from chapters 9-10 done, always good to have

this, and leave the tricky further examples, and classification results, to future generations.
With the remark that, who knows, maybe when looking for applications and everything,
the beasts of typeKΓ

N andK⋄r
N might be enough. Or at least when looking for applications

at our weight class. It’s all about weight, in life, isn’t it, sweet kit-kat.

Getting started now, we already know what “real version” and “complexification”
should mean, in the quantum group context. First, we have following definition:
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Definition 11.31. We can talk about real versions of quantum groups, as follows:

(1) The real version of an easy quantum group SN ⊂ G ⊂ U+
N is the easy quantum

group SN ⊂ Greal ⊂ O+
N given by Greal = G ∩O+

N .
(2) Equivalently, if G comes from a category of partitions D ⊂ P , then Greal comes

from the category of partitions < D,NC2 >.

Observe that the operation in (1) is well-defined for any closed subgroup G ⊂ U+
N ,

producing a certain closed subgroup Greal ⊂ O+
N , but in what follows we will only need

this in the easy case. As for the equivalence with (2), in the easy case, this comes from
our general results from chapter 3 regarding the intersection operation ∩.

Getting now to complexification, we have here a similar definition, as follows:

Definition 11.32. We can talk about quantum group complexification, as follows:

(1) The complexification of an easy quantum group SN ⊂ G ⊂ O+
N is the easy quan-

tum group KN ⊂ Gcomp ⊂ U+
N given by Gcomp = {G,KN}.

(2) Equivalently, if G comes from a category of partitions D ⊂ P , then Gcomp comes
from the category of partitions D ∩ Peven.

As before with Definition 11.31, there are several comments to be made here, some
being trivial, and some more being subtle, the idea being as follows:

– First, the operation in (1) can be performed in fact for any easy quantum group
SN ⊂ G ⊂ U+

N , but this extension is without much interest in the non-real case, G ̸⊂ O+
N ,

because our main examples here tend to contain KN , anyway.

– As a more subtle remark now, we have a version of the operation in (1) obtained by
using the plain generation operation, G′

comp =< G,KN >, and which works for any closed

subgroup G ⊂ U+
N . However, as explained in chapter 3, we have { , } ≠< ,> in general.

– Finally, regarding the equivalence between our operations in (1) and (2), this comes
from our results in chapter 3 regarding the easy generation operation { , }. In fact, this
operation { , } was defined there precisely via ∩ at the level of categories of partitions.

All this is nice, and as a first task for us, we would like to know to which extent the
operations in Definition 11.31 and Definition 11.32 are inverse to each other. However,
this does not look exactly obvious, due to a variety of technical reasons. So, stuck again,
and time again to ask the cat, who fortunately is still around. And cat says:

Cat 11.33. Dude I told you, don’t punch above your weight. Just have some KΓ
N and

K⋄r
N beasts quickly constructed, and then go ahead with chapter 12.
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Thanks cat. So if I understand well I should look for an alternative conceptual way
of complexifying the compact quantum groups, with a clear definition, and some nice
mathematical theory about this, then define KΓ

N and K⋄r
N as you say, and done.

And alternative methods, fortunately, do exist. We have for instance the free com-
plexification operation, which works well in a number of important cases, as we know
from the previous chapters, and whose definition in general is as follows:

Definition 11.34. The free complexification of a closed subgroup G ⊂ U+
N , with fun-

damental corepresentation u, is the closed subgroup G̃ ⊂ U+
N given by

C(G̃) =< zuij >⊂ C(T) ∗ C(G)
with fundamental corepresentation ũ = zu, where z is the standard generator of C(T).

This sounds very nice, and we already know from the previous chapters that this works
well in a number of cases. Indeed, we first have the following key result:

Õ+
N = U+

N

At the level of the main intermediate liberations, again in the continuous case, things
are nice too, because we know from chapter 8 that we have the following equalities:

ÕN = ŨN = Õ∗
N = Ũ∗

N = U×
N

At the discrete level now, which is the one that we are interested in, in this chapter,
again things work fine in the free case, where we have the following result:

H̃+
N = K+

N

As for the intermediate liberations, in the discrete case, this remains to be worked
out. However, before doing that, we have several questions to be solved, namely:

Questions 11.35. Regarding the free complexification, in the easy case:

(1) Is it true that if G is easy, then so is G̃?

(2) If G is real, is it the real version of G̃?

(3) In fact, do we have G̃ = Gcomp?

But, in what regards these questions, although all these look doable, with some work
involved, none is trivial, and at the level of what is known, the situation is as follows:

(1) Here the answer is most likely yes, as a consequence of the results of Raum in [70],

who computed there the representation theory of G̃, in terms of that of G, in general.
But this is non-trivial, and still remains to be applied to the easy case.

(2) This is most likely a rather delicate question, which seems to require a case-by-
case analysis, and which perhaps comes after (3). In any case we can’t expect a plain yes

answer here, for instance because of ÕN = U×
N , which gives (ÕN)real = O∗

N .
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(3) Here there is indication from the above-mentioned work of Raum in [70] that the
answer should be yes, at least under some suitable assumptions on our easy quantum
group G, but all this is not exactly trivial, and still remains to be worked out.

Summarizing, all this not very good news, and we are again stuck, and I am afraid
that I will have to ask again the cat. And cat says:

Cat 11.36. Define your objects first, and study them afterwards.

Thanks cat. I think I eventually got your point, so how can we surround KΓ
N and K⋄r

N

by some nice general theories, without knowing what these objects are. So, time to fix
this, definitely. Based on the above, and in the lack of something better, we have:

Theorem 11.37. We have easy quantum groups K×
N as follows,

KN
// KΓ

N
// K

[∞]
N

// K⋄r
N

// K+
N

HN

OO

// HΓ
N

//

OO

H
[∞]
N

//

OO

H⋄r
N

//

OO

H+
N

OO

obtained by categorical complexification, G→ Gcomp.

Proof. This is more of an empty statement, the idea being that we can perform to
the quantum groups on the bottom the complexification construction G → Gcomp from
Definition 11.32, and up to a few functoriality checks, and some checks at the endpoints
too, which are all elementary, we are led to the diagram in the statement. □

All this is quite nice, job done, at least we know one thing. There are of course many
questions left, and we will be back to this in the next chapter.

11e. Exercises

This was a difficult chapter, and as an exercise here, of course difficult, we have:

Exercise 11.38. Classify the quantum reflection groups.

We will actually comment a bit more on this exercise, in the next chapter.



CHAPTER 12

The complex case

12a. Liberation theory

Welcome to advanced easiness. What we did so far in this book was rather standard
material, known for some time, and relatively well understood. So, time now to get into
really difficult questions, of research flavor. In order to explain the problems, let us go
back to the standard cube formed by the main easy quantum groups, namely:

K+
N

// U+
N

H+
N

//

==

O+
N

>>

KN
//

OO

UN

OO

HN

OO

<<

// ON

OO

<<

The question that we would mostly like to solve is the classification problem for the
easy quantum groups inside the cube, HN ⊂ G ⊂ U+

N , which are called twistable. More
generally, we would like to solve classification problem in the general easy case, SN ⊂
G ⊂ U+

N . And these questions are not trivial, the situation being as follows:

(1) A natural idea would be that of following the strategy from the real case, from
chapters 9-10, which was successful, with a classification in the non-hyperoctahedral case,
coupled with a classification in the hyperoctahedral case. However, this is something quite
difficult, and for recent advances on this program, we refer to Mang-Weber [65], [66].

(2) A second idea, that we already met in the real case, and in other situations, and
which appears as a modification of the Mang-Weber program, would be that of imposing,
at least to start with, some extra conditions on our easy quantum groups. For instance,
having the twistable, uniform case fully solved would be certainly a good thing.

(3) Finally, as a variation of what has been said above, we have the natural question of
better understanding, to start with, the “face to face” correspondences in the above cube,

273
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and more specifically the “liberation”, “complexification” and “discretization” procedures.
And with this being something that we already met, on several occasions.

So, what to choose? So many things to talk about, and we are actually running out of
time and space, because the present chapter 12 will be the end of our standard discussion
on easiness, with Part IV coming afterwards being about something else.

Cat is gone hunting, but before leaving, a bit worried about me writing this book, at
this point, he told me to be modest. So, we will choose something very modest for the
present chapter 12, namely one-third of (3) above, the “liberation” question.

Getting started now, our results so far about the easy liberations of ON , UN , HN , KN

are an excellent input for the study of the general liberation problem, that we will study
here, in the easy case, and in general, with the idea in mind of talking afterwards about
the classification of the easy quantum groups SN ⊂ G ⊂ U+

N , and of more general such
quantum groups. Let us start with something very general, as follows:

Definition 12.1. A liberation of a compact Lie group G ⊂ UN is a quantum group

G ⊂ G× ⊂ U+
N

whose classical version, G× ∩ UN , equals the group G itself.

This is obviously a very general definition, which is of course something very natural.
However, at this level of generality, nothing much can be said, or at least it is not known
yet how to do this. Here are however a few basic remarks on the subject:

Proposition 12.2. The set of liberations of a given compact Lie group G ⊂ UN has
the following properties:

(1) It is stable under the intersection operation ∩.
(2) It is not necessarily stable under the generation operation < ,>.

Proof. This is something elementary, the idea being as follows:

(1) This is something trivial.

(2) The result for the generation operation fails indeed, for instance for the hyperoc-
tahedral group HN = Z2 ≀ SN . Indeed, HN has at least two main liberations, namely the
twisted orthogonal group O′

N , which appears as quantum symmetry group of the hyper-
cube in RN , and the quantum group H+

N = Z2 ≀∗ S+
N , which is the quantum symmetry

group of the coordinate axes of RN . And the point is that we have:

< O′
N , H

+
N >= U+

N

Thus, (2) fails, and in a particularly bad way, for HN . □
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At a more constructive level now, one idea is that the liberations of a compact Lie
group G ⊂ UN should appear via operations of type G× =< G, I× >, with I× ⊂ U+

N

being a “basic” quantum group. In order to discuss this, let us start with:

Definition 12.3. Given HN ⊂ G ⊂ U+
N , the diagonal tori T = G∩T+

N and reflection
subgroups K = G ∩K+

N for G and for Gclass = G ∩ UN form a diagram as follows:

T // K // G

Tclass //

OO

Kclass
//

OO

Gclass

OO

We say that G appears as a soft/hard liberation when it is generated by Gclass and by
K/T , which means that the right square/whole rectangle should be generation diagrams.

Observe that hard liberation implies soft liberation, because the diagonal torus being
included in the reflection group, T ⊂ K, we have the following implication:

T ⊂ K =⇒ < Gclass, T >⊂< Gclass, K >

Also, it is in fact possible to further complicate the above picture, by adding free
versions as well, with these free versions being given by the following formula:

Gfree =< G,S+
N >

All this is quite technical, and as a concrete result in connection with the hard liber-
ation notion, we have the following statement, regarding the basic unitary groups:

Theorem 12.4. The diagonal tori of the basic unitary quantum groups

UN
// U∗

N
// U+

N

ON
//

OO

O∗
N

//

OO

O+
N

OO

are as follows,

TN
// T∗

N
// T+

N

TN //

OO

T ∗
N

//

OO

T+
N

OO

and these unitary quantum groups all appear via hard liberation.
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Proof. The first assertion is something that we already know. As for the second
assertion, this is something which is quite routine as well. We will be back to this. □

As an interesting remark now, our notion of hard liberation has its limitations, and
some subtleties appear at the level of the quantum reflection groups, as follows:

Theorem 12.5. The diagonal tori of the basic quantum reflection groups

KN
// K∗

N
// K+

N

HN
//

OO

H∗
N

//

OO

H+
N

OO

are as follows,

TN
// T∗

N
// T+

N

TN //

OO

T ∗
N

//

OO

T+
N

OO

and these quantum reflection groups do not all appear via hard liberation.

Proof. The first assertion is clear, as a consequence of Theorem 12.4, because the
diagonal torus is the same for a quantum group, and for its reflection subgroup:

G ∩ T+
N = (G ∩K+

N) ∩ T+
N

Regarding the second assertion, things are quite tricky here, as follows:

(1) In the classical case the hard liberation property definitely holds, because any
classical group is by definition a hard liberation of itself.

(2) In the half-classical case the answer is again positive, and this can be proved by
using the technology developed by Bichon and Dubois-Violette in [30].

(3) In the free case the hard liberation property fails, due to the intermediate quantum

groups H
[∞]
N , K

[∞]
N , where “hard liberation stops”. We will be back to this. □

Summarizing, the notions of soft and hard liberation provide us with some answers,
to the questions that we have. However, there are still many open questions regarding
these operations, quite often in relation with the generation operation < ,>.
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12b. Generation results

In order to further comment on the above questions, let us recall that following notion,
that we studied in detail in chapter 6, in connection with various algebraic and analytic
questions, and which plays a key role in connection with the notion of easiness:

Definition 12.6. A family G = (GN) with GN ⊂ U+
N is called uniform when

GN−1 = GN ∩ U+
N−1

for any N ≥ 2, with the embeddings U+
N−1 ⊂ U+

N being given by u→ diag(u, 1).

As a first remark, under this uniformity assumption, when assuming that GN−1 is not
classical, GN is not classical either. Thus, there is an integer n ∈ {2, 3, . . . ,∞} such that
G1, . . . , Gn−1 are all classical, and then Gn, Gn+1, . . . are all non-classical. We have:

Proposition 12.7. Assume that G = (GN) is uniform, let n ∈ {2, 3, . . . ,∞} be
minimal such that Gn is not classical, and consider the following generation conditions:

(1) Strong generation: GN =< Gc
N , Gn >, for any N > n.

(2) Usual generation: GN =< Gc
N , GN−1 >, for any N > n.

(3) Initial step generation: Gn+1 =< Gc
n+1, Gn >.

We have then (1) ⇐⇒ (2) =⇒ (3), and (3) is in general strictly weaker.

Proof. All the implications and non-implications are elementary, as follows:

(1) =⇒ (2) This follows from Gn ⊂ GN−1 for N > n, coming from uniformity.

(2) =⇒ (1) By using twice the usual generation, and then the uniformity, we have:

GN = < Gc
N , GN−1 >

= < Gc
N , G

c
N−1, GN−2 >

= < Gc
N , GN−2 >

Thus we have a descent method, and we end up with the strong generation condition.

(2) =⇒ (3) This is clear, because (2) at N = n+ 1 is precisely (3).

(3) ≠⇒ (2) In order to construct counterexamples here, simplest is to use group

duals. Indeed, with GN = Γ̂N and ΓN =< g1, . . . , gN >, the uniformity condition from
Definition 12.6 tells us that we must be in a projective limit situation, as follows:

Γ1 ← Γ2 ← Γ3 ← Γ4 ← . . . , ΓN−1 = ΓN/ < gN = 1 >

But with this picture in hand, the result is clear. Indeed, assuming for instance that
Γ2 is given and not abelian, there are many ways of completing the sequence, and so the
uniqueness coming from the generation condition in (2) can only fail. □

Let us introduce as well the following more technical notions:
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Proposition 12.8. Assume that G = (GN) is uniform, let n ∈ {2, 3, . . . ,∞} be as
above, and consider the following conditions, where IN ⊂ GN is the diagonal torus:

(1) Strong hard liberation: GN =< Gc
N , In >, for any N ≥ n.

(2) Technical condition: GN =< Gc
N , IN−1 > for any N > n, and Gn =< Gc

n, In >.
(3) Hard liberation: GN =< Gc

N , IN >, for any N .
(4) Initial step hard liberation: Gn =< Gc

n, In >.

We have then (1) =⇒ (2) =⇒ (3) =⇒ (4).

Proof. Our first claim is that when assuming that G = (GN) is uniform, the family
of diagonal tori I = (IN) follows to be uniform as well. In order to prove this claim,
observe first that the definition of the diagonal torus can be reformulated as follows:

IN = GN ∩ F̂N

WIth this picture in hand, the uniformity claim for I = (IN) comes from that of

G = (GN), and from that of F̂ = (F̂N), which is trivial, as follows:

IN ∩ U+
N−1 = (GN ∩ F̂N) ∩ U+

N−1

= (GN ∩ U+
N−1) ∩ (F̂N ∩ U+

N−1)

= GN−1 ∩ F̂N−1

= IN−1

Thus our claim is proved, and this gives the various implications in the statement. □

Let us discuss now to understand the relationship between the above conditions. In
the group dual case, the simplest example to look at is the free real torus:

G = (T+
N )

Here, with respect to the 3 + 4 = 7 conditions that we have, the last 2 conditions
trivially hold, and the first 5 conditions all require T+

3 =< T3, T
+
2 >, which is wrong.

Indeed, in order to see this latter fact, consider the following discrete group:

Γ =
〈
a, b, c

∣∣∣a2 = b2 = c2 = 1, [a, b] = [a, c] = 1
〉

We have then T3 ⊂ Γ̂ and T+
2 ⊂ Γ̂ as well, and so we have:

< T3, T
+
2 >⊂ Γ̂

On the other hand we have Γ ̸= Z∗3
2 , and so Γ̂ ̸= T+

3 , and we conclude that we have:

< T3, T
+
2 ≯= T+

3

With these preliminaries in hand, we can now formulate our main theoretical obser-
vation on the subject, which is something quite useful in practice, as follows:
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Theorem 12.9. Assuming that G = (GN) is uniform, and with n ∈ {2, 3, . . . ,∞} as
above, minimal such that Gn is not classical, the following conditions are equivalent,

(1) Generation: GN =< Gc
N , GN−1 >, for any N > n.

(2) Strong generation: GN =< Gc
N , Gn >, for any N > n.

(3) Hard liberation: GN =< Gc
N , IN >, for any N ≥ n.

(4) Strong hard liberation: GN =< Gc
N , In >, for any N ≥ n.

modulo their initial steps.

Proof. Our first claim is that generation plus initial step hard liberation imply the
technical hard liberation condition. Indeed, the recurrence step goes as follows:

GN = < Gc
N , GN−1 >

= < Gc
N , G

c
N−1, IN−1 >

= < Gc
N , IN−1 >

In order to pass now from the technical hard liberation condition to the strong hard
liberation condition itself, observe that we have:

GN = < Gc
N , GN−1 >

= < Gc
N , G

c
N−1, IN−1 >

= < Gc
N , IN−1 >

With this condition in hand, we have then as well:

GN = < Gc
N , GN−1 >

= < Gc
N , G

c
N−1, IN−2 >

= < Gc
N , IN−2 >

This procedure can be of course be continued. Thus we have a descent method, and
we end up with the strong hard liberation condition. In the other sense now, we want to
prove that we have GN =< Gc

N , GN−1 > at N ≥ n. At N = n+ 1 this is something that
we already have. At N = n+ 2 now, we have:

Gn+2 = < Gc
n+2, In >

= < Gc
n+2, G

c
n+1, In >

= < Gc
n+2, Gn+1 >

This procedure can be of course be continued. Thus, we have a descent method, and
we end up with the strong generation condition. □

The above results remain of course quite theoretical. Still at the theoretical level, we
believe that the uniformity condition and generation condition are best viewed together.
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The idea indeed is that given a family of compact quantum groups G = (GN) with
GN ⊂ U+

N , we have a “ladder of cubes”, formed by cubes as follows:

U+
N−1

// U+
N

GN−1
//

<<

GN

==

UN−1
//

OO

UN

OO

Gclass
N−1

OO

<<

// Gclass
N

OO

==

Thus, we have the question of investigating the 2×6 = 12 intersection and generation
properties, for the faces of such cubes, either with N ∈ N arbitrary, or with N ≥ n. These
questions are quite interesting, and nothing much is known on all this, at least so far.

12c. Examples, duality

Moving now forward, in order to avoid the above difficulties with the generation op-
eration < ,>, we can formulate a new definition, in the easy case, as follows:

Definition 12.10. We say that an easy quantum group SN ⊂ G ⊂ U+
N appears as an

easy soft liberation when we have the formula

G = {Gclass, K}

with K = G ∩ K+
N being as usual its reflection subgroup, and with { , } being the easy

generation operation, obtained by ∩ at the level of categories of partitions.

With this notion in hand, let us first go back to the quantum reflection groups, which
were in need of liberation results. Let us recall from chapter 9 that we have:

Theorem 12.11. The easy quantum groups HN ⊂ GN ⊂ H+
N , and the corresponding

diagonal tori, are as follows,

HN
// HΓ

N
// H

[∞]
N

// H⋄r
N

// H+
N

TN

OO

// Γ̂ //

OO

T+
N

//

OO

T+
N

//

OO

T+
N

OO

with the family HΓ
N and the series H⋄r

N covering the endpoints.
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Proof. The classification result is something that we know well, from chapters 9-10,
and the assertion about the diagonal tori is clear as well from definitions. See [73]. □

In relation now with our liberation questions, we can see that our hard liberation

theory, based on blowing up the diagonal torus, cannot get beyond H
[∞]
N . Thus, we have

to focus on the quantum groups of type HΓ
N . And here we have the following result:

Theorem 12.12. The quantum groups HΓ
N appear via hard liberation, as follows:

HΓ
N =< HN , Γ̂ >

In particular, we have the “master formula” H
[∞]
N =< HN , T

+
N >.

Proof. We use the basic fact, from [72], and which is complementary to the easiness
considerations above, that we have a crossed product decomposition as follows:

HΓ
N = Γ̂⋊ SN

With this result in hand, we obtain that we have the missing inclusion, namely:

HΓ
N = < SN , Γ̂ > ⊂ < HN , Γ̂ >

Finally, the last assertion is clear, by taking Γ = Z∗N
2 . Indeed, this group produces

H
[∞]
N , and the corresponding group dual is the free real torus T+

N . □

As an interesting consequence of Theorem 12.12, let us record the following result:

Proposition 12.13. We have the following formula,

span(P Γ
even) = span(Peven) ∩ CΓ̂

where CΓ̂ is the Tannakian category associated to Γ̂.

Proof. We use the Tannakian approach to the intersection and generation operations
∩ and < ,>, which is summarized in the following well-known formulae:

CG∩H =< CG, CH > , C<G,H> = CG ∩ CH

With these general formulae in hand, the generation formula in Theorem 12.12, namely

HΓ
N =< HN , Γ̂ >, reformulates in terms of Tannakian categories as follows:

CHΓ
N
= CHN

∩ CΓ̂

But this is precisely the equality in the statement. □

In practice now, the category CΓ̂ appearing in Proposition 12.13 is given by the fol-
lowing well-known formula, that we know well since chapter 1:

CΓ̂(k, l) =
{
T ∈MN l×Nk(C)

∣∣∣gi1 . . . gik ̸= gj1 . . . gjl =⇒ Tj1...jl,i1...ik = 0
}

With this formula in hand, it is clear that the ⊂ inclusion in Proposition 12.13 holds
indeed, and that ⊃ holds as well on Peven. However, having ⊃ extended to the span of
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Peven looks like a difficult combinatorial question. Thus, as a philosophical conclusion,
the crossed product results in [72] solve a difficult combinatorial question.

Let us discuss now the complex reflections. We first have here the following result:

Theorem 12.14. The easy quantum groups K×
N , which are as follows,

KN
// KΓ

N
// K

[∞]
N

// K⋄r
N

// K+
N

HN

OO

// HΓ
N

//

OO

H
[∞]
N

//

OO

H⋄r
N

//

OO

H+
N

OO

appear by easy soft liberation, K×
N =< KN , H

×
N >.

Proof. The point here is that the quantum groups K×
N , which are already known,

appear indeed via easy soft liberation. But this latter fact follows from [2], [79]. □

In order to discuss now hard liberation issues, let us start with:

Proposition 12.15. The diagonal tori of the quantum groups K×
N are as follows,

KN
// KΓ

N
// K

[∞]
N

// K⋄r
N

// K+
N

TN

OO

// Γ̂c
//

OO

T+
N

//

OO

T+
N

//

OO

T+
N

OO

with Γ→ Γc being a certain complexification operation, satisfying < TN , Γ̂ >⊂ Γ̂c.

Proof. As a first observation, the results are clear and well-known for the endpoints

KN , K
+
N and for the middle pointK

[∞]
N as well. By functoriality it follows that the diagonal

torus of K
[r]
N must be the free complex torus T+

N , for any r ∈ N, so we are done with the
right part of the diagram. Regarding now the left part of the diagram, concerning the
quantum groups KΓ

N , if we denote by T1(.) the diagonal torus, we have:

T1(K
Γ
N) = T1(< KN , H

Γ
N >)

⊃ < T1(KN), T1(H
Γ
N) >

= < TN , Γ̂ >

Thus, we are led to the conclusion in the statement. □



12C. EXAMPLES, DUALITY 283

Observe that the above inclusion < TN , Γ̂ >⊂ Γ̂c fails to be an isomorphism, and this
for instance for Γ = Z∗N

2 . However, the construction Γ→ Γc can be in principle explicitely
computed, for instance by using Tannakian methods. Indeed, our soft liberation formula
KΓ

N =< KN , H
Γ
N > translates into a Tannakian formula, as follows:

PΓ
even = Peven ∩ P Γ

even

The problem is that of explicitely computing the category on the left, corresponding
to KΓ

N , and then of deducing from this a presentation formula for the associated diagonal

torus Γ̂c. Now back to the hard liberation question, we have the following result:

Theorem 12.16. The quantum groups KΓ
N appear via hard liberation, and this even

in a stronger form, as follows:

KΓ
N =< KN , Γ̂ >

In particular, we have the formula K
[∞]
N =< KN , T

+
N >.

Proof. This follows from the above results. Indeed, we have:

KΓ
N = < KN , H

Γ
N >

= < KN , HN , Γ̂ >

= < KN , Γ̂ >

Thus we have the formula in the statement, and the fact that this implies the fact that
KΓ

N appears indeed via hard liberation follows from the above results as well. Finally,

with Γ = Z∗N
2 we obtain from this the formula K

[∞]
N =< KN , T

+
N >. □

In relation now with the orthogonal groups, the situation is much simpler, because the
quantum groups ON ⊂ O∗

N ⊂ O+
N are the only easy liberations of ON . In addition, it is

known that the inclusion ON ⊂ O∗
N is maximal, in the sense that it has no intermediate

object at all. Also, as explained in [9], the conjecture is that ON ⊂ O∗
N ⊂ O+

N are the
only liberations of ON , not necessarily easy. In order to discuss this, we will need:

Proposition 12.17. We have the generation formula

O+
N =< ON , H

[∞]
N >

where H
[∞]
N is the liberation of HN introduced before.

Proof. We use the Tannakian approach to ∩ and < ,>. According to the general
formula C<G,H> = CG ∩ CH , the formula in the statement is equivalent to:

CO+
N
= CON

∩ C
H

[∞]
N

By easiness, we are led into the following combinatorial statement:

NC2 = P2 ∩ P [∞]
even
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In order to establish this latter formula, we use one of the explicit descriptions of the

category P
[∞]
even that we found before in chapter 9, which is as follows:

P [∞]
even =

{
π ∈ Peven

∣∣∣σ ∈ P ∗
even, ∀σ ⊂ π

}
With this formula in hand, the fact that we have NC2 ⊂ P2 ∩ P [∞]

even is of course clear.
This is in fact something that we already know, coming from:

O+
N ⊃< ON , H

[∞]
N >

Regarding the reverse inclusion, let π ∈ P2∩P [∞]
even. If we assume that π has a crossing,

then we have a basic crossing σ ⊂ π, and since we have σ ̸∈ P ∗
even, we obtain in this way

a contradition. Thus our reverse inclusion is proved, and we are done. □

As a comment here, the above result can be deduced as well from the standard easy

classification results, by using the fact that the quantum group O×
N =< ON , H

[∞]
N > is

easy, and is not classical, nor half-classical. However, all this is ultimately too complicated,
and having a direct and clear proof as above is probably something quite useful.

In relation now with our hard liberation questions, we have:

Proposition 12.18. The quantum groups ON , O
∗
N , O

+
N all appear via hard liberation,

O×
N =< ON , T

×
N >

where T×
N ⊂ O×

N is the diagonal torus, equal respectively to TN , T
∗
N , T

+
N .

Proof. This is trivial for ON , and routine for O∗
N . In the case of O+

N the problem
looks more difficult, but we have in fact the following proof:

O+
N = < ON , H

[∞]
N >

= < ON , HN , T
+
N >

= < ON , T
+
N >

Thus, we are led to the conclusion in the statement. □

Let us go back now to the conjecture regarding ON ⊂ O∗
N ⊂ O+

N , which is the most
interesting statement around. It is known that ON ⊂ O∗

N ⊂ O+
N are the unique easy

liberations of ON . In terms of our present formalism, this means that ON ⊂ O∗
N ⊂ O+

N

are the unique soft liberations of ON . Here is a related result:

Theorem 12.19. The basic orthogonal quantum groups, namely

ON ⊂ O∗
N ⊂ O+

N

are the unique hard liberations of ON .
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Proof. A hard liberation of ON must appear by definition as follows, for a certain
real reflection group Z∗N

2 → Γ→ ZN
2 , whose dual is the diagonal torus of the liberation:

OΓ
N =< ON , Γ̂ >

On the other hand, we have the following computation, based on the fact that the
class of easy quantum groups is stable under <,>:

OΓ
N = < ON , Γ̂ >

= < ON , HN , Γ̂ >

= < ON , H
Γ
N >

∈ {ON , O
∗
N , O

+
N}

Thus, we are led to the conclusion in the statement. □

The above is quite nice, and we believe that Theorem 12.19 can be further extended,
by using the notion of spinned tori. In fact, all this leads us into the notion of Fourier
liberation. We will discuss all this later in this chapter, at the end.

In relation now with the unitary quantum groups, we have:

Theorem 12.20. The basic unitary quantum groups, UN , U
∗
N , U

+
N , appear via real and

complex soft liberation, and via hard liberation as well, as follows:

(1) If we set K×
N = U×

N ∩K
+
N , we have U×

N =< UN , K
×
N >.

(2) In fact, if we set H×
N = U×

N ∩H
+
N , we have U×

N =< UN , H
×
N >.

(3) In the free case, we have as well the formula U+
N =< UN , H

[∞]
N >.

(4) We have U×
N =< UN , I

×
N >, with I×N ⊂ U×

N being the diagonal torus.

Proof. These results are trivial for UN , and for U∗
N , U

+
N the proofs are as follows:

(1) This is well-known, coming from the following standard formulae:

P∗
2 = P2 ∩ P∗

even , NC2 = P2 ∩NCeven

(2) This enhances (1), by using the following standard formulae:

P∗
2 = P2 ∩ P ∗

even , NC2 = P2 ∩NCeven

(3) This enhances (2) in the free case, and can be proved as follows:

U+
N = < UN , O

+
N >

= < UN , ON , H
[∞]
N >

= < UN , H
[∞]
N >
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(4) For U∗
N we have indeed the following computation, based on (2):

U∗
N = < UN , H

∗
N >

= < UN , HN , T
∗
N >

= < UN , T
∗
N >

⊂ < UN ,T∗
N >

For U+
N we can use a similar method, based on (3), as follows:

U+
N = < UN , H

[∞]
N >

= < UN , HN , T
+
N >

= < UN , T
+
N >

⊂ < UN ,T+
N >

Since the reverse inclusions are clear, this finishes the proof. □

For the quantum groups U
(r)
N the corresponding reflection groups K

(r)
N = U

(r)
N ∩ K

+
N

can be explicitly computed, because we have a diagram as follows:

U r
N ⋊ Zr

// U
(r)
N

Sr
N ⋊ Zr

//

OO

K
(r)
N

OO

For the quantum groups UC
N , however, the situation is considerably more compli-

cated, because the corresponding reflection groups KC
N = UC

N ∩ K+
N seem to collapse to

KN , K
∗
N , K

+
N . Thus, we are in need of a new method here.

The classification results for the liberations of HN , UN have some obvious similarity
between them. We have indeed a family followed by a series, and a series followed by a
family, and this suggests the existence of a “contravariant duality”, as follows:

UN
// U

(r)
N

// UC
N

// U+
N

H+
N H⋄r

N
oo HΓ

N
oo HN

oo

In what follows we will attempt to axiomatize this duality. However, as we will soon
discover, this is something quite complicated. Let us begin with:
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Definition 12.21. We have “covariant” correspondences H×
N ↔ U×

N between the lib-
erations of HN and the liberations of UN , constructed as follows:

(1) To any U×
N we can associate the quantum group H×

N = U×
N ∩H

+
N .

(2) To any H×
N we can associate the quantum group U×

N =< H×
N , UN >.

Observe that both the above correspondences are indeed covariant. In practice now,
in the easy case, we have the following result:

Proposition 12.22. The operations U×
N → U×

N ∩H
+
N and H×

N →< H×
N , UN > are both

“controlled”, in the easy case, by the corresponding quantum groups

O×
N ∈ {ON , O

∗
N , O

+
N}

appearing via U×
N → U×

N ∩ O
+
N and H×

N →< ON , H
×
N > respectively, and their images

collapse to {HN , H
∗
N , H

+
N} and {UN , U

∗
N , U

+
N} respectively.

Proof. With O×
N = U×

N ∩O
+
N , we have the following computation:

H×
N = U×

N ∩H
+
N

= U×
N ∩O

+
N ∩H

+
N

= O×
N ∩H

+
N

∈ {HN , H
∗
N , H

+
N}

Also, with O×
N =< ON , H

×
N > this time, we have the following computation:

U×
N = < UN , H

×
N >

= < UN , ON , H
×
N >

= < UN , O
×
N >

∈ {UN , U
∗
N , U

+
N}

Thus, we are led to the conclusions in the statement. □

Moving ahead, let us begin with an elementary statement, as follows:

Proposition 12.23. We have quantum groups HN ⊂ GN ⊂ U+
N as follows,

HN
// KN

// UN

H∗
N

OO

// K∗
N

//

OO

U∗
N

OO

HN
//

OO

KN

OO

// UN

OO

and this is an intersection and generation diagram.
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Proof. The fact that we have a diagram as above is clear from definitions, and the
intersection and generation properties follow from easiness. □

In general now, any intermediate quantum group HN ⊂ GN ⊂ U+
N will appear inside

the square, and we can therefore use some 2D orientation methods in order to deal with
it. To be more precise, we can use the following observation:

Proposition 12.24. Given an intersection and generation diagram P ⊂ Q,R ⊂ S
and an intermediate quantum group P ⊂ G ⊂ S, we have a diagram as follows:

Q // < G,Q > // S

G ∩Q

OO

// G //

OO

< G,R >

OO

P //

OO

G ∩R

OO

// R

OO

In addition, G slices the square, in the sense that this is an intersection and generation
diagram, precisely when G =< G ∩Q,G ∩R > and G =< G,Q > ∩ < G,R >.

Proof. This is indeed clear from definitions, because the intersection and generation
diagram conditions are automatic for the upper left and lower right squares, as well as
half of the generation diagram conditions for the lower left and upper right squares. □

Now back to our classification problem, we have the following result:

Theorem 12.25. The intermediate easy quantum groups HN ⊂ GN ⊂ U+
N which slice

the square HN ⊂ H+
N , UN ⊂ U+

N , in the sense of Proposition 12.24, are as follows,

H+
N

// E+
N

// U+
N

H∗
N

OO

// E∗
N

//

OO

U∗
N

OO

HN
//

OO

EN

OO

// UN

OO

with HN ⊂ EN ⊂ UN being an easy quantum group, and with E∗
N , E

+
N being obtained via

soft liberation, E∗
N =< EN , H

∗
N > and E+

N =< EN , H
+
N >.

Proof. Assuming that HN ⊂ GN ⊂ U+
N is easy, and slices the square, its unitary

version Gu
N =< GN , UN > must be easy, and so is one of the easy quantum groups U×

N .
Now observe that the slicing condition tells us in particular that U×

N appears via the
duality in Proposition 12.22 from its real discrete version H×

N = U×
N ∩ H

+
N . Thus by

duality we must have U×
N ∈ {UN , U

∗
N , U

+
N}, and this gives the result. □
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As a remark here, when further imposing the uniformity condition the half-liberations
dissapear, and we are left with the classical and free solutions, from [80].

Let us go back now to duality considerations, with the idea of “fixing” what we have.
The classification results for HN , UN have some obvious similarity between them. We have
indeed a family followed by a series, and a series followed by a family, and this suggests
the existence of a “contravariant duality”, as follows:

UN
// U

(r)
N

// UC
N

// U+
N

H+
N H⋄r

N
oo HΓ

N
oo HN

oo

As a first, naive attempt here, we could try to construct such a duality H×
N ↔ U×

N by
using a kind of “complementation formula”, of the following type:

< H×
N , U

×
N >= U+

N

To be more precise, given a quantum group H×
N , we would like to define its dual U×

N

to be the “minimal” quantum group having the above property, and vice versa. Observe
that such a correspondence H×

N ↔ U×
N would be indeed contravariant. In practice now,

however, the main problem comes from the following formula:

U+
N =< UN , H

[∞]
N >

Indeed, this formula shows that our naive attempt presented above simply fails, be-

cause the dual of UN would be H
[∞]
N , instead of being H+

N , as desired. However, our
duality idea above still makes sense, and establishing it is a good open problem.

12d. Beyond easiness

Our aim here is to present some classification results, beyond easiness. Let us first
discuss the half-classical case. We have the following definition, to start with:

Definition 12.26. The half-liberation of an intermediate compact group HN ⊂ GN ⊂
UN is the intermediate compact quantum group HN ⊂ GN ⊂ UN given by

G∗
N =< GN , H

∗
N >

with the generation operation being taken in a topological sense, as an operation for the
closed subgroups of the free unitary quantum group U+

N .

This definition is something that we already met before, in a more general setting. As
a main result regarding this operation, we have:
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Theorem 12.27. The half-liberations of the uniform easy groups, namely

ON , UN , H2
N = HN , H

4
N , H

6
N , . . . , H

∞
N = KN

coincide with their usual half-liberations, taken in the easy sense, namely

O∗
N , U

∗
N , H2∗

N = H∗
N , H

4∗
N , H

6∗
N , . . . , H

∞∗
N = K∗

N

obtained by liberating, and then by imposing the relations abc = cba.

Proof. This is something standard. First of all, it follows from [80] that the easy
compact groups SN ⊂ GN ⊂ UN satisfying the uniformity assumption GN−1 = GN ∩U+

N−1

are precisely those in the statement, with the usual convention for reflections, namely:

Hs
N = Zs ≀ SN

In order to compute the half-liberations in our sense, we use the fact that the opera-
tions < ,> and ∩ are “dual” to each other via Tannakian duality G↔ C, as follows:

C<G,H> = CG ∩ CH , CG∩H =< CG, CH >

With standard easy quantum group notations, if we denote by D the category of
partitions for GN , and by G×

N the easy half-liberation of GN , we have then:

CG∗
N

= CGN
∩ CH∗

N

= span(D) ∩ span(P ∗
even)

= span(D ∩ P ∗
even)

= span(D ∩NCeven, /|\)
= CG×

N

Here all the equalities are well-known and standard. Thus G∗
N = G×

N , as claimed. □

Summarizing, we have so far a notion of half-liberation for the intermediate compact
groups HN ⊂ GN ⊂ UN , which works well in the easy case. Next, we have:

Definition 12.28. The half-liberation of an intermediate compact group

TN ⊂ GN ⊂ UN

is the intermediate compact quantum group

T ∗
N ⊂ G∗

N ⊂ UN

given by the following formula,

G∗
N =< GN , T

∗
N >

with the generation operation being taken as usual in a topological sense.

Our first task is to verify that this more general notion is compatible with the one
that we already have. This is something non-trivial, and we have indeed:
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Theorem 12.29. For an intermediate compact group

HN ⊂ GN ⊂ UN

its “soft” and “hard” half-liberations, from Definitions 12.26 and 12.28, coincide.

Proof. We must prove that for any intermediate compact group HN ⊂ GN ⊂ UN ,
we have the following equality, between closed subgroups of U+

N :

< GN , H
∗
N >=< GN , T

∗
N >

It is enough to solve the problem for the smallest possible group under consideration,
namely GN = HN . Thus, we are led into the following question:

H∗
N =< HN , T

∗
N >

Now let us denote by G ↔ C the standard Tannakian correspondence, from chapter
2, with as usual C = (Hom(u⊗k, u⊗l)), let also G → PG be the projective version
construction, and let us denote the construction in [30] as follows:

(G ⊂ UN)→ ([G] ⊂ O∗
N)

We have then, by using a number of standard facts:

PH∗
N = P < HN , T

∗
N > ⇐⇒ PKN = P < HN , T

∗
N >

⇐⇒ CPKN
= CP<HN ,T ∗

N>

⇐⇒ CPKN
= CPHN

∩ CPT ∗
N

⇐⇒ CPKN
= CPHN

∩ CPTN

⇐⇒ CPKN
= CP<HN ,TN>

⇐⇒ CPKN
= CPKN

Thus the projective versions coincide, and so the affine lifts must coincide as well. □

As a comment here, the above proof is not the only one. Since HN , H
∗
N are both easy,

coming from Peven, P
∗
even, our question H

∗
N =< HN , T

∗
N > becomes:

span(P ∗
even) = span(Peven) ∩ CT ∗

N

But this can be proved by standard combinatorics, based on the standard fact that
the half-classical combinatorics comes from the infinite symmetric group S∞.

Summarizing, we have now a notion of half-liberation for the intermediate compact
groups TN ⊂ GN ⊂ UN , which works well in the easy case. Next, we have:

Proposition 12.30. For any compact group TN ⊂ GN ⊂ UN we have the formula

G∗
N = [G◦

N ]

where G◦
N =< GN ,TN >, and where EN → [EN ] is the construction in [30].
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Proof. This can be proved by using the same method as for Theorem 12.29. With
the notations from there, we have the following computation:

PG∗
N = P [G◦

N ] ⇐⇒ PG∗
N = PG◦

N

⇐⇒ P < G∗
N , T

∗
N >= P < GN ,TN >

⇐⇒ CP<G∗
N ,T ∗

N> = CP<GN ,TN>

⇐⇒ CPGN
∩ CPT ∗

N
= CPGN

∩ CPT∗
N

⇐⇒ CPGN
∩ CPT ∗

N
= CPGN

∩ CPT ∗
N

Thus the projective versions coincide, and so the affine lifts must coincide as well. □

In the unitary case, the situation is similar, and we have:

Theorem 12.31. For any compact group TN ⊂ GN ⊂ UN we have the formula

G∗
N = [[G◦

N ]]

where G◦
N =< GN ,TN >, and where EN → [[EN ]] is the construction in [7].

Proof. The computation here is identical with the one in the proof of Proposition
12.30, with technical ingredients coming this time from [7]. □

As a further theme of discussion, let us discuss now the non-easy extension of the
notion of orientability. Things are quite tricky here, and we must start as follows:

Definition 12.32. Associated to any closed subgroup GN ⊂ U+
N are its classical,

discrete and real versions, given by

Gc
N = GN ∩ UN

Gd
N = GN ∩K+

N

Gr
N = GN ∩O+

N

as well as its free, smooth and unitary versions, given by

Gf
N =< GN , H

+
N >

Gs
N =< GN , ON >

Gu
N =< GN , KN >

where < ,> is the usual, non-easy topological generation operation.

Observe the difference, and notational clash, with some of the notions used before. To
be more precise, as explained in Part I, it is believed that we should have a formula of
type { , } =< ,>, but this is not clear at all, and the problem comes from this.

A second issue comes when composing the above operations, and more specifically
those involving the generation operation, once again due to the conjectural status of the
formula { , } =< ,>. Due to this fact, instead of formulating a result here, we have to
formulate a second definition, complementary to Definition 12.32, as follows:
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Definition 12.33. Associated to any closed subgroup GN ⊂ U+
N are the mixes of its

classical, discrete and real versions, given by

Gcd
N = GN ∩KN

Gcr
N = GN ∩O+

N

Gdr
N = GN ∩H+

N

as well as the mixes of its free, smooth and unitary versions, given by

Gfs
N =< GN , O

+
N >

Gfu
N =< GN , K

+
N >

Gus
N =< GN , UN >

where < ,> is the usual, non-easy topological generation operation.

Now back to our orientation questions, the slicing and bi-orientability conditions lead
us again into { , } vs. < ,> troubles, and are therefore rather to be ignored. The ori-
entability conditions, however, have the following analogue:

Definition 12.34. A closed subgroup GN ⊂ U+
N is called “oriented” if

GN =< Gcd
N , G

cr
N , G

dr
N >

GN = Gfs
N ∩G

fu
N ∩G

su
N

and “weakly oriented” if the following conditions hold,

GN =< Gc
N , G

d
N , G

r
N >

GN = Gf
N ∩G

s
N ∩Gu

N

where the various versions are those in Definition 12.32 and Definition 12.33.

With these notions, our claim is that some classification results are possible:

(1) In the classical case, we believe that the uniform, half-homogeneous, oriented
groups are those that we know, with some bistochastic versions excluded. This is of
course something quite heavy, well beyond easiness, with the potential tools available for
proving such things coming from advanced finite group theory and Lie algebra theory.
Our uniformity axiom could play a key role here, when combined with [75], in order to
exclude all the exceptional objects which might appear on the way.

(2) In the free case, under similar assumptions, we believe that the solutions should be
those that we know, once again with some bistochastic versions excluded. This is some-
thing heavy, too, related to a well-known conjecture, namely < GN , S

+
N >= {ḠN , S

+
N}.

Indeed, assuming that we would have such a formula, and perhaps some more formulae
of the same type as well, we could in principle work out our way inside the cube, from the
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edge and face projections to GN itself, and in this process GN would become easy. This
would be the straightforward strategy here.

(3) In the group dual case, the orientability axiom simplifies, because the group duals
are discrete in our sense. We believe that the uniform, twistable, oriented group duals
should appear as combinations of certain abelian groups, which appear in the classical
case, with duals of varieties of real reflection groups, which appear in the real case. This
is probably the easiest question in the present series, and the most reasonable one, to
start with. However, there are no concrete results so far, in this direction.

Finally, let us discuss the notion of Fourier liberation, which conjecturally solves some
of the problems raised in the above. We first have the following standard notion:

Proposition 12.35. Given a closed subgroup G ⊂ U+
N and a matrix Q ∈ UN , we let

TQ ⊂ G be the diagonal torus of G, with fundamental representation spinned by Q:

C(TQ) = C(G)
/〈

(QuQ∗)ij = 0
∣∣∣∀i ̸= j

〉
This torus is then a group dual, TQ = Λ̂Q, where ΛQ =< g1, . . . , gN > is the discrete group
generated by the elements gi = (QuQ∗)ii, which are unitaries inside C(TQ).

Proof. This follows indeed from definitions, because, as said in the statement, TQ is
by definition a diagonal torus. Equivalently, since v = QuQ∗ is a unitary corepresentation,
its diagonal entries gi = vii, when regarded inside C(TQ), are unitaries, and satisfy:

∆(gi) = gi ⊗ gi
Thus C(TQ) is a group algebra, and more specifically we have C(TQ) = C∗(ΛQ), where

ΛQ =< g1, . . . , gN > is the group in the statement, and this gives the result. □

Summarizing, associated to any closed subgroup G ⊂ U+
N is a whole family of tori,

indexed by the unitaries U ∈ UN . As a first result regarding these tori, we have:

Theorem 12.36. For the quantum permutation group S+
N , the discrete group quotient

FN → ΛQ with Q ∈ UN comes from the following relations:
gi = 1 if

∑
lQil ̸= 0

gigj = 1 if
∑

lQilQjl ̸= 0

gigjgk = 1 if
∑

lQilQjlQkl ̸= 0

Also, given a decomposition N = N1 + . . . +Nk, for the matrix Q = diag(FN1 , . . . , FNk
),

where FN = 1√
N
(ξij)ij with ξ = e2πi/N is the Fourier matrix, we obtain

ΛQ = ZN1 ∗ . . . ∗ ZNk

with dual embedded into S+
N in a standard way.
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Proof. This can be proved by a direct computation, as follows:

(1) Fix a unitary matrix Q ∈ UN , and consider the following quantities:
ci =

∑
lQil

cij =
∑

lQilQjl

dijk =
∑

l Q̄ilQ̄jlQkl

We write w = QvQ∗, where v is the fundamental corepresentation of C(S+
N). Assume

X ≃ {1, . . . , N}, and let α be the coaction of C(S+
N) on C(X). Let us set:

φi =
∑
l

Q̄ilδl ∈ C(X)

Also, let gi = (QvQ∗)ii ∈ C∗(ΛQ). If β is the restriction of α to C∗(ΛQ), then:

β(φi) = φi ⊗ gi
(2) Now recall that C(X) is the universal C∗-algebra generated by elements δ1, . . . , δN

which are pairwise orthogonal projections. Writing these conditions in terms of the lin-
early independent elements φi by means of the formulae δi =

∑
lQilφl, we find that the

universal relations for C(X) in terms of the elements φi are as follows:
∑

i ciφi = 1

φ∗
i =

∑
j cijφj

φiφj =
∑

k dijkφk

(3) Let Λ̃Q be the group in the statement. Since β preserves these relations, we get:
ci(gi − 1) = 0

cij(gigj − 1) = 0

dijk(gigj − gk) = 0

We conclude from this that ΛQ is a quotient of Λ̃Q. On the other hand, it is immediate
that we have a coaction map as follows:

C(X)→ C(X)⊗ C∗(Λ̃Q)

Thus C(Λ̃Q) is a quotient of C(S+
N). Since w is the fundamental corepresentation of

S+
N with respect to the basis {φi}, it follows that the generator wii is sent to g̃i ∈ Λ̃Q,

while wij is sent to zero. We conclude that Λ̃Q is a quotient of ΛQ. Since the above

quotient maps send generators on generators, we conclude that ΛQ = Λ̃Q, as desired.

(4) We apply the result found in (3), with the N -element set X there being:

X = ZN1 ⊔ . . . ⊔ ZNk
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With this choice, we have ci = δi0 for any i. Also, we have cij = 0, unless i, j, k belong
to the same block to Q, in which case cij = δi+j,0, and also dijk = 0, unless i, j, k belong
to the same block of Q, in which case dijk = δi+j,k. We conclude from this that ΛQ is the
free product of k groups which have generating relations as follows:

gigj = gi+j , g−1
i = g−i

But this shows that our group is ΛQ = ZN1 ∗ . . . ∗ ZNk
, as stated. □

In connection with our liberation questions for the subgroups G ⊂ SN , all this is quite
interesting, and suggests formulating the following definition:

Definition 12.37. Consider a closed subgroup G ⊂ U+
N .

(1) Its standard tori TF , with F = FN1 ⊗ . . . ⊗ FNk
, and N = N1 + . . . + Nk being

regarded as a partition, are called Fourier tori.
(2) In the case where we have GN =< Gc

N , (TF )F >, we say that GN appears as a
Fourier liberation of its classical version Gc

N .

The conjecture is then that the easy quantum groups should appear as Fourier liber-
ations. With respect to the basic examples, the situation in the free case is as follows:

(1) O+
N , U

+
N are diagonal liberations, so they are Fourier liberations as well.

(2) B+
N , C

+
N are Fourier liberations too, with this being standard.

(3) S+
N is a Fourier liberation too, being generated by its tori [33], [36].

(4) H+
N , K

+
N remain to be investigated, by using the general theory in [73].

Finally, let us mention that the notion of Fourier liberation is something specific to
the easy case. Indeed, for the general compact quantum groups, this will not work.

12e. Exercises

Things have been difficult in this chapter, and there have been open questions all
around the place. As exercise, that we believe to be central to all this, we have:

Exercise 12.38. Prove that the easy quantum groups appear via Fourier liberation.

This is a quite difficult exercise, and ideally we would need here a global proof, based
on the abstract notion of easiness. But some case-by-case verifications would be extremely
useful as well, the point being that each such verification requires lots of work.



Part IV

Super-easiness



Maybe one day we’ll be united
And our love won’t be divided
Maybe one day we’ll be united
And our love won’t be divided



CHAPTER 13

Schur-Weyl twists

13a. Ad-hoc twisting

In this final part of the present book we discuss how our previous results, from Parts
I, II, III, can be used in order to say more things about the closed subgroups G ⊂ U+

N .
Normally we would like all these subgroups to be easy, but as we know well, they aren’t.
However, as we will soon discover, with explicit examples, some of them are in fact not
very far from being easy. In view of this, our goal with be very simple, as follows:

Goal 13.1. Extend the easiness theory, by not deviating much from its original spirit,
into a super-easiness theory, covering as many examples as possible.

This looks quite reasonable, and the key words in all this are of course “by not deviating
much”. That is, easiness theory is something useful and practical, and we would like
of course its super-easiness extension to be useful and practical too, avoiding too much
generality, which can only lead into weak, useless abstractions. Let us mention too that the
name “super-easiness” is not exactly a joke as it seems, because the first such extension,
constructed in [21], crucially used a “super-space” idea, leading to this name. But more
on this in chapter 14 below, where we will discuss the constructions in [21].

Getting started now, “by not deviating much” means to keep things Tannakian. So,
the idea will be very simple, namely that of modifying the operation π → Tπ, and con-
structing new subgroups G ⊂ U+

N in this way. This operation was given by:

Tπ(ei1 ⊗ . . .⊗ eik) =
∑

j1,...,jl

δπ

(
i1 . . . ik
j1 . . . jl

)
ej1 ⊗ . . .⊗ ejl

So, assume that by whatever magical trick, we manage to “twist” this operation
π → Tπ, into a new operation π → Ṫπ, still satisfying the categorial conditions, or at least
a suitable modification of these categorical conditions, as for any category of partitions
D ⊂ P to produce a Tannakian category C, via the usual formula, namely:

Ckl = span
(
Ṫπ

∣∣∣π ∈ D(k, l)
)

Then, this will be a win, because we can define afterwards for any N ∈ N a certain
closed subgroup ĠN ⊂ U+

N , via Tannakian duality, having by definition C as Tannakian

category. We can then call this new subgroup ĠN ⊂ U+
N super-easy, add it to the usual

299
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easy group GN ⊂ U+
N associated to D, and we will have in this way a nice extension of

the easy quantum group formalism, covering far more objects than before.

All this looks very nice, but in practice, in the classical case already, our problems are
not exactly obvious, and we are led in this way to the following question:

Question 13.2. How far can we go with super-easiness, in the classical case? Can
we fully cover the Lie types ABCD? What about EFG? What about the complex reflection
groups Hsd

N ? What about the exceptional complex reflection groups?

However, all this looks a bit scary, more or less requiring us to become top-level experts
in Lie groups or reflection groups, so we will keep such things for later.

As another idea, dual to the above one, we can look into discrete group duals. We
know indeed, and this since chapter 1, that the Tannakian categories of group duals
appear via the combinatorics of the group, and so are not very far from easiness. Thus,
we have a good idea here, and we can formulate our second question as follows:

Question 13.3. Shall we orient our super-easiness theory towards group duals, for
instance with, as a first objective, including the dual of the free group FN?

As a first observation, although not exactly following the scheme Tπ → Ṫπ evoked
above, this looks quite reasonable, when compared for instance with Question 13.2. How-
ever, there is a downside to this, coming precisely from the “reasonability” of our question.
Frankly, with such things we would not reach to any new mathematics, the dual of FN

being a sort of “mathematical wheel”, that we would not like to reinvent, and with this
in mind, Question 13.2 looks much more interesting, and so, more reasonable.

As a third attempt now to formulate a starting question, which is something natural
as well, and certainly in tune with the spirit of abstract mathematics, we have:

Question 13.4. What about easiness naturally producing super-easiness, via various
product operations, such as the usual product ×, or more complicated products?

To be more precise here, wanting for instance G × H to be super-easy when G,H
are easy certainly looks like a reasonable mathematical idea. However, a bit like it was
the case with Question 13.3, this looks a bit boring, because the same pure mathematics
leading to such ideas tell us to look for “irreducible” objects first.

As a fourth attempt now, coming by correcting a bit Question 13.4, we have:

Question 13.5. What about easiness naturally producing super-easiness, via various
twisting operations?
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This certainly looks more reasonable, because unlike the product operations from
Question 13.4, bringing weakness, the twisting operations usually preserve the “irre-
ducibility” of the quantum group. That is, if we start with a quality, indecomposable
quantum group, then the twist will be as well a quality, indecomposable quantum group.
But, as a downside, this latter question promises to be as technical as Question 13.2.

So, this is the situation, nothing both interesting and easily doable, on the spot, and
shall we look for a fifth idea, or ask the cat. Hope you’re with me for asking the cat, all
this being a bit tiring. And cat, Paul Adrien Maurice by his name, answers:

Cat 13.6. Shut up and compute. You have SU2, SO3. Anticommutation twists too.
Don’t call yourself physicist until you tried these.

Thanks cat, this sounds reasonable, let’s not forget indeed about SU2, SO3, which are
the alpha and omega of physics. And not forget either about commutation replaced by
anticommutation, that’s one good learning from basic quantum mechanics too.

We will do all this in the present Part IV of this book, the plan being:

Plan 13.7. In order to develop super-easiness theory, we must:

(1) Cover the anticommutation twists G′ ⊂ U+
N of the easy Lie groups G ⊂ UN .

(2) Cover SU2, and more generally the symplectic groups SpN ⊂ UN .
(3) Cover SO3, and more generally S+

Z , with Z finite quantum space.
(4) And finally, merge these 3 extensions into a super-easiness theory.

So, this will be the plan for the present Part IV of this book. In this chapter we will
do (1), following [9] and related papers, which will turn to be something quite simple.
Then in chapter 14 and chapter 15 we will do (2) and (3), following respectively [21], and
[89] and related papers. And finally at the end of chapter 15 we will attempt to solve (4),
which will lead us into a lot of thinking, and into some open problems too.

Getting started now, we need to twist the easy Lie groups G ⊂ UN , and why not
the more general easy quantum groups G ⊂ U+

N . However, this does not look like a
trivial question, and this even for G = UN itself, because we must keep some of the
commutation relations ab = ba between basic coordinates, while changing some other into
anticommutation, ab = −ba. And things become even more complicated when looking
for instance at U∗

N , with each relation of type abc = cba waiting to be studied, and then
either kept as such, or replaced by its anticommutation counterpart, abc = −cba.

Fortunately, there is a clever answer to this, providing us from doing too many compu-
tations. The idea will be that of twisting first the simplest objects that we have, namely
the associated spheres. We haven’t talked so far in this book about the spheres associated
to our main unitary groups, but never too late, and here is their definition:
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Definition 13.8. We have quantum spheres, with inclusions between them,

SN−1
R,+

// TSN−1
R,+

// SN−1
C,+

SN−1
R,∗

//

OO

TSN−1
R,∗

//

OO

SN−1
C,∗

OO

SN−1
R

//

OO

TSN−1
R

//

OO

SN−1
C

OO

with the free complex sphere, on top right, being given by

C(SN−1
C,+ ) = C∗

(
x1, . . . , xN

∣∣∣∑
i

xix
∗
i =

∑
i

x∗ixi = 1

)

and with the other spheres being obtained as subspaces, in the obvious way.

There are many things that can be said about these spheres, the idea being that the
usual correspondences SN−1

R ↔ ON and SN−1
C ↔ UN from classical geometry, that you

surely know well, extend to all the above spheres. In particular, with a suitable notion of
quantum isometry group, the quantum isometry groups of our spheres are as follows:

O+
N

// TO+
N

// U+
N

O∗
N

//

OO

TO∗
N

//

OO

U∗
N

OO

ON
//

OO

TON
//

OO

UN

OO

In what follows we will not really need this, and for more on such spheres, we refer to
[18] and related papers. However, based on this philosophy, we can try first to twist the
spheres, which looks like an easy task, because we will be dealing here with single indices
instead of double indices, and then, using this, twist afterwards the quantum groups as
well. So, this will be our plan, and getting started now, we first have:
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Theorem 13.9. We have quantum spheres as follows, obtained via the twisted com-
mutation relations ab = ±ba, and twisted half-commutation relations abc = ±cba,

SN−1
R,+

// TSN−1
R,+

// SN−1
C,+

SN−1,′
R,∗

//

OO

TSN−1,′
R,∗

//

OO

SN−1,′
C,∗

OO

SN−1,′
R

//

OO

TSN−1,′
R

//

OO

SN−1,′
C

OO

with the precise signs being as follows:

(1) The signs on the bottom correspond to anticommutation of distinct coordinates,
and their adjoints. That is, with zi = xi, x

∗
i and εij = 1− δij, the formula is:

zizj = (−1)εijzjzi
(2) The signs in the middle come from functoriality, as for the spheres in the middle

to contain those on the bottom. That is, the formula is:

zizjzk = (−1)εij+εjk+εikzkzjzi

Proof. This is something elementary, from [2], the idea being as follows:

(1) Here there is nothing to prove, because we can define the spheres on the bottom
by the following formulae, with zi = xi, x

∗
i and εij = 1− δij being as above:

C(SN−1,′
R ) = C(SN−1

R,+ )
/〈

xixj = (−1)εijxjxi
〉

C(SN−1,′
C ) = C(SN−1

C,+ )
/〈

zizj = (−1)εijzjzi
〉

(2) Here our claim is that, if we want to construct half-classical twisted spheres, via
relations of type abc = ±cba between the coordinates xi and their adjoints x∗i , as for
these spheres to contain the twisted spheres constructed in (1), the only possible choice
for these relations is as follows, with zi = xi, x

∗
i and εij = 1− δij being as above:

zizjzk = (−1)εij+εjk+εikzkzjzi

But this is something clear, coming from the following computation, inside of the
quotient algebras corresponding to the twisted spheres constructed in (1):

zizjzk = (−1)εijzjzizk
= (−1)εij+εikzjzkzi

= (−1)εij+εjk+εikzkzjzi
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Thus, we are led to the conclusion in the statement, the spheres being given by:

C(SN−1,′
R,∗ ) = C(SN−1

R,+ )
/〈

xixjxk = (−1)εij+εjk+εikxkxjxi

〉
C(SN−1,′

C,∗ ) = C(SN−1
C,+ )

/〈
zizjzk = (−1)εij+εjk+εikzkzjzi

〉
Thus, we have constructed our spheres, and embeddings, as desired. □

Let us twist now the unitary quantum groups U . We would like these to act on the
corresponding spheres, U ↷ S. Thus, we would like to have morphisms, as follows:

Φ(xi) =
∑
j

xj ⊗ uji

But this leads, via Theorem 13.9, to the following result:

Theorem 13.10. We have twisted orthogonal and unitary groups, as follows,

O+
N

// U+
N

O′
N

//

OO

U ′
N

OO

defined via the following relations, with the convention α = a, a∗ and β = b, b∗:

αβ =

{
−βα for a, b ∈ {uij} distinct, on the same row or column of u

βα otherwise

These quantum groups act on the corresponding twisted real and complex spheres.

Proof. This is something routine, the idea being as follows:

(1) Let us first discuss the construction of the quantum group O′
N . We must prove

that the algebra C(O′
N) obtained from C(O+

N) via the relations in the statement has a
comultiplication ∆, a counit ε, and an antipode S. Regarding ∆, let us set:

Uij =
∑
k

uik ⊗ ukj

(2) For j ̸= k we have the following computation:

UijUik =
∑
s ̸=t

uisuit ⊗ usjutk +
∑
s

uisuis ⊗ usjusk

=
∑
s ̸=t

−uituis ⊗ utkusj +
∑
s

uisuis ⊗ (−uskusj)

= −UikUij
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Also, for i ̸= k, j ̸= l we have the following computation:

UijUkl =
∑
s ̸=t

uisukt ⊗ usjutl +
∑
s

uisuks ⊗ usjusl

=
∑
s ̸=t

uktuis ⊗ utlusj +
∑
s

(−uksuis)⊗ (−uslusj)

= UklUij

Thus, we can define a comultiplication map for C(O′
N), by setting:

∆(uij) = Uij

(3) Regarding now the counit ε and the antipode S, things are clear here, by using
the same method, and with no computations needed, the formulae to be satisfied being
trivially satisfied. We conclude that O′

N is a compact quantum group, and the proof for
U ′
N is similar, by adding ∗ exponents everywhere in the above computations.

(4) Finally, the last assertion is clear too, by doing some elementary computations, of
the same type as above, and with the remark that the converse holds too, in the sense
that if we want a quantum group U ⊂ U+

N to be defined by relations of type ab = ±ba,
and to have an action U ↷ S on the corresponding twisted sphere, we are led to the
relations in the statement. We refer to [2] for further details on all this. □

In order to discuss now the half-classical case, given three coordinates a, b, c ∈ {uij},
let us set span(a, b, c) = (r, c), where r, c ∈ {1, 2, 3} are the number of rows and columns
spanned by a, b, c. In other words, if we write a = uij, b = ukl, c = upq then r = #{i, k, p}
and l = #{j, l, q}. With this convention, we have the following result:

Theorem 13.11. We have intermediate quantum groups as follows,

O+
N

// TO+
N

// U+
N

O∗′
N

//

OO

TO∗′
N

//

OO

U∗′
N

OO

O′
N

//

OO

TO′
N

//

OO

U ′
N

OO

defined via the following relations, with α = a, a∗, β = b, b∗ and γ = c, c∗,

αβγ =

{
−γβα for a, b, c ∈ {uij} with span(a, b, c) = (≤ 2, 3) or (3,≤ 2)

γβα otherwise

which act on the corresponding twisted half-classical real and complex spheres.
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Proof. We use the same method as for Theorem 13.10, but with the combinatorics
being now more complicated. Observe first that the rules for the various commutation
and anticommutation signs in the statement can be summarized as follows:

r\c 1 2 3
1 + + −
2 + + −
3 − − +

Let us first prove the result for O∗′
N . We must construct here morphisms ∆, ε, S, and

the proof, similar to the proof of Theorem 13.10, goes as follows:

(1) We first construct ∆. For this purpose, we must prove that Uij =
∑

k uik ⊗ ukj
satisfy the relations in the statement. We have the following computation:

UiaUjbUkc =
∑
xyz

uixujyukz ⊗ uxauybuzc

=
∑
xyz

±ukzujyuix ⊗±uzcuybuxa

= ±UkcUjbUia

We must show that, when examining the precise two ± signs in the middle formula,
their product produces the correct ± sign at the end. But the point is that both these
signs depend only on s = span(x, y, z), and for s = 1, 2, 3 respectively, we have:

– For a (3, 1) span we obtain +−, +−, −+, so a product − as needed.

– For a (2, 1) span we obtain ++, ++, −−, so a product + as needed.

– For a (3, 3) span we obtain −−, −−, ++, so a product + as needed.

– For a (3, 2) span we obtain +−, +−, −+, so a product − as needed.

– For a (2, 2) span we obtain ++, ++, −−, so a product + as needed.

Together with the fact that our problem is invariant under (r, c) → (c, r), and with
the fact that for a (1, 1) span there is nothing to prove, this finishes the proof for ∆.

(2) The construction of the counit, via the formula ε(uij) = δij, requires the Kronecker
symbols δij to commute/anticommute according to the above table. Equivalently, we must
prove that the situation δijδklδpq = 1 can appear only in a case where the above table
indicates “+”. But this is clear, because δijδklδpq = 1 implies r = c.

(3) Finally, the construction of the antipode, via the formula S(uij) = uji, is clear too,
because this requires the choice of our ± signs to be invariant under transposition, and
this is true, the above table being symmetric.

(4) We conclude that O∗′
N is indeed a compact quantum group, and the proof for U∗′

N

is similar, by adding ∗ exponents everywhere in the above. Finally, the last assertion is
clear too, exactly as in the proof of Theorem 13.10. We refer to [2] for details. □
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The above results can be summarized as follows:

Theorem 13.12. We have quantum groups as follows, obtained via the twisted com-
mutation relations ab = ±ba, and twisted half-commutation relations abc = ±cba,

O+
N

// TO+
N

// U+
N

O∗′
N

//

OO

TO∗′
N

//

OO

U∗′
N

OO

O′
N

//

OO

TO′
N

//

OO

U ′
N

OO

with the various signs coming as follows:

(1) The signs for O′
N correspond to anticommutation of distinct entries on rows and

columns, and commutation otherwise, with this coming from O′
N ↷ SN−1,′

R .

(2) The signs for O∗′
N , U

′
N , U

∗′
N come as well from the signs for SN−1,′

R , either via the
requirement O′

N ⊂ U , or via the requirement U ↷ S.

Proof. This is a summary of Theorem 13.10 and Theorem 13.11, along with a few
supplementary facts, coming from the proofs of these results. □

13b. Schur-Weyl twists

Let us review now the above construction of the twists, which was something quite
ad-hoc, and replace this by something more conceptual. Let us start with:

Proposition 13.13. The intermediate easy quantum groups

HN ⊂ G ⊂ U+
N

come via Tannakian duality from the intermediate categories of partitions

Peven ⊃ D ⊃ NC2
with Peven(k, l) ⊂ P (k, l) being the category of partitions whose blocks have even size.

Proof. This is something coming from the general easiness theory. Indeed, the easy
quantum groups appear as certain intermediate compact quantum groups, as follows:

SN ⊂ G ⊂ U+
N

To be more precise, such a quantum group is easy when the corresponding Tannakian
category comes from an intermediate category of partitions, as follows:

P ⊃ D ⊃ NC2
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Now since this correspondence makes correspond HN ↔ Peven, once again as explained
in chapter 2, we are led to the conclusion in the statement. □

The idea now will be that the twisting operation G → Ḡ, in the easy case, can be
implemented, via Tannakian duality as usual, via a signature operation on Peven. Given
a partition τ ∈ P (k, l), let us call “switch” the operation which consists in switching two
neighbors, belonging to different blocks, in the upper row, or in the lower row. Also,
we use the standard embedding Sk ⊂ P2(k, k), via the pairings having only up-to-down
strings. With these conventions, we have the following result, from [2]:

Theorem 13.14. There is a signature map ε : Peven → {−1, 1}, given by

ε(τ) = (−1)c

where c is the number of switches needed to make τ noncrossing. In addition:

(1) For τ ∈ Sk, this is the usual signature.
(2) For τ ∈ P2 we have (−1)c, where c is the number of crossings.
(3) For τ ≤ π ∈ NCeven, the signature is 1.

Proof. In order to show that the signature map ε : Peven → {−1, 1} in the statement,
given by ε(τ) = (−1)c, is well-defined, we must prove that the number c in the statement
is well-defined modulo 2. It is enough to perform the verification for the noncrossing
partitions. More precisely, given τ, τ ′ ∈ NCeven having the same block structure, we must
prove that the number of switches c required for the passage τ → τ ′ is even.

In order to do so, observe that any partition τ ∈ P (k, l) can be put in “standard
form”, by ordering its blocks according to the appearence of the first leg in each block,
counting clockwise from top left, and then by performing the switches as for block 1 to
be at left, then for block 2 to be at left, and so on. Here the required switches are also
uniquely determined, by the order coming from counting clockwise from top left.

Here is an example of such an algorithmic switching operation, with block 1 being
first put at left, by using two switches, then with block 2 left unchanged, and then with
block 3 being put at left as well, but at right of blocks 1 and 2, with one switch:

◦ ◦ ◦ ◦

◦ ◦ ◦ ◦

→

◦ ◦ ◦ ◦

◦ ◦ ◦ ◦

→

◦ ◦ ◦ ◦

◦ ◦ ◦ ◦

→

◦ ◦ ◦ ◦

◦ ◦ ◦ ◦

The point now is that, under the assumption τ ∈ NCeven(k, l), each of the moves
required for putting a leg at left, and hence for putting a whole block at left, requires an
even number of switches. Thus, putting τ is standard form requires an even number of
switches. Now given τ, τ ′ ∈ NCeven having the same block structure, the standard form
coincides, so the number of switches c required for the passage τ → τ ′ is indeed even.
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Regarding now the remaining assertions, these are all elementary:

(1) For τ ∈ Sk the standard form is τ ′ = id, and the passage τ → id comes by
composing with a number of transpositions, which gives the signature.

(2) For a general τ ∈ P2, the standard form is of type τ ′ = | . . . |∪...∪∩...∩, and the passage
τ → τ ′ requires c mod 2 switches, where c is the number of crossings.

(3) Assuming that τ ∈ Peven comes from π ∈ NCeven by merging a certain number of
blocks, we can prove that the signature is 1 by proceeding by recurrence. □

With the above result in hand, we can now formulate:

Definition 13.15. Associated to any partition π ∈ Peven(k, l) is the linear map

T ′
π : (CN)⊗k → (CN)⊗l

given by the following formula, with e1, . . . , eN being the standard basis of CN ,

T ′
π(ei1 ⊗ . . .⊗ eik) =

∑
j1...jl

δ′π

(
i1 . . . ik
j1 . . . jl

)
ej1 ⊗ . . .⊗ ejl

and where δ′π ∈ {−1, 0, 1} is δ′π = ε(τ) if τ ≥ π, and δ′π = 0 otherwise, with τ = ker(ij).

In other words, what we are doing here is to add signatures to the usual formula of
Tπ. Indeed, observe that the usual formula for Tπ can be written as folllows:

Tπ(ei1 ⊗ . . .⊗ eik) =
∑

j:ker(ij)≥π

ej1 ⊗ . . .⊗ ejl

Now by inserting signs, coming from the signature map ε : Peven → {±1}, we are led
to the following formula, which coincides with the one given above:

T ′
π(ei1 ⊗ . . .⊗ eik) =

∑
τ≥π

ε(τ)
∑

j:ker(ij)=τ

ej1 ⊗ . . .⊗ ejl

We will be back later to this analogy, with more details on what can be done with it.
For the moment, we must first prove a key categorical result, as follows:

Proposition 13.16. The assignement π → T ′
π is categorical, in the sense that

T ′
π ⊗ T ′

σ = T ′
[πσ] , T ′

πT
′
σ = N c(π,σ)T ′

[σπ ]
, (T ′

π)
∗ = T ′

π∗

where c(π, σ) are certain positive integers.

Proof. We have to go back to the proof from the untwisted case, from chapter 2,
and insert signs. We have to check three conditions, as follows:

1. Concatenation. In the untwisted case, this was based on the following formula:

δπ

(
i1 . . . ip
j1 . . . jq

)
δσ

(
k1 . . . kr
l1 . . . ls

)
= δ[πσ]

(
i1 . . . ip k1 . . . kr
j1 . . . jq l1 . . . ls

)
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In the twisted case, it is enough to check the following formula:

ε

(
ker

(
i1 . . . ip
j1 . . . jq

))
ε

(
ker

(
k1 . . . kr
l1 . . . ls

))
= ε

(
ker

(
i1 . . . ip k1 . . . kr
j1 . . . jq l1 . . . ls

))
Let us denote by τ, ν the partitions on the left, so that the partition on the right is

of the form ρ ≤ [τν]. Now by switching to the noncrossing form, τ → τ ′ and ν → ν ′, the
partition on the right transforms into ρ → ρ′ ≤ [τ ′ν ′]. Now since the partition [τ ′ν ′] is
noncrossing, we can use Theorem 13.14 (3), and we obtain the result.

2. Composition. In the untwisted case, this was based on the following formula:∑
j1...jq

δπ

(
i1 . . . ip
j1 . . . jq

)
δσ

(
j1 . . . jq
k1 . . . kr

)
= N c(π,σ)δ[πσ ]

(
i1 . . . ip
k1 . . . kr

)
In order to prove now the result in the twisted case, it is enough to check that the

signs match. More precisely, we must establish the following formula:

ε

(
ker

(
i1 . . . ip
j1 . . . jq

))
ε

(
ker

(
j1 . . . jq
k1 . . . kr

))
= ε

(
ker

(
i1 . . . ip
k1 . . . kr

))
Let τ, ν be the partitions on the left, so that the partition on the right is of the form

ρ ≤ [τν ]. Our claim is that we can jointly switch τ, ν to the noncrossing form. Indeed, we
can first switch as for ker(j1 . . . jq) to become noncrossing, and then switch the upper legs
of τ , and the lower legs of ν, as for both these partitions to become noncrossing. Now
observe that when switching in this way to the noncrossing form, τ → τ ′ and ν → ν ′,
the partition on the right transforms into ρ → ρ′ ≤ [τ

′

ν′ ]. Now since the partition [τ
′

ν′ ] is
noncrossing, we can apply Theorem 13.14 (3), and we obtain the result.

3. Involution. Here we must prove the following formula:

δ′π

(
i1 . . . ip
j1 . . . jq

)
= δ′π∗

(
j1 . . . jq
i1 . . . ip

)
But this is clear from the definition of δ′π, and we are done. □

As a conclusion, our twisted construction π → T ′
π has all the needed properties for

producing quantum groups, via Tannakian duality, and we can now formulate:

Theorem 13.17. Given a category of partitions D ⊂ Peven, the construction

Hom(u⊗k, u⊗l) = span
(
T ′
π

∣∣∣π ∈ D(k, l)
)

produces via Tannakian duality a quantum group G′
N ⊂ U+

N , for any N ∈ N.

Proof. This follows indeed from the Tannakian results from chapter 2, exactly as in
the easy case, by using this time Proposition 13.16 as technical ingredient. To be more
precise, Proposition 13.16 shows that the linear spaces on the right form a Tannakian
category, and so the results in chapter 2 apply, and give the result. □
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We can unify the easy quantum groups, or at least the examples coming from categories
D ⊂ Peven, with the quantum groups constructed above, as follows:

Definition 13.18. A closed subgroup G ⊂ U+
N is called q-easy, or quizzy, with defor-

mation parameter q = ±1, when its tensor category appears as follows,

Hom(u⊗k, u⊗l) = span
(
Ṫπ

∣∣∣π ∈ D(k, l)
)

for a certain category of partitions D ⊂ Peven, where, for q = 1,−1:

Ṫ = T, T ′

The Schur-Weyl twist of G is the quizzy quantum group G′ ⊂ U+
N obtained via q → −q.

We first have to check that when applying the Schur-Weyl twisting to the basic unitary
quantum groups, we obtain the previous ad-hoc twists. This is indeed the case:

Theorem 13.19. The twisted unitary quantum groups introduced before,

O+
N

// TO+
N

// U+
N

O∗′
N

//

OO

TO∗′
N

//

OO

U∗′
N

OO

O′
N

//

OO

TO′
N

//

OO

U ′
N

OO

appear as Schur-Weyl twists of the basic unitary quantum groups.

Proof. This is something routine, in several steps, as follows:

(1) The basic crossing, ker
(
ij
ji

)
with i ̸= j, comes from the transposition τ ∈ S2, so

its signature is −1. As for its degenerated version ker
(
ii
ii

)
, this is noncrossing, so here the

signature is 1. We conclude that the linear map associated to the basic crossing is:

T ′
/\(ei ⊗ ej) =

{
−ej ⊗ ei for i ̸= j

ej ⊗ ei otherwise

Regarding now the half-classical crossing, namely ker
(
ijk
kji

)
with i, j, k distinct, our

claim is that the signature is once again −1. Indeed, this follows by examining the
signatures of the various degenerations of this half-classical crossing, and more specifically
from the following signature computations, obtained by counting the crossings, in the first
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case, by switching twice as to put the partition in noncrossing form, in the next 3 cases,
and by observing that the partition is noncrossing, in the last case:

◦ ◦ ◦

◦ ◦ ◦
→ −1

◦ ◦ ◦

◦ ◦ ◦
→ 1

◦ ◦ ◦

◦ ◦ ◦
→ 1

◦ ◦ ◦

◦ ◦ ◦
→ 1

◦ ◦ ◦

◦ ◦ ◦
→ 1

Thus, we are led to the following formula, for the half-classical crossing:

T ′
/\| (ei ⊗ ej ⊗ ek) =

{
−ek ⊗ ej ⊗ ei for i, j, k distinct

ek ⊗ ej ⊗ ei otherwise

(2) Our claim now if that for an orthogonal quantum group G, the following holds,
with the quantum group O′

N being the one in Theorem 13.10:

T ′
/\ ∈ End(u⊗2) ⇐⇒ G ⊂ O′

N

Indeed, by using the formula of T ′
/\ found in (1), we obtain:

(T ′
/\ ⊗ 1)u⊗2(ei ⊗ ej ⊗ 1) =

∑
k

ek ⊗ ek ⊗ ukiukj

−
∑
k ̸=l

el ⊗ ek ⊗ ukiulj

On the other hand, we have as well the following formula:

u⊗2(T ′
/\ ⊗ 1)(ei ⊗ ej ⊗ 1) =

{∑
kl el ⊗ ek ⊗ uliuki if i = j

−
∑

kl el ⊗ ek ⊗ uljuki if i ̸= j

For i = j the conditions are u2ki = u2ki for any k, and ukiuli = −uliuki for any k ̸= l.
For i ̸= j the conditions are ukiukj = −ukjuki for any k, and ukiulj = uljuki for any k ̸= l.
Thus we have exactly the relations between the coordinates of O′

N , and we are done.

(3) Our claim now if that for an orthogonal quantum group G, the following holds,
with the quantum group O∗′

N being the one in Theorem 13.11:

T ′
/\| ∈ End(u⊗3) ⇐⇒ G ⊂ O∗′

N
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Indeed, by using the formula of T ′
/\| found in (1), we obtain:

(T ′
/\| ⊗ 1)u⊗2(ei ⊗ ej ⊗ ek ⊗ 1) =

∑
abc not distinct

ec ⊗ eb ⊗ ea ⊗ uaiubjuck

−
∑

a,b,c distinct

ec ⊗ eb ⊗ ea ⊗ uaiubjuck

On the other hand, we have as well the following formula:

u⊗2(T ′
/\| ⊗ 1)(ei ⊗ ej ⊗ ek ⊗ 1)

=

{∑
abc ec ⊗ eb ⊗ ea ⊗ uckubjuai for i, j, k not distinct

−
∑

abc ec ⊗ eb ⊗ ea ⊗ uckubjuai for i, j, k distinct

For i, j, k not distinct the conditions are uaiubjuck = uckubjuai for a, b, c not dis-
tinct, and uaiubjuck = −uckubjuai for a, b, c distinct. For i, j, k distinct the conditions
are uaiubjuck = −uckubjuai for a, b, c not distinct, and uaiubjuck = uckubjuai for a, b, c
distinct. Thus we have the relations between the coordinates of O∗′

N , as desired.

(4) Now with the above in hand, we obtain that the Schur-Weyl twists of ON , O
∗
N are

indeed the quantum groups O′
N , O

∗′
N from Theorem 13.10 and Theorem 13.11.

(5) The proof in the unitary case is similar, by adding signs in the above computations
(2,3), the conclusion being that the Schur-Weyl twists of UN , U

∗
N are U ′

N , U
∗′
N . □

13c. Reflection groups

Let us clarify now the relation between the maps Tπ, T
′
π. By using the formulae from

the proof of Theorem 13.19, we obtain the following formulae:

T ′
/\ = −T/\ + 2Tker(aaaa)

T ′
/\| = −T̄/\| + 2Tker(aabbaa)

+ 2Tker(abaaba)
+ 2Tker(baaaab)

− 4Tker(aaaaaa)

In general, the answer comes from the Möbius inversion formula. We recall that the
Möbius function of any lattice, and in particular of Peven, is given by:

µ(σ, π) =


1 if σ = π

−
∑

σ≤τ<π µ(σ, τ) if σ < π

0 if σ ̸≤ π

With this notation, we have the following useful result:

Proposition 13.20. For any partition π ∈ Peven we have the formula

T ′
π =

∑
τ≤π

ατTτ

where ασ =
∑

σ≤τ≤π ε(τ)µ(σ, τ), with µ being the Möbius function of Peven.
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Proof. The linear combinations T =
∑

τ≤π ατTτ acts on tensors as follows:

T (ei1 ⊗ . . .⊗ eik) =
∑
τ≤π

ατTτ (ei1 ⊗ . . .⊗ eik)

=
∑
τ≤π

ατ

∑
σ≤τ

∑
j:ker(ij)=σ

ej1 ⊗ . . .⊗ ejl

=
∑
σ≤π

( ∑
σ≤τ≤π

ατ

) ∑
j:ker(ij)=σ

ej1 ⊗ . . .⊗ ejl

Thus, in order to have T ′
π =

∑
τ≤π ατTτ , we must have ε(σ) =

∑
σ≤τ≤π ατ , for any

σ ≤ π. But this problem can be solved by using the Möbius inversion formula, and we
obtain the numbers ασ =

∑
σ≤τ≤π ε(τ)µ(σ, τ) in the statement. □

With the above results in hand, let us get now to the question of twisting the quantum
reflection groups. It is convenient to include in our discussion two more quantum groups,

coming from [73] and denoted H
[∞]
N , K

[∞]
N , constructed as follows:

Proposition 13.21. We have quantum groups H
[∞]
N , K

[∞]
N as follows, constructed by

using the relations αβγ = 0 for any a ̸= c on the same row or column of u:

KN
// K∗

N
// K

[∞]
N

// K+
N

HN
//

OO

H∗
N

//

OO

H
[∞]
N

//

OO

H+
N

OO

These quantum groups are both easy, with the corresponding categories of partitions, de-

noted P
[∞]
even ⊂ Peven and P [∞]

even ⊂ Peven, being generated by η = ker(iijjii).

Proof. This is routine, by using the fact that the relations αβγ = 0 in the statement
are equivalent to the condition η ∈ End(u⊗k), with |k| = 3. For details here, and for
more on these two quantum groups, which are very interesting objects, and that we have
actually already met in the above, we refer to the paper of Raum-Weber [73]. □

In order to discuss now the Schur-Weyl twisting of the various quantum reflection
groups that we have, we will need the following technical result:
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Proposition 13.22. We have the following equalities,

P ∗
even =

{
π ∈ Peven

∣∣∣ε(τ) = 1,∀τ ≤ π, |τ | = 2
}

P [∞]
even =

{
π ∈ Peven

∣∣∣σ ∈ P ∗
even,∀σ ⊂ π

}
P [∞]
even =

{
π ∈ Peven

∣∣∣ε(τ) = 1,∀τ ≤ π
}

where ε : Peven → {±1} is the signature of even permutations.

Proof. This is routine combinatorics, from [2], [73], the idea being as follows:

(1) Given π ∈ Peven, we have τ ≤ π, |τ | = 2 precisely when τ = πβ is the partition
obtained from π by merging all the legs of a certain subpartition β ⊂ π, and by merging
as well all the other blocks. Now observe that πβ does not depend on π, but only on
β, and that the number of switches required for making πβ noncrossing is c = N• − N◦
modulo 2, where N•/N◦ is the number of black/white legs of β, when labelling the legs
of π counterclockwise ◦ • ◦ • . . . Thus ε(πβ) = 1 holds precisely when β ∈ π has the same
number of black and white legs, and this gives the result.

(2) This simply follows from the equality P
[∞]
even =< η > coming from Proposition

13.21, by computing < η >, and for the complete proof here we refer to [73].

(3) We use the fact, also from [73], that the relations gigigj = gjgigi are trivially
satisfied for real reflections. Thus, we have:

P [∞]
even(k, l) =

{
ker

(
i1 . . . ik
j1 . . . jl

) ∣∣∣gi1 . . . gik = gj1 . . . gjl inside Z∗N
2

}
We conclude that P

[∞]
even appears from NCeven by “inflating blocks”, in the sense that

each π ∈ P
[∞]
even can be transformed into a partition π′ ∈ NCeven by deleting pairs of

consecutive legs, belonging to the same block. Now since this operation leaves invariant
modulo 2 the number c ∈ N of switches in the definition of the signature, it leaves
invariant the signature ε = (−1)c itself, and we obtain the inclusion “⊂” in the statement.
Conversely, given π ∈ Peven satisfying ε(τ) = 1, ∀τ ≤ π, our claim is that:

ρ ≤ σ ⊂ π, |ρ| = 2 =⇒ ε(ρ) = 1

Indeed, let us denote by α, β the two blocks of ρ, and by γ the remaining blocks of
π, merged altogether. We know that the partitions τ1 = (α ∧ γ, β), τ2 = (β ∧ γ, α),
τ3 = (α, β, γ) are all even. On the other hand, putting these partitions in noncrossing
form requires respectively s+ t, s′+ t, s+s′+ t switches, where t is the number of switches
needed for putting ρ = (α, β) in noncrossing form. Thus t is even, and we are done. With
the above claim in hand, we conclude, by using the second equality in the statement, that

we have σ ∈ P ∗
even. Thus we have π ∈ P [∞]

even, which ends the proof of “⊃”. □

With the above result in hand, we can now prove:
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Theorem 13.23. The basic quantum reflection groups, namely

H+
N

// TH+
N

// K+
N

H∗
N

//

OO

TH∗
N

//

OO

K∗
N

OO

HN
//

OO

THN
//

OO

KN

OO

equal their own Schur-Weyl twists.

Proof. This result basically comes from the results that we have:

(1) In the real case, the verifications are as follows:

– H+
N . We know from Theorem 13.14 that for π ∈ NCeven we have T ′

π = Tπ, and since
we are in the situation D ⊂ NCeven, the definitions of G,G′ coincide.

–H
[∞]
N . Here we can use the same argument as in (1), based this time on the description

of P
[∞]
even involving the signatures found in Proposition 13.22.

– H∗
N . We have H∗

N = H
[∞]
N ∩ O∗

N , so H
∗′
N ⊂ H

[∞]
N is the subgroup obtained via the

defining relations for O∗′
N . But all the abc = −cba relations defining H∗′

N are automatic,

of type 0 = 0, and it follows that H∗′
N ⊂ H

[∞]
N is the subgroup obtained via the relations

abc = cba, for any a, b, c ∈ {uij}. Thus we have H∗′
N = H

[∞]
N ∩O∗

N = H∗
N , as claimed.

– HN . We have HN = H∗
N ∩ ON , and by functoriality, H ′

N = H∗′
N ∩ O′

N = H∗
N ∩ O′

N .
But this latter intersection is easily seen to be equal to HN , as claimed.

(2) In the complex case the proof is similar, and we refer here to [2]. □

In the orthogonal case, we can say more about all this, and we have the following
result, fully covering all the easy quantum groups classified in [73]:

Proposition 13.24. The twists of the easy quantum groups HN ⊂ G ⊂ O+
N are as

follows:

(1) For G = ON , O
∗
N we obtain G′ = O′

N , O
∗′
N .

(2) For G ̸= ON , O
∗
N we have G = G′.

Proof. We use the classification result in [73], explained in chapter 10. We have to
examine the 3 cases left, namely G = O+

N , H
⋄r
N , H

Γ
N , and the proof goes as follows:

(1) Let G = O+
N . We know from the above that for π ∈ NCeven we have T ′

π = Tπ, and
since we are in the situation D ⊂ NCeven, the definitions of G,G′ coincide.
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(2) Let G = H⋄r
N . We know that the generating partition is:

πr = ker

(
1 . . . r r . . . 1
1 . . . r r . . . 1

)
By symmetry, putting this partition in noncrossing form requires the same number

of upper switches and lower switches, and so requires an even number of total switches.
Thus πr is even, and the same argument shows in fact that all its subpartitions are even
as well. It follows that we have Tπr = T ′

πr
, and this gives the result.

(3) Let G = HΓ
N . We denote by P

[∞]
even ⊂ D ⊂ Peven the corresponding category of

partitions. According to the description of P
[∞]
even worked out in [73], and discussed in the

above, this category contains the following type of partition:

◦ ◦ . . . ◦ ◦

◦ ◦ . . . ◦ ◦

The point now is that, by “capping” with such partitions, we can merge any pair of
blocks of π ∈ D, by staying inside D. Thus, D has the following property:

τ ≤ π ∈ D =⇒ τ ∈ D

We deduce from this that T ′
π is an intertwiner for G, and so G ⊂ G′. By symmetry

we must have G′ ⊂ G as well, and this finishes the proof. □

As a conclusion to all this, we have:

Theorem 13.25. The easy quantum groups HN ⊂ G ⊂ O+
N and their twists are

ON
// O∗

N

''
HN

//

77

''

HΓ
N

// H⋄r
N

// O+
N

O′
N

// O∗′
N

77

and the set formed by these quantum groups is stable by intersections.
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Proof. The first assertion follows indeed from [73], and from our twisting results.
Regarding now the intersection assertion, we have the following intersection diagram:

ON
// O∗

N

''
HN

//

77

''

H∗
N

//

77

''

H+
N

// O+
N

O′
N

// O∗′
N

77

More precisely, this diagram has the property that any intersection G ∩ H appears
on the diagram, as the biggest quantum group contained in both G,H. But with this
diagram in hand, our claim is that the assertion follows. Indeed, the intersections between
the quantum groups O×

N are their twists are all on this diagram, and hence on the diagram
in the statement as well. Regarding now the intersections of an easy quantum group
HN ⊂ G ⊂ H+

N with the twists O′
N , O

∗′
N , we can use again the above diagram. Indeed,

from H+
N ∩ O∗′

N = H∗
N we deduce that both G ∩ O′

N and G ∩ O∗′
N appear as certain

intermediate easy quantum groups HN ⊂ K× ⊂ H∗
N , and we are done. □

13d. Integration theory

Let us discuss now integration questions, over our twisted quantum groups. The result
here, valid for any Schur-Weyl twist in our sense, is as follows:

Theorem 13.26. We have the Weingarten type formula∫
Ḡ

ue1i1j1 . . . u
ek
ikjk

=
∑

π,σ∈D(k)

δ′π(i1 . . . ik)δ
′
σ(j1 . . . jk)WkN(π, σ)

where WkN = G−1
kN , with GkN(π, σ) = N |π∨σ|, for π, σ ∈ D(k).

Proof. This follows exactly as in the untwisted case, the idea being that the signs
will cancel. Let us recall indeed from Definition 13.15 and the comments afterwards that
the twisted vectors ξ′π associated to the partitions π ∈ Peven(k) are as follows:

ξ′π =
∑
τ≥π

ε(τ)
∑

i:ker(i)=τ

ei1 ⊗ . . .⊗ eik

Thus, the Gram matrix of these vectors is given by:

< ξ′π, ξ
′
σ > =

∑
τ≥π∨σ

ε(τ)2
∣∣∣{(i1, . . . , ik)∣∣∣ ker i = τ

}∣∣∣
=

∑
τ≥π∨σ

∣∣∣{(i1, . . . , ik)∣∣∣ ker i = τ
}∣∣∣

= N |π∨σ|
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Thus the Gram matrix is the same as in the untwisted case, and so the Weingarten
matrix is the same as well as in the untwisted case, and this gives the result. □

Summarizing, the integration problematics is not very interesting compared to the one
in the classical case, with the difference simply coming from some signs.

Finally, for the sake of completness, let us record as well a number of interesting
results, for the most in relation with noncommutative geometry, which is the place where
twisting is mostly needed. In relation with tori, we have the following result:

Theorem 13.27. The diagonal tori of the twisted quantum groups are

T+
N

// TT+
N

// T+
N

T ∗
N

//

OO

TT ∗
N

//

OO

T∗
N

OO

TN //

OO

TTN //

OO

TN

OO

exactly as in the untwisted case.

Proof. This is clear for the quantum reflection groups, which are not twistable, and
for the quantum unitary groups this is elementary as well, coming from definitions. □

Regarding now the twisted spheres, we first have the following result:

Theorem 13.28. The twisted spheres have the following properties:

(1) They have affine actions of the twisted unitary quantum groups.
(2) They have unique invariant Haar functionals, which are ergodic.
(3) Their Haar functionals are given by Weingarten type formulae.
(4) They appear, via the GNS construction, as first row spaces.

Proof. The proofs here are similar to those from the untwisted case, via a routine
computation, by adding signs where needed, and with the main technical ingredient,
namely the Weingarten formula, being available from Theorem 13.26. See [2]. □

We have as well the following result, whose proof is more delicate:

Theorem 13.29. We have the quantum isometry group formula

U ′ = G+(S ′)

in all the 9 main twisted cases.
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Proof. The proofs here are similar to those from the untwisted case, via a routine
computation, by adding signs where needed, which amounts in replacing the usual com-
mutators [a, b] = ab− ba by twisted commutators, given by:

[[a, b]] = ab+ ba

There is one subtle point, however, coming from the fact that the linear indepen-
dence of various products of coordinates of length 1,2,3, which was something clear in
the untwisted case, is now a non-trivial question. But this can be solved via a technical
application of the Weingarten formula, from Theorem 13.26. □

We refer to [9], [18] and related papers, for more on all this.

13e. Exercises

Things have been quite straightforward in this chapter, but as a non-trivial exercise
here, going well beyond what was done in the above, we have:

Exercise 13.30. Further extend the quizziness theory developed in this chapter, as to
cover some more examples of twists, which are not quizzy in our sense.

We will be actually back to such things, in the remainder of this book.



CHAPTER 14

Symplectic groups

14a. Super-space

In this chapter we discuss an alternative idea for reaching to super-easiness, by using
the approach in [21], motivated by the symplectic groups, SpN ⊂ UN with N ∈ 2N, whose
first and main particular case, appearing at N = 2, is a very familiar group, namely:

Sp2 = SU2

The starting point is the analogy, that we know well since the beginning of this book,
between the representation theory of O+

N and SU2. For our purposes, we will first need a
functional analytic approach to SU2. This can be done as follows:

Theorem 14.1. The algebra of continuous functions on SU2 appears as

C(SU2) = C∗
(
(uij)i,j=1,2

∣∣∣u = FūF−1 = unitary
)

where F is the following matrix,

F =

(
0 1
−1 0

)
called super-identity matrix.

Proof. This can be done in several steps, as follows:

(1) Let us first compute SU2. Consider an arbitrary 2× 2 complex matrix:

U =

(
a b
c d

)
Assuming detU = 1, the unitarity condition U−1 = U∗ reads:(

d −b
−c a

)
=

(
ā c̄
b̄ d̄

)
Thus we must have d = ā, c = −b̄, and we obtain the following formula:

SU2 =

{(
a b
−b̄ ā

) ∣∣∣ |a|2 + |b|2 = 1

}
321
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(2) With the above formula in hand, the fundamental corepresentation of SU2 is:

u =

(
a b
−b̄ ā

)
Now observe that we have the following equality:(

a b
−b̄ ā

)(
0 1
−1 0

)
=

(
−b a
−ā −b̄

)
=

(
0 1
−1 0

)(
ā b̄
−b a

)
Thus, with F being as in the statement, we have uF = Fū, and so:

u = FūF−1

We conclude that, if A is the universal algebra in the statement, we have:

A→ C(SU2)

(3) Conversely now, let us compute the universal algebra A in the statement. For this
purpose, let us write its fundamental corepresentation as follows:

u =

(
a b
c d

)
We have uF = Fū, with these quantities being respectively given by:

uF =

(
a b
c d

)(
0 1
−1 0

)
=

(
−b a
−d c

)

Fū =

(
0 1
−1 0

)(
a∗ b∗

c∗ d∗

)
=

(
c∗ d∗

−a∗ −b∗
)

Thus we must have d = a∗, c = −b∗, and we obtain the following formula:

u =

(
a b
−b∗ a∗

)
We also know that this matrix must be unitary, and we have:

uu∗ =

(
a b
−b∗ a∗

)(
a∗ −b
b∗ a

)
=

(
aa∗ + bb∗ ba− ab
a∗b∗ − b∗a∗ a∗a+ b∗b

)

u∗u =

(
a∗ −b
b∗ a

)(
a b
−b∗ a∗

)
=

(
a∗a+ bb∗ a∗b− ba∗
b∗a− ab∗ aa∗ + b∗b

)
Thus, the unitarity equations for u are as follows:

aa∗ = a∗a = 1− bb∗ = 1− b∗b

ab = ba, a∗b = ba∗, ab∗ = a∗b, a∗b∗ = b∗a∗
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It follows that a, b, a∗, b∗ commute, so our algebra is commutative. Now since this
algebra is commutative, the involution ∗ becomes the usual conjugation −, and so:

u =

(
a b
−b̄ ā

)
But this tells us that we have A = C(X) with X ⊂ SU2, and so we have a quotient

map C(SU2)→ A, which is inverse to the map constructed in (2), as desired. □

Now with the above result in hand, we can see right away the relation with O+
N , and

more specifically with O+
2 . Indeed, this latter quantum group appears as follows:

C(O+
2 ) = C∗

(
(uij)i,j=1,2

∣∣∣u = ū = unitary
)

Thus, SU2 appears from O+
2 by replacing the identity with the super-identity, or

perhaps vice versa. In practice now, the idea for unifying is quite clear, namely that of
looking at quantum groups appearing via relations as follows:

u = FūF−1 = unitary

In order to clarify what exact matrices F ∈ GLN(C) we can use, we must do some
computations. Following [2], [21], [29], we first have the following result:

Proposition 14.2. Given a closed subgroup G ⊂ U+
N , with irreducible fundamental

corepresentation u = (uij), this corepresentation is self-adjoint, u ∼ ū, precisely when

u = FūF−1

for some F ∈ UN , satisfying FF̄ = ±1. Moreover, when N is odd we must have FF̄ = 1.

Proof. Since u is self-adjoint, u ∼ ū, we must have u = FūF−1, for a certain matrix
F ∈ GLN(C). We obtain from this, by using our assumption that u is irreducible:

u = FūF−1 =⇒ ū = F̄ uF̄−1

=⇒ u = (FF̄ )u(FF̄ )−1

=⇒ FF̄ = c1

=⇒ F̄F = c̄1

=⇒ c ∈ R

Now by rescaling we can assume c = ±1, so we have proved so far that:

FF̄ = ±1
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In order to establish now the formula FF ∗ = 1, we can proceed as follows:

(id⊗ S)u = u∗ =⇒ (id⊗ S)ū = ut

=⇒ (id⊗ S)(FūF−1) = FutF−1

=⇒ u∗ = FutF−1

=⇒ u = (F ∗)−1ūF ∗

=⇒ ū = F ∗u(F ∗)−1

=⇒ ū = F ∗FūF−1(F ∗)−1

=⇒ FF ∗ = d1

We have FF ∗ > 0, so d > 0. On the other hand, from FF̄ = ±1, FF ∗ = d1 we get:

| detF |2 = det(FF̄ ) = (±1)N

| detF |2 = det(FF ∗) = dN

Since d > 0 we obtain from this d = 1, and so FF ∗ = 1 as claimed. We obtain as well
that when N is odd the sign must be 1, and so FF̄ = 1, as claimed. □

Once again following Bichon-De Rijdt-Vaes [29], where these questions were first stud-
ied, up to an orthogonal base change we can assume that our matrix is as follows, where
N = 2p+ q and ε = ±1, with the 1q block at right disappearing if ε = −1:

F =



0 1
ε1 0(0)

. . .
0 1
ε1 0(p)

1(1)
. . .

1(q)


To be more precise, in the case ε = 1, the super-identity is the following matrix:

F =



0 1
1 0(1)

. . .
0 1
1 0(p)

1(1)
. . .

1(q)
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In the case ε = −1 now, the diagonal terms vanish, and the super-identity is:

F =


0 1
−1 0(1)

. . .
0 1
−1 0(p)


We are therefore led into the following definition, from [21]:

Definition 14.3. The “super-space” CN
F is the usual space CN , with its standard basis

{e1, . . . , eN}, with a chosen sign ε = ±1, and a chosen involution on the set of indices,

i→ ī

with F being the “super-identity” matrix, Fij = δij̄ for i ≤ j and Fij = εδij̄ for i ≥ j.

In what follows we will usually assume that F is the explicit matrix appearing above.
Indeed, up to a permutation of the indices, we have a decomposition n = 2p+ q such that
the involution is, in standard permutation notation:

(12) . . . (2p− 1, 2p)(2p+ 1) . . . (q)

Let us construct now some basic compact quantum groups, in our “super” setting.
Once again following [21], let us formulate:

Definition 14.4. Associated to the super-space CN
F are OF , O

+
F , given by

OF =
{
U ∈ UN

∣∣∣U = FŪF−1
}

C(O+
F ) = C∗

(
(uij)i,j=1,...,n

∣∣∣u = FūF−1 = unitary
)

called super-orthogonal group, and super-orthogonal quantum group.

As explained in [21], it it possible to considerably extend this list, and we will be back
to this, but for our purposes now, this is what we need for the moment. Indeed, as we
will see next, Definition 14.3 and Definition 14.4 are all that we need, for including SU2

and the other symplectic groups SpN into a generalized easiness theory.

We have indeed the following result, from [21], making the connection with our uni-
fication problem for O+

N and SU2, and more or less solving it:

Theorem 14.5. The basic orthogonal groups and quantum groups are as follows:

(1) At ε = −1 we have OF = SpN and O+
F = Sp+N .

(2) At ε = −1 and N = 2 we have OF = O+
F = SU2.

(3) At ε = 1 we have OF = ON and O+
F = O+

N .
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Proof. These results are all elementary, as follows:

(1) At ε = −1 this follows from definitions, because the symplectic group SpN ⊂ UN

is by definition the following group:

SpN =
{
U ∈ UN

∣∣∣U = FŪF−1
}

(2) Still at ε = −1, the equation U = FŪF−1 tells us that the symplectic matrices
U ∈ SpN are exactly the unitaries U ∈ UN which are patterned as follows:

U =

 a b . . .
−b̄ ā
...

. . .


In particular, the symplectic matrices at N = 2 are as follows:

U =

(
a b
−b̄ ā

)
Thus we have Sp2 = U2, and the formula Sp+2 = Sp2 is elementary as well.

(3) At ε = 1 now, consider the root of unity ρ = eπi/4, and set:

J =
1√
2

(
ρ ρ7

ρ3 ρ5

)
This matrix J is then unitary, and we have:

J

(
0 1
1 0

)
J t = 1

Thus the following matrix is unitary as well, and satisfies KFKt = 1:

K =


J (1)

. . .

J (p)

1q


Thus in terms of the matrix V = KUK∗ we have:

U = FŪF−1 = unitary ⇐⇒ V = V̄ = unitary

We obtain in this way an isomorphism O+
F = O+

N as in the statement, and by passing
to classical versions, we obtain as well OF = ON , as desired. □

Summarizing, we have so far a good idea for defining super-easiness, by using the
super-space CN

F instead of the usual space CN . There is of course still a lot of work to
be done, in order to reach to such a theory, at the representation theory level. Following
[21] and subsequent papers, we will do this next, directly in a more general setting.
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14b. Formal twists

In what follows, our idea will be that of replacing the Kronecker symbols δπ ∈ {0, 1}
by more general quantities δ̄π ∈ T ∪ {0}. Our motivation comes from the symplectic
group SpN , which is covered by such a formalism, with δ̄π ∈ {−1, 0, 1}, and by a number
of more technical examples, of “quantum” nature, which suggest using δ̄π ∈ T∪ {0}. Let
us first work out the needed basic algebra. We first have:

Definition 14.6. A generalized Kronecker function on a category of partitions D ⊂ P
is a collection of numbers δ̄π(

i
j) ∈ T ∪ {0}, with π ∈ D, such that the formula

T̄π(ei1 ⊗ . . .⊗ eik) =
∑
j1...jl

δ̄π

(
i1 . . . ik
j1 . . . jl

)
ej1 ⊗ . . .⊗ ejl

defines a correspondence π → T̄π which is categorical, in the sense that we have

T̄[πσ] = T̄π ⊗ T̄σ , T̄[σπ ] = N c(σπ)T̄πT̄σ , T̄π∗ = T̄ ∗
π

as well as T̄|◦◦ = T̄|•• = id, and T̄ ◦∩• = T̄ •∩◦ = (1→
∑

i ei ⊗ ei).

To be more precise here, N ∈ N is given, and if we assume π ∈ D(k, l), then the above
numbers δ̄π(

i
j) ∈ T ∪ {0} must be defined for any multi-indices i, j having respective

lengths k, l, and taking their individual indices from the set {1, . . . , N}. In more concrete
terms now, we have the following description:

Proposition 14.7. δ̄ : D → T ∪ {0} is a generalized Kronecker function when

δ̄π

(
i1 . . . ip
j1 . . . jq

)
δ̄σ

(
k1 . . . kr
l1 . . . ls

)
= δ̄[πσ]

(
i1 . . . ip k1 . . . kr
j1 . . . jq l1 . . . ls

)

∑
j1...jq

δ̄σ

(
i1 . . . ip
j1 . . . jq

)
δ̄π

(
j1 . . . jq
k1 . . . kr

)
= N c(σπ)δ̄[σπ ]

(
i1 . . . ip
k1 . . . kr

)

δ̄π

(
i1 . . . ip
j1 . . . jq

)
= δ̄π∗

(
j1 . . . jq
i1 . . . ip

)
and when δ̄π = δπ for π = |◦◦, |••, ◦∩•, •∩◦.
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Proof. The proof here is routine, as in [22]. We include it, in view of some further
use, later on. The concatenation axiom follows from the following computation:

(T̄π ⊗ T̄σ)(ei1 ⊗ . . .⊗ eip ⊗ ek1 ⊗ . . .⊗ ekr)

=
∑
j1...jq

∑
l1...ls

δ̄π

(
i1 . . . ip
j1 . . . jq

)
δ̄σ

(
k1 . . . kr
l1 . . . ls

)
ej1 ⊗ . . .⊗ ejq ⊗ el1 ⊗ . . .⊗ els

=
∑
j1...jq

∑
l1...ls

δ̄[πσ]

(
i1 . . . ip k1 . . . kr
j1 . . . jq l1 . . . ls

)
ej1 ⊗ . . .⊗ ejq ⊗ el1 ⊗ . . .⊗ els

= T̄[πσ](ei1 ⊗ . . .⊗ eip ⊗ ek1 ⊗ . . .⊗ ekr)

The composition axiom follows from the following computation:

T̄πT̄σ(ei1 ⊗ . . .⊗ eip)

=
∑
j1...jq

δ̄σ

(
i1 . . . ip
j1 . . . jq

) ∑
k1...kr

δ̄π

(
j1 . . . jq
k1 . . . kr

)
ek1 ⊗ . . .⊗ ekr

=
∑
k1...kr

N c(σπ)δ̄[σπ ]

(
i1 . . . ip
k1 . . . kr

)
ek1 ⊗ . . .⊗ ekr

= N c(σπ)T̄[σπ ](ei1 ⊗ . . .⊗ eip)

The involution axiom follows from the following computation:

T̄ ∗
π (ej1 ⊗ . . .⊗ ejq)

=
∑
i1...ip

< T̄ ∗
π (ej1 ⊗ . . .⊗ ejq), ei1 ⊗ . . .⊗ eip > ei1 ⊗ . . .⊗ eip

=
∑
i1...ip

δ̄π

(
i1 . . . ip
j1 . . . jq

)
ei1 ⊗ . . .⊗ eip

= T̄π∗(ej1 ⊗ . . .⊗ ejq)

Finally, the identity and duality axioms follow from the last conditions in the state-
ment. As for the converse, this follows as well from the above computations. □

At the quantum group level now, we are led to:

Definition 14.8. Given a category of partitions D ⊂ P , and a generalized Kronecker
function δ̄ : D → T ∪ {0}, the formula C = span(T̄π|π ∈ D), where

T̄π(ei1 ⊗ . . .⊗ eik) =
∑
j1...jl

δ̄π

(
i1 . . . ik
j1 . . . jl

)
ej1 ⊗ . . .⊗ ejl

defines a closed subgroup Ḡ ⊂ U+
N . We call such quantum groups generalized easy.
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As basic examples, we have of course the usual easy quantum groups SN ⊂ G ⊂ U+
N .

We will see in what follows that there are many other interesting examples. In order to
compute such quantum groups, we will use the following result:

Proposition 14.9. Given a Kronecker function δ̄ : D → T ∪ {0}, and assuming
D =< π1, . . . , πr > with πi ∈ D(ki, li), the associated quantum group is given by

C(Ḡ) = C(U+
N )
/〈

T̄πi
∈ Hom(u⊗ki , u⊗li)

∣∣∣i = 1, . . . , r
〉

with the usual rules for the exponents, namely u◦ = u, u• = ū and multiplicativity.

Proof. This follows indeed from Proposition 14.7, and from the fact that, according
to Definition 14.6, the correspondence π → T̄π is categorical. □

More concretely now, we can try to compute the quantum groups associated to some
basic subcategories E ⊂ D. We first have the following result:

Proposition 14.10. Consider a generalized Kronecker function δ̄ : D → T ∪ {0}.
(1) We have δ̄ = δ on the subcategory NC2 ⊂ D.
(2) If D = NC2, the associated quantum group is U+

N .

Proof. Observe first that we have indeed NC2 ⊂ D, because D must contain the
identity and duality partitions |◦◦, |••, ◦∩•, •∩◦, which generate NC2.

(1) This follows indeed from the fact, from Proposition 14.7, that we have δ̄π = δπ for
the standard generators π = |◦◦, |••, ◦∩•, •∩◦ of the category NC2.

(2) This follows from (1). □

In relation now with the standard cube, given a category of partitions D ⊂ P , we can
associate to it the following categories of partitions:

P2∩D

zz

��

NC2∩Doo

xx

��

P2∩D

��

NC2∩Doo

��

Peven∩D

zz

NCeven∩Doo

xx
Peven∩D NCeven∩Doo

Thus, we have 8 basic examples of generalized easy quantum groups, as follows:
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Definition 14.11. Given a generalized Kronecker function δ̄ : D → T ∪ {0}, we let

ŪN
// Ū+

N

ŌN
//

;;

Ō+
N

;;

K̄N

OO

// K̄+
N

OO

H̄N

OO

//

;;

H̄+
N

OO

;;

be the generalized easy quantum groups associated to the above 8 categories.

We already know from Proposition 14.10 that we have Ū+
N = U+

N . We can extend this
observation, by analyzing the other quantum groups as well, and we obtain:

Theorem 14.12. The basic quantum unitary and reflection groups are as follows:

(1) We have Ū+
N = U+

N .
(2) If NC2 ⊂ D, then Ō+

N ⊂ U+
N appears from the following intertwiner:

T̄π(ei) =
∑
j

δ̄π

(
i

j

)
ej : π = |◦•

(3) If P2 ⊂ D, then ŪN ⊂ U+
N appears from the following intertwiners:

T̄π(ei ⊗ ej) =
∑
kl

δ̄π

(
i j
k l

)
ek ⊗ el : π = /◦◦\◦◦ , /◦◦\••

(4) If NCeven ⊂ D, then K̄+
N ⊂ U+

N appears from the following intertwiners:

T̄π(1) =
∑
i

δ̄π(i i i i) : π = ◦⊓◦⊓•⊓• , ◦⊓•⊓◦⊓• , ◦⊓•⊓•⊓◦ , •⊓◦⊓◦⊓• , •⊓◦⊓•⊓◦ , •⊓•⊓◦⊓◦

(5) If P2 ⊂ D then ŌN ⊂ U+
N appears from the following intertwiners:

T̄π : π = |◦• , /◦◦\◦◦
(6) If NCeven ⊂ D then H̄+

N ⊂ U+
N appears from the following intertwiners:

T̄π : π = |◦• , ◦⊓◦⊓◦⊓◦
(7) If Peven ⊂ D then K̄N ⊂ U+

N appears from the following intertwiners:

T̄π : π = /◦◦\◦◦ , /◦◦\•• , ◦⊓•⊓◦⊓•
(8) If Peven ⊂ D then H̄N ⊂ U+

N appears from the following intertwiners:

T̄π : π = |◦• , /◦◦\◦◦ , ◦⊓◦⊓◦⊓◦
In addition, the diagram formed by these quantum groups is a generation diagram.
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Proof. All these assertions are elementary, and follow from some well-known presen-
tation results for the categories in question. To be more precise:

(1) This is something that we already know, from Proposition 14.10.

(2,3) These results follow from the following well-known formulae:

NC2 =< |◦• > , P2 =< /◦◦\◦◦ , /◦◦\•• >
(4) It is well-known that, in the uncolored setting, we have NCeven =< ⊓⊓⊓ >. By

restricting the attention to the category NCeven ⊂ NCeven of the partitions which are
matching, it follows that this subcategory is generating by the 6 matching colorings of
⊓⊓⊓. Thus, we have the following presentation formula, which gives the result:

NCeven =< ◦⊓◦⊓•⊓• , ◦⊓•⊓◦⊓• , ◦⊓•⊓•⊓◦ , •⊓◦⊓◦⊓• , •⊓◦⊓•⊓◦ , •⊓•⊓◦⊓◦ >
(5,6) These follow from the following presentations results, which are well-known:

P2 =< |◦• , /◦◦\◦◦ > , NCeven =< |◦• , ◦⊓◦⊓◦⊓◦ >
(7,8) Indeed, by proceeding as in the proof of (4), we conclude, starting from the above

presentation results, that we have the following presentation results as well:

Peven =< /◦◦\◦◦ , /◦◦\•• , ◦⊓•⊓◦⊓• > , Peven =< |◦• , /◦◦\◦◦ , ◦⊓◦⊓◦⊓◦ >
Finally, the last assertion is clear, because the diagram of the categories producing

our quantum groups is an intersection diagram. □

The basic example of a generalized Kronecker function is the usual Kronecker function
δ : P → {0, 1}. Besides being defined on the whole P , and taking only positive values,
this function δπ(

i
j) has the remarkable property of depending only on ker(ij) ∈ P . This

suggests formulating the following definition:

Definition 14.13. A generalized Kronecker function δ̄ : D → T ∪ {0} is called pure
when it is given by a formula of type δ̄π(

i
j) = φ(π, [ij]), where[

i1 . . . ik
j1 . . . jl

]
= ker

(
i1 . . . ik
j1 . . . jl

)
and where φ : D × P → T ∪ {0} is a certain function.

As already mentioned, the usual Kronecker function is pure. In fact, we have the
following formula, where ≤ is the order relation on P obtained by merging blocks:

δπ

(
i1 . . . ik
j1 . . . jl

)
=

1 if

[
i1 . . . ik
j1 . . . jl

]
≤ π

0 otherwise

Another interesting example is the “twisted” version of δ. Consider indeed the stan-
dard embeddings S∞ ⊂ P2 ⊂ Peven, with the convention that the permutations act verti-
cally, from top to bottom. We have then the following result, from [2]:
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Proposition 14.14. The signature of the permutations S∞ → {±1} extends into a
signature map ε2 : Peven → {±1}, given by ε2(π) = (−1)c(π), where c(π) is the number of
switches needed for putting π in noncrossing form, and the formula

δ̄π

(
i1 . . . ik
j1 . . . jl

)
= δπ

(
i1 . . . ik
j1 . . . jl

)
ε2

[
i1 . . . ik
j1 . . . jl

]
defines a generalized Kronecker map on Peven, which is pure.

Proof. The idea indeed is that the number c(π) in the statement is well-defined
modulo 2, and so we have a signature map as above, extending the usual signature of the
permutations. The proof of the categorical axioms is routine as well, see [2]. □

At the quantum group level now, the result, also from [2], is as follows:

Proposition 14.15. The basic quantum unitary and reflection groups associated to
the generalized Kronecker map constructed above are as follows,

U ′
N

// U+
N

O′
N

//

==

O+
N

==

KN

OO

// K+
N

OO

HN

OO

//

==

H+
N

OO

==

with prime denoting q = −1 twists, obtained by stating that the standard coordinates and
their adjoints anticommute on rows and columns, and commute otherwise.

Proof. The signature map ε2 being trivial on NCeven, the free quantum groups,
namely O+

N , U
+
N , H

+
N , K

+
N , are not twistable. Regarding now ŌN , ŪN , the point here is

that the linear map associated to the basic crossing is as follows:

T̄/\(ei ⊗ ej) =

{
−ej ⊗ ei for i ̸= j

ei ⊗ ei for i = j

Thus, the corresponding quantum groups ŌN , ŪN are obtained from ON , UN by replac-
ing the commutation relations ab = ba between coordinates by relations of type ab = ±ba,
and so appear as q-deformations of ON , UN , with deformation parameter q = −1. As for
the remaining quantum groups, HN , KN , these are not twistable. The proof here is quite
tricky, using some combinatorics in order to express the twisted maps Tπ in terms of the
untwisted ones, via a Möbius inversion type formula. See [2], [3]. □
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Now back to our considerations, regarding the pure Kronecker functions, the above
construction suggests looking into functions of the following type:

δ̄π

(
i1 . . . ik
j1 . . . jl

)
= δπ

(
i1 . . . ik
j1 . . . jl

)
ε

[
i1 . . . ik
j1 . . . jl

]
In order to define such functions, we only need to define ε on the partitions of type

ν = ker(ij) which satisfy δπ(
i
j) = 0, which means ν ≤ π. Thus, we are in need of:

Definition 14.16. The completion of a category of partitions D is given by:

D̄ =
{
ν
∣∣∣∃π ∈ D, ν ≤ π

}
In other words, D̄ is obtained from D by allowing the joining of blocks.

Observe that D̄ is a category of partitions as well. This follows indeed from definitions.
As a basic example, the completion of D = P2 is the category D̄ = Peven.

We have the following axioms for the generalized signatures:

Definition 14.17. A pre-signature on a complete category D̄ is a map ε : D̄ → T
which is trivial on D̄ ∩NC, and which satisfies the following conditions:

(1) ε(ρ) = ε(π)ε(σ), with ρ ≤ [πσ] being obtained by joining left and right blocks.
(2) ε(ρ) = ε(π)ε(σ), with ρ ≤ [σπ] being obtained by joining up and down blocks.

In the case where ε(π∗) = ε̄(π) for any π, we call ε a signature.

As basic examples, we have the trivial signature ε1 : P → {1}, as well as the “stan-
dard” signature ε2 : Peven → {±1}. We will see later on that these two maps are particular
cases of a pre-signature construction which works at any s ∈ N.

Regarding our various axioms for the signatures, the only point which can be probably
improved is our assumption that ε must be trivial on D̄ ∩ NC. This is actually quite a
strong assumption, that we will not fully need, but which is verified for all the examples
that we have. We believe that this might be actually automatic.

The interest in the signatures comes from the following result:

Proposition 14.18. Given a category of partitions D, and a signature on its com-
pletion ε : D̄ → T, the construction

δ̄π

(
i1 . . . ik
j1 . . . jl

)
= δπ

(
i1 . . . ik
j1 . . . jl

)
ε

[
i1 . . . ik
j1 . . . jl

]
produces a generalized Kronecker function, which is pure.
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Proof. Our first claim is that a map ε : D̄ → T which is trivial on D̄ ∩ NC is a
signature precisely when it satisfies the following conditions, for any choice of the multi-
indices, such that the corresponding kernels belong to D̄:

ε

[
i1 . . . ip
j1 . . . jq

]
ε

[
k1 . . . kr
l1 . . . ls

]
= ε

[
i1 . . . ip k1 . . . kr
j1 . . . jq l1 . . . ls

]
ε

[
i1 . . . ip
j1 . . . jq

]
ε

[
j1 . . . jq
k1 . . . kr

]
= ε

[
i1 . . . ip
k1 . . . kr

]
ε

[
i1 . . . ip
j1 . . . jq

]
= ε̄

[
j1 . . . jq
i1 . . . ip

]
Indeed, these conditions are equivalent to the axioms that we have:

(1) With {i, j}∩{k, l} = ∅, our first condition reads ε([πσ]) = ε(π)ε(σ), where π = [ij]

and σ = [kl ]. In the general case now, where {i, j} ∩ {k, l} is not necessarily empty, the
partition ρ = [i kj l ] satisfies ρ ≤ [πσ], and is in fact obtained from [πσ] by joining certain
left and right blocks. Moreover, by choosing suitable indices i, j, k, l, we see that each
such joining is allowed, and we conclude that our first axiom for ε is equivalent to the
condition ε(ρ) = ε(π)ε(σ), for any such partition ρ, as stated.

(2) The proof here is similar to the proof of (1), with the horizontal concatenation
operation replaced by the vertical concatenation operation, and with the remark that the
middle indices j won’t interfere, these indices being connected by definition.

(3) This is trivial, because we can set π = [ij], and we obtain the result.

Now with this claim in hand, the result follows from our previous result and its proof,
because the conditions (1-3), together with our assumption that ε is trivial on the non-
crossing partitions, allow us to insert the signature terms, in the formulae there. □

Summarizing, the signatures produce natural examples of pure Kronecker functions.
At the theoretical level, one interesting question is whether any pure Kronecker function
appears from a signature, in the above sense. We do not know.

14c. Super structures

We recall that we have the following notion, from [21]:

Definition 14.19. A super-structure on CN is a linear map J : CN → CN satisfying
JJ∗ = 1, JJ̄ = ±1. Such a map is called normalized when it is of the form

J(ei) = wieτ(i)

with τ ∈ SN being an involution, τ 2 = id, and with wi ∈ {±1} being certain signs, which
are either trivial, wi = 1 for any i, or satisfy wiwτ(i) = −1 for any i.
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In relation now with our considerations, our claim is that such a super-structure
naturally produces a generalized Kronecker function, and that the associated generalized
easy quantum groups are OJ+

N and its unitary and discrete versions from [21]. Let us first
discuss the case JJ̄ = 1. Here we have the following result:

Proposition 14.20. Associated to the map J(ei) = eτ(i), with τ ∈ SN being an
involution, is a generalized Kronecker function δτπ ∈ {0, 1}, defined on Peven, given by

δτπ =
∏
β∈π

δτβ

and whose values on the one-block partitions β = 1kl are given by δτβ(
i
j) = 1 precisely when

the multi-index (ij) is of the following form,(
τx1(p) τ x̄2(p) τx3(p) τ x̄4(p) . . . . . .
τ y1(p) τ ȳ2(p) τ y3(p) τ ȳ4(p) . . . . . .

)
for a certain p ∈ {1, . . . , N}, where k = (x1 . . . xk) and l = (y1 . . . yl) are the writings of
k, l using ◦, • symbols, with the conventions ◦̄ = •, •̄ = ◦, τ ◦ = id, τ • = τ .

Proof. We have to check our various categorical conditions, for the function δτπ from
the statement. The proof goes as follows:

(1) Regarding the tensor product, by using δτπ =
∏

β∈π δ
τ
β, along with the fact that the

blocks of [πσ] are the blocks of π or of σ we obtain, as desired:

δτπ

(
i1 . . . ip
j1 . . . jq

)
δτσ

(
k1 . . . kr
l1 . . . ls

)
=

∏
β∈π

δτβ

(
i1 . . . ip |β
j1 . . . jq |β

)∏
γ∈σ

δτγ

(
k1 . . . kr |γ
l1 . . . ls |γ

)
=

∏
ρ∈[πσ]

δτρ

(
i1 . . . ip k1 . . . kr |ρ
j1 . . . jq l1 . . . ls |ρ

)

= δτ[πσ]

(
i1 . . . ip k1 . . . kr
j1 . . . jq l1 . . . ls

)
(2) Regarding now the composition, we have to verify here that:∑

j1...jq

δτσ

(
i1 . . . ip
j1 . . . jq

)
δτπ

(
j1 . . . jq
k1 . . . kr

)
= N c(σπ)δτ[σπ ]

(
i1 . . . ip
k1 . . . kr

)
In this formula, the sum on the left equals the cardinality of the following set:

S =

{
j1, . . . , jq

∣∣∣δτσ (i1 . . . ip
j1 . . . jq

)
= 1, δτπ

(
j1 . . . jq
k1 . . . kr

)
= 1

}
In order to compute the cardinality of this set, we have two cases, as follows:

Case c(σπ) = 0. In this case there are no middle components when concatenating π, σ,
the above multi-indices j ∈ S are uniquely determined by π, σ, i, k, and so we have
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#S ∈ {0, 1}. Moreover, since these j multi-indices are irrelevant with respect to the
question of finding the precise cardinality #S ∈ {0, 1}, we have:

#S = δτ[σπ ]

(
i1 . . . ip
k1 . . . kr

)
Thus, we obtain the formula that we wanted to prove.

Case c(σπ) > 0. In this case there are middle components when concatenating π, σ, but

we can isolate them when computing #S, by using our condition δτπ =
∏

β∈π δ
τ
β. Thus,

in order to prove the formula in this case, we just have to count the number of free
multi-indices j, and prove that their number equals N c(σπ). But the free indices for each
component must come from a single index p ∈ {1, . . . , N}, via the formula for δτ

1kl
from

the statement, and so we obtain as multiplicity the number N c(σπ), as claimed.

(3) Regarding the involution axiom, here we must check that we have:

δτπ

(
i1 . . . ip
j1 . . . jq

)
= δτπ∗

(
j1 . . . jq
i1 . . . ip

)
But this is clear, because we can use here the condition δτπ =

∏
β∈π δ

τ
β, together with

the formula of δτ
1kl
, which is invariant under upside-down turning.

(4) The identity axiom follows from the following computation:

δτ
◦|
◦

(
i

j

)
= 1 ⇐⇒ ∃p,

(
i

j

)
=

(
τ ◦(p)

τ ◦(p)

)
⇐⇒ ∃p,

(
i

j

)
=

(
p

p

)
⇐⇒ i = j

(5) The duality axiom follows from a similar computation, as follows:

δτ◦∩•(ij) = 1 ⇐⇒ ∃p, (i, j) = (τ ◦(p), τ •̄(p))

⇐⇒ ∃p, (i, j) = (τ ◦(p), τ ◦(p))

⇐⇒ ∃p, (i, j) = (p, p)

⇐⇒ i = j

Thus, we have indeed a generalized Kronecker function, as claimed. □

At the quantum group level now, we first have the following result:
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Proposition 14.21. The basic quantum unitary and reflection groups associated to
the generalized Kronecker map constructed above are as follows,

UN
// U+

N

OJ
N

//

::

OJ+
N

::

KN

OO

// K+
N

OO

(Kp ≀ Z2)×Kq

OO

//

::

(K+
p ≀∗ Z2) ∗̂K+

q

OO

::

where OJ+
N is the quantum group constructed before, OJ

N = {U ∈ UN |U = JŪJ−1} is its
classical version, and where ≀∗ is a free wreath product, and ∗̂ is a dual free product.

Proof. We denote as usual by Ḡ×
N the analogues of the basic easy quantum groups

G×
N , The computation of these quantum groups goes as follows:

(1) We know from the above that we have Ū+
N = U+

N .

(2) In order to identify the quantum group in the statement with OJ+
N , we have to

find inside our category the conditions which imply u = JūJ−1. There are two ways in
doing so. First, we can use the identity partition, the computation being as follows:

δτ
◦|
•

(
i

j

)
= 1 ⇐⇒ ∃p,

(
i

j

)
=

(
τ •(p)

τ ◦(p)

)
⇐⇒ ∃p,

(
i

j

)
=

(
τ(p)

p

)
⇐⇒ i = τ(j)

We can equally use the duality partition, as follows:

δτ◦∩◦(ij) = 1 ⇐⇒ ∃p, (i, j) = (τ ◦(p), τ ◦̄(p))

⇐⇒ ∃p, (i, j) = (τ ◦(p), τ •(p))

⇐⇒ ∃p, (i, j) = (p, τ(p))

⇐⇒ j = τ(i)

Summarizing, in both cases we have reached to the conclusion that we must have
u = JūJ−1, and this shows that we have Ō+

N = OJ+
N , as claimed.

(3) In order to compute ŪN , we must impose to Ū+
N = U+

N the intertwining conditions
coming from the basic crossing /\ , colored with its possible 4 matching colorings. By using
the condition δτπ =

∏
β∈π δ

τ
β, along with the identity axiom for δτ , and its conjugate, we

conclude that for all the 4 matching versions of π = /\, we have T̄π = Tπ. Now since we
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have Tπ(ei⊗ ej) = ej⊗ ei, we obtain in this way the usual commutation relations between
the variables {uij, u∗ij}. Thus ŪN is classical, and so we have ŪN = UN .

(4) Regarding the analogue of ON , we can compute it by intersecting, as follows:

ŌN = ŪN ∩ Ō+
N = UN ∩OJ+

N = OJ
N

(5) Let us compute now K̄N . We know that this appears as a subgroup of ŪN = UN ,
via the relations coming from the intertwiner T̄π, where π = ⊓⊓⊓, with any of its 6 matching
colorings. The best here is to choose an alternating coloring, as follows:

π = ◦⊓•⊓◦⊓•
By Frobenius duality, we can say as well that K̄N ⊂ UN appears via the relations

coming from the intertwiner T̄σ, where σ is the rotated version of π, given by:

σ =

◦ •

◦ •
According to our conventions, the linear map associated to this partition is indepen-

dent of τ , given by the following formula:

T̄σ(ei ⊗ ej) = δijei ⊗ ei
By using this formula, we obtain the following relations:

T̄σ(u⊗ ū)(ei ⊗ ej) =
∑
ab

δabuaiu
∗
bj ⊗ ea ⊗ eb

(u⊗ ū)T̄σ(ei ⊗ ej) =
∑
ab

δijuaiu
∗
bj ⊗ ea ⊗ eb

Thus, the condition T̄σ ∈ End(u⊗ ū), which defines K̄N ⊂ UN , is equivalent to:

δabuaiu
∗
bj = δijuaiu

∗
bj , ∀a, b, i, j

But this latter condition holds trivially when a = b, i = j or when a ̸= b, i ̸= j. As for
the remaining two cases, namely a = b, i ̸= j and a ̸= b, i = j, here this condition tells us
that the distinct matrix entries of any group element U ∈ K̄N must have products 0, on
each row and each column. We conclude that we have K̄N = KN , as claimed.

(6) Let us compute now H̄N . This group appears as an intersection, as follows:

H̄N = K̄N ∩ ŌN

= KN ∩OJ
N

=
{
U ∈ KN |U = JŪJ−1

}
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Now observe that, since the matrices UJ, JŪ are obtained from U, Ū by interchanging
the rows and columns i, i+ 1, with i = 1, 3, . . . , 2p− 1, the relation UJ = JŪ reads:

U =


a b . . . v
b̄ ā . . . v̄
. . . . . . . . . . . .
w w̄ . . . X


To be more precise, here a, b, . . . ∈ C, v, . . . ∈ Cq are row vectors, w, . . . ∈ Cq are

column vectors, and X ∈ Mq(C). In the case U ∈ KN , as only one entry in each
row/column may be non-zero, the vectors v, . . . and w, . . . must vanish, we must have
X ∈ Kq, and all (a

b̄
b
ā) blocks must be either (00

0
0) or the following form, with z ∈ T:(

z 0
0 z̄

)
,

(
0 z
z̄ 0

)
Thus, we obtain in this way an identification H̄N = (Kp ≀ Z2)×Kq, as claimed.

(7) In order to compute now K̄+
N , we use the fact that this appears inside Ū+

N = U+
N

by imposing the relations associated to the partition ⊓⊓⊓, with its six possible matching
decorations for the legs, namely ◦ ◦ • •, ◦ • ◦ •, ◦ • • ◦, • ◦ ◦ •, • ◦ • ◦, • • ◦ ◦. By using
now Frobenius duality, as in the proof of (5), we are led to the relations coming from the
following 6 partitions, obtained by rotating:

◦ ◦

◦ ◦

◦ •

◦ •

• ◦

◦ •

◦ •

• ◦

• ◦

• ◦

• •

• •
We already know, from the proof of (5), that the conditions coming from the 2nd

partition simply state that we must have ab∗ = 0, for any two distinct entries a, b ∈ {uij}
on the same row or the same column. Regarding the 1st, 5th, 6th partitions, the situation
here is similar, with the relations being respectively ab = 0, a∗b = 0, a∗b∗ = 0, with
a, b ∈ {uij} being as above. As for the remaining relations, coming from the 3rd, 4th

partitions, these tell us that the entries of uij must be normal. Summing up, we have
reached to the definition of K+

N , and so we have K̄+
N = K+

N , as claimed.

(8) Finally, the quantum group H̄+
N appears as an intersection, as follows:

H̄+
N = K̄+

N ∩ Ō
+
N = K+

N ∩O
J+
N

In order to compute this intersection, we use the interpretation of the commutation
relation uJ = Jū given in the proof of (6), with all the complex conjugates there replaced
of course by adjoints. By reasoning as there, we first conclude that the vectors v, . . . and
w, . . . must vanish, and so that X must be the fundamental corepresentation of K+

q , and
that we are in a dual free product situation. The study of the 2× 2 blocks is similar, and
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this gives a free wreath product decomposition K+
p ≀∗ Z2 for the first component. Thus,

we obtain H̄+
N = (K+

p ≀∗ Z2) ∗̂K+
q , as claimed. □

We can improve the above result by using the following observation, from [21]:

Proposition 14.22. With the fundamental corepresentation V = CUC∗, where

C =



Γ(1)

. . .
Γ(p)

1(1)
. . .

1(q)


: Γ =

1√
2

(
ρ ρ7

ρ3 ρ5

)
, ρ = eπi/4

the relations defining OJ+
N become V = V̄ = unitary, and so we have OJ+

N ∼ O+
N .

Proof. Observe that the above matrix Γ is unitary, and that we have Γ(01
1
0)Γ

t = 1.
Thus the matrix C is unitary as well, and satisfies CJCt = 1. It follows that in terms
of V = CUC∗ the relations U = JŪJ−1 = unitary defining OJ+

N simply read V = V̄ =
unitary, so we obtain an isomorphism OJ+

N ≃ O+
N , as in the statement. See [21]. □

We can now formulate an improved version of Proposition 14.21, as follows:

Theorem 14.23. The basic quantum unitary and reflection groups associated to the
generalized Kronecker map constructed above are as follows,

UN
// U+

N

ON
//

::

O+
N

99

KN

OO

// K+
N

OO

(Kp ≀ Z2)×Kq

OO

//

::

(K+
p ≀∗ Z2) ∗̂K+

q

OO

::

where the quantum groups in the upper part of the diagram are taken with respect to the
fundamental corepresentation V = CUC∗ constructed above.

Proof. The computation of these quantum groups Ġ×
N goes as follows:

(1) We know from the above that we have Ū+
N = U+

N . Since the matrix C is unitary,

it follows that we have U̇+
N = U+

N as well.

(2) According to our results, we also have Ō+
N = OJ+

N , and so when changing the

fundamental corepresentation, we obtain Ȯ+
N = O+

N .
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(3) We also know that the subgroups ŪN ⊂ Ū+
N and ŌN ⊂ Ō+

N simply appear by

taking the classical version. Thus, the subgroups U̇N ⊂ U̇+
N and ȮN ⊂ Ȯ+

N appear as well

by taking the classical version, and so U̇N = UN , ȮN = ON .

(4) Finally, the quantum groups on the bottom are those from Proposition 14.21, with
the remark of course that the 4 vertical embeddings are not the standard ones. □

14d. Symplectic groups

We discuss now the case JJ̄ = −1, which covers the group SU2, and more generally
the symplectic groups SpN ⊂ UN . In this case, we have:

Proposition 14.24. Associated to a negative super-structure, J(ei) = wieτ(i), is the
generalized Kronecker function δJπ ∈ {−1, 0, 1}, defined on Peven, given by

δJπ

(
i1 . . . ik
j1 . . . jl

)
= δτπ

(
i1 . . . ik
j1 . . . jl

)
wJ

π

(
i1 . . . ik
j1 . . . jl

)
where δτπ ∈ {0, 1} is the generalized Kronecker function constructed in section 5 above, in
the positive case, and where the sign on the right is given by

wJ
π

(
i1 . . . ik
j1 . . . jl

)
=

k∏
r=1

wxr−r
ir

l∏
s=1

wys−s
js

where k = (x1 . . . xk) and l = (y1 . . . yl) are the writings of the colored integers k, l by using
0, 1 symbols, with the conventions ◦ = 0, • = 1.

Proof. In order to check our various categorical conditions, we just have to insert
wJ signs in the proof for positive super-structures, a bit in the same way as we did before,
when talking twisting in chapter 13, for the signatures. This can be done as follows:

(1) Regarding the tensor product, here we can use the following formula:

wJ
π

(
i1 . . . ip
j1 . . . jq

)
wJ

σ

(
k1 . . . kr
l1 . . . ls

)
= wJ

[πσ]

(
i1 . . . ip k1 . . . kr
j1 . . . jq l1 . . . ls

)
(2) For the composition, we can use the following formula:

wJ
π

(
i1 . . . ip
j1 . . . jq

)
wJ

σ

(
j1 . . . jq
k1 . . . kr

)
= wJ

[πσ ]

(
i1 . . . ip
k1 . . . kr

)
(3) For the involution axiom, we can use the following formula:

wJ
π

(
i1 . . . ip
j1 . . . jq

)
= wJ

π∗

(
j1 . . . jq
i1 . . . ip

)
(4) The identity axiom follows from the following computation:

wJ

◦|
◦

(
p

p

)
= w0−1

p w0−1
p = w2

p = 1
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(5) As for the duality axiom, this follows from a similar computation, namely:

wJ
◦∩•(p, p) = w0−1

p w1−2
p = w2

p = 1

Thus, we have indeed a generalized Kronecker function, as claimed. □

At the quantum group level now, we first have:

Proposition 14.25. The quantum group associated to the category of pairings P2, via
the above generalized Kronecker function, is the quantum group OJ+

N = Sp+N .

Proof. In order to prove the result, we have to find inside our category the conditions
which imply u = JūJ−1. For the identity partition, we recall that we have:

δτ
◦|
•

(
i

j

)
= 1 ⇐⇒ ∃p,

(
i

j

)
=

(
τ •(p)

τ ◦(p)

)
⇐⇒ ∃p,

(
i

j

)
=

(
τ(p)

p

)
⇐⇒ i = τ(j)

In the case of negative structures, we have to add the following sign:

wJ

◦|
•

(
τ(p)

p

)
= w1−1

τ(p)w
0−1
p = 1 · wp = wp

We can equally use the duality partition, where we have:

δτ◦∩◦(ij) = 1 ⇐⇒ ∃p, (i, j) = (τ ◦(p), τ ◦̄(p))

⇐⇒ ∃p, (i, j) = (τ ◦(p), τ •(p))

⇐⇒ j = τ(i)

In the case of negative structures, we have to add the following sign:

wJ
◦∩◦(p, τ(p)) = w0−1

p w0−2
τ(p) = wp · 1 = wp

Summarizing, in both cases we have u = JūJ−1, and this gives the result. □

More generally, we have the following result, improving some previous findings:
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Theorem 14.26. The basic quantum unitary and reflection groups associated to the
generalized Kronecker map constructed above are as follows,

UN
// U+

N

SpN //

==

Sp+N

<<

KN

OO

// K+
N

OO

Kp ≀ Z2

OO

//

==

K+
p ≀∗ Z2

OO

<<

with respect to the usual fundamental corepresentation.

Proof. We follow the proof of from the positive case, with the usual convention that
Ḡ×

K denote the various quantum groups to be computed.

(1) We know from the above that we have Ū+
N = U+

N .

(2) We also know from the above that we have Ō+
N = Sp+N .

(3) Regarding now ŪN , here we must impose to the standard coordinates of Ū+
N = U+

N

the relations coming from the basic crossing /\ , colored with its possible 4 matching
colorings. But for any such matching coloring, the sign to be added is:

wJ
/\

(
i j
j i

)
= w2

i · w2
j = 1 · 1 = 1

Thus we have T̄π(ei ⊗ ej) = ej ⊗ ei, and we obtain in this way usual commutation
relations between the variables {uij, u∗ij}. Thus ŪN is classical, and so ŪN = UN .

(4) The quantum group ŌN appears as an intersection, as follows:

ŌN = ŪN ∩ Ō+
N = UN ∩ Sp+N = SpN

(5) Regarding K̄N , we can follow again the method from the proof from the positive
case. Indeed, in the main computation there, we have to add the following sign:

wJ
|−|

(
i i
i i

)
= w2

i = 1

(6) The quantum group H̄N appears as an intersection, as follows:

H̄N = K̄N ∩ Ō+
N = KN ∩ SpN
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In order to compute this intersection, we recall that for a N ×N scalar matrix U , the
relation JŪ = UJ reads:

U =

 a b . . .
−b̄ ā . . .
. . . . . . . . .


Here a, b, . . . ∈ C. In the case U ∈ KN , the ( a

−b̄
b
ā) blocks can be either (00

0
0) or of the

following form, with z ∈ T: (
z 0
0 z

) (
0 z
−z̄ 0

)
By using once again the orthogonality condition, we must have exactly one nonzero

block on each row and column, so we obtain H̄N = Kp ≀ Z2, as claimed.

(7) The proof of K̄+
N = K+

N follows by using the same argument as in the proof from
the positive case, because in each case, the sign to be added is 1.

(8) Finally, the quantum group H̄+
N appears as an intersection, as follows:

H̄+
N = K̄+

N ∩ Ō
+
N = K+

N ∩ Sp
+
N

In order to compute this intersection, we use the interpretation of the commutation
relation uJ = Jū given in the proof of (6), with all the complex conjugates there replaced
of course by adjoints. By reasoning as there, we conclude that we have a free wreath
product decomposition H̄+

N = K+
p ≀∗ Z2, as claimed. □

14e. Exercises

We are now into difficult axiomatization questions in relation with super-easiness, and
in relation with the above, we can only recommend working some more, and we have:

Exercise 14.27. Further build on the notion of super-easiness axiomatized in the
above, notably by clarifying the twists of the symplectic group SpN .

To be more precise here, in order for some general and satisfactory super-easiness
theory to cover both the material from chapter 13, and from this chapter, we must solve
first this exercise, and develop our improved theory afterwards. And with the remark
that, even when doing so, things will not be over, because we still have some interesting
quantum groups to be discussed, not covered by this. More on this in the next chapter.



CHAPTER 15

Quantum symmetries

15a. Quantum symmetries

We discuss here, following [2], [89], the quantum symmetry groups S+
Z of the finite

quantum spaces Z, generalizing the quantum group S+
N , coming from Z = {1, . . . , N},

as well as the group SO3, coming from Z = M2. As with the quantum groups from the
previous 2 chapters, these are waiting for a unification with the easy quantum groups.

In order to get started, we must talk about finite quantum spaces. In view of the
general C∗-algebra theory explained in chapter 2, we have the following definition:

Definition 15.1. A finite quantum space Z is the abstract dual of a finite dimensional
C∗-algebra B, according to the following formula:

C(Z) = B

The formal number of elements of such a space is |Z| = dimB. By decomposing the
algebra B, we have a formula of the following type:

C(Z) =Mn1(C)⊕ . . .⊕Mnk
(C)

With n1 = . . . = nk = 1 we obtain in this way the space Z = {1, . . . , k}. Also, when k = 1
the equation is C(Z) =Mn(C), and the solution will be denoted Z =Mn.

In order to do some mathematics on such spaces, the very first observation is that we
can talk about the formal number of points of such a space, as follows:

|Z| = dimB

Alternatively, by decomposing the algebra B as a sum of matrix algebras, as in Defi-
nition 15.1, we have the following formula for the formal number of points:

|Z| = n2
1 + . . .+ n2

k

Pictorially, this suggests representing Z as a set of |Z| points in the plane, arranged
in squares having sides n1, . . . , nk, coming from the matrix blocks of B, as follows:

◦ ◦ ◦
◦ ◦ ◦ . . . ◦ ◦
◦ ◦ ◦ ◦ ◦

As a second piece of mathematics, we can talk about counting measures, as follows:

345
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Definition 15.2. Given a finite quantum space Z, we construct the functional

tr : C(Z)→ B(l2(Z))→ C
obtained by applying the regular representation, and the normalized matrix trace, and we
call it integration with respect to the normalized counting measure on Z.

To be more precise, consider the algebra B = C(Z), which is by definition finite
dimensional. We can make act B on itself, by left multiplication:

π : B → L(B) , a→ (b→ ab)

The target of π being a matrix algebra, L(B) ≃ MN(C) with N = dimB, we can
further compose with the normalized matrix trace, and we obtain tr:

tr =
1

N
Tr ◦ π

As basic examples, for both Z = {1, . . . , N} and Z = MN we obtain the usual trace.
In general, with C(Z) =Mn1(C)⊕ . . .⊕Mnk

(C), the weights of tr are:

ci =
n2
i∑
i n

2
i

Pictorially, this suggests fine-tuning our previous picture of Z, by adding to each point
the unnormalized trace of the corresponding element of B, as follows:

•n1 ◦0 ◦0
◦0 •n1 ◦0 . . . •nk

◦0
◦0 ◦0 •n1 ◦0 •nk

Here we have represented the points on the diagonals with solid circles, since they
are of different nature from the off-diagonal ones, the attached numbers being nonzero.
However, this picture is not complete either, and we can do better, as follows:

Definition 15.3. Given a finite quantum space Z, coming via a formula of type

C(Z) =Mn1(C)⊕ . . .⊕Mnk
(C)

we use the following equivalent conventions for drawing Z:

(1) Triple indices. We represent Z as a set of N = |Z| points, with each point being
decorated with a triple index ija, coming from the standard basis {eaij} ⊂ B.

(2) Double indices. As before, but by ignoring the index a, with the convention that
i, j belong to various indexing sets, one for each of the matrix blocks of B.

(3) Single indices. As before, but with each point being now decorated with a single
index, playing the role of the previous triple indices ija, or double indices ij.

All the above conventions are useful, and in practice, we will be mostly using the
single index convention from (3). As an illustration, consider the space Z = {1, . . . , k}.
According to our single index convention, we can represent this space as a set of k points,
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decorated by some indices, which must be chosen different. But the obvious choice for
these k different indices is 1, . . . , k, and we are led to the following picture:

•1 •2 . . . •k
As another illustration, consider the space Z = Mn. Here the picture is as follows,

using double indices, which can be regarded as well as being single indices:

•11 ◦12 ◦13
◦21 •22 ◦23
◦31 ◦32 •33

As yet another illustration, for the space Z = M3 ⊔M2, which appears by definition
from the algebra B = M3(C) ⊕M2(C), we are in need of triple indices, which can be of
course regarded as single indices, in order to label all the points, and the picture is:

•111 ◦121 ◦131
◦211 •221 ◦231 •112 ◦122
◦311 ◦321 •331 ◦212 •222

Let us study now the quantum group actions G ↷ Z. If we denote by µ, η the
multiplication and unit map of the algebra C(Z), we have the following result:

Proposition 15.4. Consider a linear map Φ : C(Z)→ C(Z)⊗ C(G), written as

Φ(ei) =
∑
j

ej ⊗ uji

with {ei} being a linear space basis of C(Z), chosen orthonormal with respect to tr.

(1) Φ is a linear space coaction ⇐⇒ u is a corepresentation.
(2) Φ is multiplicative ⇐⇒ µ ∈ Hom(u⊗2, u).
(3) Φ is unital ⇐⇒ η ∈ Hom(1, u).
(4) Φ leaves invariant tr ⇐⇒ η ∈ Hom(1, u∗).
(5) If these conditions hold, Φ is involutive ⇐⇒ u is unitary.

Proof. This is similar to the proof for S+
N from chapter 2, as follows:

(1) There are two axioms to be processed here, and we have indeed:

(id⊗∆)Φ = (Φ⊗ id)Φ ⇐⇒ ∆(uji) =
∑
k

ujk ⊗ uki

(id⊗ ε)Φ = id ⇐⇒ ε(uji) = δji

(2) By using Φ(ei) = u(ei ⊗ 1) we have the following identities, which give the result:

Φ(eiek) = u(µ⊗ id)(ei ⊗ ek ⊗ 1)

Φ(ei)Φ(ek) = (µ⊗ id)u⊗2(ei ⊗ ek ⊗ 1)
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(3) From Φ(ei) = u(ei ⊗ 1) we obtain by linearity, as desired:

Φ(1) = u(1⊗ 1)

(4) This follows from the following computation, by applying the involution:

(tr ⊗ id)Φ(ei) = tr(ei)1 ⇐⇒
∑
j

tr(ej)uji = tr(ei)1

⇐⇒
∑
j

u∗ji1j = 1i

⇐⇒ (u∗1)i = 1i

⇐⇒ u∗1 = 1

(5) Assuming that (1-4) are satisfied, and that Φ is involutive, we have:

(u∗u)ik =
∑
l

u∗liulk

=
∑
jl

tr(e∗jel)u
∗
jiulk

= (tr ⊗ id)
∑
jl

e∗jel ⊗ u∗jiulk

= (tr ⊗ id)(Φ(ei)∗Φ(ek))
= (tr ⊗ id)Φ(e∗i ek)
= tr(e∗i ek)1

= δik

Thus u∗u = 1, and since we know from (1) that u is a corepresentation, it follows that u
is unitary. The proof of the converse is standard too, by using a similar computation. □

Following now [2], [89], we have the following result, extending the basic theory of S+
N

from chapter 2 to the present finite quantum space setting:

Theorem 15.5. Given a finite quantum space Z, there is a universal compact quantum
group S+

Z acting on Z, and leaving the counting measure invariant. We have

C(S+
Z ) = C(U+

N )
/〈

µ ∈ Hom(u⊗2, u), η ∈ Fix(u)
〉

where N = |Z|, and where µ, η are the multiplication and unit maps of the algebra C(Z).
For the classical space Z = {1, . . . , N} we have S+

Z = S+
N .

Proof. Here the first two assertions follow from Proposition 15.4, by using the stan-
dard fact that the complex conjugate of a corepresentation is a corepresentation too. As
for the last assertion, regarding S+

N , this follows from the results in chapter 2. □



15A. QUANTUM SYMMETRIES 349

The above result is quite conceptual, and we will see some applications in a moment.
However, for many concrete questions, nothing beats multimatrix bases and indices. So,
following the original paper of Wang [89], let us discuss this. We first have:

Definition 15.6. Given a finite quantum space Z, we let {ei} be the standard basis
of B = C(Z), so that the multiplication, involution and unit of B are given by

eiej = eij , e∗i = eī , 1 =
∑
i=ī

ei

where (i, j) → ij is the standard partially defined multiplication on the indices, with the
convention e∅ = 0, and where i→ ī is the standard involution on the indices.

To be more precise, let {erab} ⊂ B be the multimatrix basis. We set i = (abr), and
with this convention, the multiplication, coming from erabe

p
cd = δrpδbce

r
ad, is given by:

(abr)(cdp) =

{
(adr) if b = c, r = p

∅ otherwise

As for the involution, coming from (erab)
∗ = erba, this is given by:

(a, b, r) = (b, a, r)

Finally, the unit formula comes from the following formula for the unit 1 ∈ B:

1 =
∑
ar

eraa

Regarding now the generalized quantum permutation groups S+
Z , the construction in

Theorem 15.5 reformulates as follows, by using the above formalism:

Proposition 15.7. Given a finite quantum space Z, with basis {ei} ⊂ C(Z) as above,
the algebra C(S+

Z ) is generated by variables uij with the following relations,∑
ij=p

uikujl = up,kl ,
∑
kl=p

uikujl = uij,p

∑
i=ī

uij = δjj̄ ,
∑
j=j̄

uij = δīi

u∗ij = uī j̄

with the fundamental corepresentation being the matrix u = (uij). We call a matrix
u = (uij) satisfying the above relations “generalized magic”.

Proof. We recall from Theorem 15.5 that the algebra C(S+
Z ) appears as follows,

where N = |Z|, and where µ, η are the multiplication and unit maps of C(Z):

C(S+
Z ) = C(U+

N )
/〈

µ ∈ Hom(u⊗2, u), η ∈ Fix(u)
〉
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But the relations µ ∈ Hom(u⊗2, u) and η ∈ Fix(u) produce the 1st and 4th relations
in the statement, then the biunitarity of u gives the 5th relation, and finally the 2nd and
3rd relations follow from the 1st and 4th relations, by using the antipode. □

As an illustration, consider the case Z = {1, . . . , N}. Here the index multiplication is
ii = i and ij = ∅ for i ̸= j, and the involution is ī = i. Thus, our relations are as follows,
corresponding to the standard magic conditions on a matrix u = (uij):

uikuil = δkluik , uikujk = δijuik∑
i

uij = 1 ,
∑
j

uij = 1

u∗ij = uij
As a second illustration now, which is something new, we have:

Theorem 15.8. For the space Z =M2, coming via C(Z) =M2(C), we have

S+
Z = SO3

with the action SO3 ↷M2(C) being the standard one, coming from SU2 → SO3.

Proof. This is something quite tricky, the idea being as follows:

(1) First, we have an action by conjugation SU2 ↷M2(C), and this action produces,
via the canonical quotient map SU2 → SO3, an action as follows:

SO3 ↷M2(C)
(2) Then, it is routine to check, by using computations like those from the proof of

S+
N = SN at N ≤ 3, from chapter 2, that any action G ↷ M2(C) must come from a

classical group. Thus the action SO3 ↷M2(C) is universal, as claimed.

(3) This was for the idea, and we will actually come back to this in a moment, in a
more general setting, and with a new proof, complete this time. □

As a conclusion so far, the quantum symmetry groups S+
Z unify the previous quantum

permutation groups S+
N , which are the most basic easy quantum groups, with the group

SO3. And this is of course very good news, in view our super-easiness purposes, because
we have in this a way a potential method for including SO3 in our easiness theory.

15b. Representation theory

Let us develop now some basic theory for the quantum symmetry groups S+
Z , and their

closed subgroups G ⊂ S+
Z . We have here the following key result, from [2]:

Theorem 15.9. The quantum groups S+
Z have the following properties:

(1) The associated Tannakian categories are TLN , with N = |Z|.
(2) The main character follows the Marchenko-Pastur law π1, when |Z| ≥ 4.
(3) The fusion rules for S+

Z with |Z| ≥ 4 are the same as for SO3.
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Proof. This result is from [2], the idea being as follows:

(1) Let us pick our orthogonal basis {ei} as in Definition 15.6, so that we have, for a
certain involution i→ ī on the index set, the following formula:

e∗i = eī

With this convention, we have the following computation:

Φ(ei) =
∑
j

ej ⊗ uji =⇒ Φ(ei)
∗ =

∑
j

e∗j ⊗ u∗ji

=⇒ Φ(eī) =
∑
j

ej̄ ⊗ u∗ji

=⇒ Φ(ei) =
∑
j

ej ⊗ u∗ī j̄

Thus u∗ji = uī j̄, so u ∼ ū. Now with this result in hand, the proof goes as for the

proof for S+
N , from chapter 2. To be more precise, the result follows from the fact that

the multiplication and unit of any complex algebra, and in particular of the algebra C(Z)
that we are interested in here, can be modelled by the following two diagrams:

m = | ∪ | , u = ∩
Indeed, this is certainly true algebrically, and well-known, with as an illustration here,

the associativity formula m(m⊗ id) = (id⊗m)m being checked as follows:

| ∪ | | |
| ∪ | =

| | | ∪ |
| ∪ |

As in what regards the ∗-structure, things here are fine too, because our choice for
the trace from Definition 15.2 leads to the following formula regarding the adjoints, cor-
responding to mm∗ = N , and so to the basic Temperley-Lieb calculus rule ⃝ = N :

µµ∗ = N · id
We conclude that the Tannakian category associated to S+

Z is, as claimed:

C = < µ, η >

= < m, u >

= < | ∪ |,∩ >
= TLN

(2) The proof here is exactly as for S+
N , by using moments. To be more precise,

according to (1) these moments are the Catalan numbers, which are the moments of π1.

(3) Once again same proof as for S+
N , by using the fact that the moments of χ are the

Catalan numbers, which naturally leads to the Clebsch-Gordan rules. □
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We can merge and reformulate our main results so far in the following way:

Theorem 15.10. The quantun groups S+
Z have the following properties:

(1) For Z = {1, . . . , N} we have S+
Z = S+

N .
(2) For the space Z =MN we have S+

Z = PO+
N = PU+

N .
(3) In particular, for the space Z =M2 we have S+

Z = SO3.
(4) The fusion rules for S+

Z with |Z| ≥ 4 are independent of Z.
(5) Thus, the fusion rules for S+

Z with |Z| ≥ 4 are the same as for SO3.

Proof. This is basically a compact form of what has been said above, with a new
result added, and with some technicalities left aside, the idea being as follows:

(1) This is something that we know from Theorem 15.5.

(2) We recall from chapter 2 that we have PO+
N = PU+

N . Consider the standard vector
space action of the free unitary group U+

N , and its adjoint action:

U+
N ↷ CN , PU+

N ↷MN(C)
By universality of S+

MN
, we must have inclusions as follows:

PO+
N ⊂ PU+

N ⊂ S+
MN

On the other hand, the main character of O+
N with N ≥ 2 being semicircular, the

main character of PO+
N must be Marchenko-Pastur. Thus the inclusion PO+

N ⊂ S+
MN

has
the property that it keeps fixed the law of main character, and by Peter-Weyl theory we
conclude that this inclusion must be an isomorphism, as desired.

(3) This is something that we know from Theorem 15.9, and that can be deduced
as well from (2), by using the formula PO+

2 = SO3, which is something elementary.
Alternatively, this follows without computations from (4) below, because the inclusion of
quantum groups SO3 ⊂ S+

M2
has the property that it preserves the fusion rules.

(4) This is something that we know from Theorem 15.9.

(5) This follows from (3,4), as already pointed out in Theorem 15.9. □

As an application of our extended formalism, the Cayley theorem for the finite quan-
tum groups holds in the S+

Z setting. We have indeed the following result:

Theorem 15.11. Any finite quantum group G has a Cayley embedding, as follows:

G ⊂ S+
G

However, there are finite quantum groups which are not quantum permutation groups.

Proof. There are two statements here, the idea being as follows:

(1) We have an action G ↷ G, which leaves invariant the Haar measure. Now since
the counting measure is left and right invariant, so is the Haar measure. We conclude
that G↷ G leaves invariant the counting measure, and so G ⊂ S+

G , as claimed.
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(2) Regarding the second assertion, this is something non-trivial, the simplest coun-
terexample being a certain quantum group G appearing as a split abelian extension as-
sociated to the factorization S4 = Z4S3, having cardinality |G| = 24. □

Finally, some interesting phenomena appear in the “homogeneous” case, where our
quantum space is of the form Z =MK × {1 . . . , L}. Here we first have:

Proposition 15.12. The classical symmetry group of Z =MK × {1 . . . , L} is

SZ = PUK ≀ SL

with on the right a wreath product, equal by definition to PUL
K ⋊ SL.

Proof. The fact that we have an inclusion PUK ≀SL ⊂ SZ is standard, and this follows
as well by taking the classical version of the inclusion PU+

K ≀∗S
+
L ⊂ S+

Z , established below.
As for the fact that this inclusion PUK ≀ SL ⊂ SZ is an isomorphism, this can be proved
by picking an arbitrary element g ∈ SZ , and decomposing it. □

Quite surprisingly, the quantum analogue of the above result fails:

Theorem 15.13. The quantum symmetry group of Z =MK × {1 . . . , L} satisfies:

PU+
K ≀∗ S

+
L ⊂ S+

Z

However, this inclusion is not an isomorphism at K,L ≥ 2.

Proof. We have several assertions to be proved, the idea being as follows:

(1) The fact that we have PU+
K ≀∗ S

+
L ⊂ S+

Z is well-known and routine, by checking the

fact that the matrix wija,klb = u
(a)
ij,klvab is a generalized magic unitary.

(2) The inclusion PU+
K ≀∗ S

+
L ⊂ S+

Z is not an isomorphism, for instance by using [78],
along with the fact that π1 ⊠ π1 ̸= π1 where π1 is the Marchenko-Pastur law. □

15c. Twisting results

Now going towards S+
4 , let us start with the following definition, from [7]:

Definition 15.14. We let SO′
3 ⊂ O′

3 be the subgroup coming from the relation∑
σ∈S3

u1σ(1)u2σ(2)u3σ(3) = 1

called twisted determinant one condition.

Normally, we should prove here that C(SO′
3) is indeed a Woronowicz algebra. This

is of course possible, by doing some computations, but we will not need to do these
computations, because this follows from the following result, from [7]:
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Theorem 15.15. We have an isomorphism of compact quantum groups

S+
4 = SO′

3

given by the Fourier transform over the Klein group K = Z2 × Z2.

Proof. Consider the following matrix, coming from the action of SO′
3 on C4:

u+ =

(
1 0
0 u

)
We apply to this matrix the Fourier transform over the Klein group K = Z2 × Z2:

v =
1

4


1 1 1 1
1 −1 −1 1
1 −1 1 −1
1 1 −1 −1



1 0 0 0
0 u11 u12 u13
0 u21 u22 u23
0 u31 u32 u33



1 1 1 1
1 −1 −1 1
1 −1 1 −1
1 1 −1 −1


This matrix is then magic, and vice versa, so the Fourier transform over K converts

the relations in Definition 15.14 into the magic relations. But this gives the result. □

There are many more things that can be said here, and we have:

Theorem 15.16. The quantum group S+
4 = SO′

3 has the following properties:

(1) It appears as a cocycle twist of SO3.
(2) Its fusion rules are the same as for SO3.
(3) Its subgroups are basically twists of the subgroups of SO3.

Proof. These are more advanced results, from [7], the idea being as follows:

(1) This follows by suitably reformulating the definition of SO′
3 given above in purely

algebraic terms, using cocycles, and for details here, we refer to [7]. In what concerns us,
we will actually discuss a generalization of this, right next, following [11].

(2) This is something that we know well, via numerous proofs, and we can add to our
trophy list one more proof, coming from (1), via standard cocycle twisting theory.

(3) The idea here is that the subgroups G ⊂ SO3 are subject to an ADE classification
result, and the subgroups of SO′

3 are basically twists of these, G′ ⊂ SO′
3. □

An interesting extension of the S+
4 = SO′

3 result comes by looking at the general case
N = n2, with n ∈ N. We will prove that we have a twisting result, as follows:

PO+
n = (S+

N)
σ

In order to explain this material, from [11], which is quite technical, requiring good
algebraic knowledge, let us begin with some generalities. We first have:
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Proposition 15.17. Given a finite group G, the algebra C(S+

Ĝ
) is isomorphic to the

abstract algebra presented by generators xgh with g, h ∈ G, with the following relations:

x1g = xg1 = δ1g , xs,gh =
∑
t∈G

xst−1,gxth , xgh,s =
∑
t∈G

xgt−1xh,ts

The comultiplication, counit and antipode are given by the formulae

∆(xgh) =
∑
s∈G

xgs ⊗ xsh , ε(xgh) = δgh , S(xgh) = xh−1g−1

on the standard generators xgh.

Proof. This follows indeed from a direct verification, based either on Theorem 15.5,
or on its equivalent formulation from Proposition 15.7. See [11]. □

Let us discuss now the twisted version of the above result. Consider a 2-cocycle on G,
which is by definition a map σ : G×G→ C∗ satisfying:

σgh,sσgh = σg,hsσhs , σg1 = σ1g = 1

Given such a cocycle, we can construct the associated twisted group algebra C(Ĝσ),

as being the vector space C(Ĝ) = C∗(G), with product egeh = σghegh. We have:

Proposition 15.18. The algebra C(S+

Ĝσ
) is isomorphic to the abstract algebra pre-

sented by generators xgh with g, h ∈ G, with the relations x1g = xg1 = δ1g and:

σghxs,gh =
∑
t∈G

σst−1,txst−1,gxth , σ−1
gh xgh,s =

∑
t∈G

σ−1
t−1,tsxgt−1xh,ts

The comultiplication, counit and antipode are given by the formulae

∆(xgh) =
∑
s∈G

xgs ⊗ xsh , ε(xgh) = δgh , S(xgh) = σh−1hσ
−1
g−1gxh−1g−1

on the standard generators xgh.

Proof. Once again, this follows from a direct verification, explained in [11]. □

In what follows, we will prove that the quantum groups S+

Ĝ
and S+

Ĝσ
are related by a

cocycle twisting operation. Let A be a Hopf algebra. We recall that a left 2-cocycle is a
convolution invertible linear map σ : A⊗ A→ C satisfying:

σx1y1σx2y2,z = σy1z1σx,y2z2 , σx1 = σ1x = ε(x)

Note that σ is a left 2-cocycle if and only if σ−1, the convolution inverse of σ, is a
right 2-cocycle, in the sense that we have:

σ−1
x1y1,z

σ−1
x1y2

= σ−1
x,y1z1

σ−1
y2z2

, σ−1
x1 = σ−1

1x = ε(x)
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Given a left 2-cocycle σ on A, one can form the 2-cocycle twist Aσ as follows. As a
coalgebra, Aσ = A, and an element x ∈ A, when considered in Aσ, is denoted [x]. The
product in Aσ is then defined, in Sweedler notation, by:

[x][y] =
∑

σx1y1σ
−1
x3y3

[x2y2]

We can now state and prove a main theorem from [11], as follows:

Theorem 15.19. If G is a finite group and σ is a 2-cocycle on G, the Hopf algebras

C(S+

Ĝ
) , C(S+

Ĝσ
)

are 2-cocycle twists of each other, in the above sense.

Proof. In order to prove this result, we use the following Hopf algebra map:

π : C(S+

Ĝ
)→ C(Ĝ) , xgh → δgheg

Our 2-cocycle σ : G × G → C∗ can be extended by linearity into a linear map as
follows, which is a left and right 2-cocycle in the above sense:

σ : C(Ĝ)⊗ C(Ĝ)→ C
Consider now the following composition:

α = σ(π ⊗ π) : C(S+

Ĝ
)⊗ C(S+

Ĝ
)→ C(Ĝ)⊗ C(Ĝ)→ C

Then α is a left and right 2-cocycle, because it is induced by a cocycle on a group
algebra, and so is its convolution inverse α−1. Thus we can construct the twisted algebra
C(S+

Ĝ
)α

−1
, and inside this algebra we have the following computation:

[xgh][xrs] = α−1(xg, xr)α(xh, xs)[xghxrs] = σ−1
gr σhs[xghxrs]

By using this, we obtain the following formula:∑
t∈G

σst−1,t[xst−1,g][xth] =
∑
t∈G

σst−1,tσ
−1
st−1,tσgh[xst−1,gxth] = σgh[xs,gh]

Similarly, we have the following formula:∑
t∈G

σ−1
t−1,ts[xg,t−1 ][xh,ts] = σ−1

gh [xgh,s]

We deduce from this that there exists a Hopf algebra map, as follows:

Φ : C(S+

Ĝσ
)→ C(S+

Ĝ
)α

−1

, xgh → [xg,h]

This map is clearly surjective, and is injective as well, by a standard fusion semiring
argument, because both Hopf algebras have the same fusion semiring. □

Summarizing, we have proved our main twisting result. Our purpose in what follows
will be that of working out versions and particular cases of it. We first have:
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Proposition 15.20. If G is a finite group and σ is a 2-cocycle on G, then

Φ(xg1h1 . . . xgmhm) = Ω(g1, . . . , gm)
−1Ω(h1, . . . , hm)xg1h1 . . . xgmhm

with the coefficients on the right being given by the formula

Ω(g1, . . . , gm) =
m−1∏
k=1

σg1...gk,gk+1

is a coalgebra isomorphism C(S+

Ĝσ
)→ C(S+

Ĝ
), commuting with the Haar integrals.

Proof. This is indeed just a technical reformulation of Theorem 15.19. □

Let us discuss now some concrete applications of the general results established above.
Consider the group G = Z2

n, let w = e2πi/n, and consider the following cocycle:

σ : G×G→ C∗ , σ(ij)(kl) = wjk

In order to understand what is the formula that we obtain, we must do some compu-
tations. Let Eij with i, j ∈ Zn be the standard basis of Mn(C). We first have:

Proposition 15.21. The linear map given by

ψ(e(i,j)) =
n−1∑
k=0

wkiEk,k+j

defines an isomorphism of algebras ψ : C(Ĝσ) ≃Mn(C).

Proof. Consider indeed the following linear map:

ψ′(Eij) =
1

n

n−1∑
k=0

w−ike(k,j−i)

It is routine to check that both ψ, ψ′ are morphisms of algebras, and that these maps
are inverse to each other. In particular, ψ is an isomorphism of algebras, as stated. □

Next in line, we have the following result:

Proposition 15.22. The algebra map given by

φ(uijukl) =
1

n

n−1∑
a,b=0

wai−bjx(a,k−i),(b,l−j)

defines a Hopf algebra isomorphism φ : C(S+
Mn

) ≃ C(S+

Ĝσ
).

Proof. Consider the universal coactions on the two algebras in the statement:

α :Mn(C) → Mn(C)⊗ C(S+
Mn

)

β : C(Ĝσ) → C(Ĝσ)⊗ C(S+

Ĝσ
)
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In terms of the standard bases, these coactions are given by:

α(Eij) =
∑
kl

Ekl ⊗ ukiulj

β(e(i,j)) =
∑
kl

e(k,l) ⊗ x(k,l),(i,j)

We use now the identification C(Ĝσ) ≃Mn(C) from Proposition 15.21. This identifi-
cation produces a coaction map, as follows:

γ :Mn(C)→Mn(C)⊗ C(S+

Ĝσ
)

Now observe that this map is given by the following formula:

γ(Eij) =
1

n

∑
ab

Eab ⊗
∑
kr

war−ikx(r,b−a),(k,j−i)

By comparing with the formula of α, we obtain the isomorphism in the statement. □

We will need one more result of this type, as follows:

Proposition 15.23. The algebra map given by

ρ(x(a,b),(i,j)) =
1

n2

∑
klrs

wki+lj−ra−sbp(r,s),(k,l)

defines a Hopf algebra isomorphism ρ : C(S+

Ĝ
) ≃ C(S+

G).

Proof. We have a Fourier transform isomorphism, as follows:

C(Ĝ) ≃ C(G)

Thus the algebras in the statement are indeed isomorphic. □

As a conclusion to all this, we have the following result, from [11]:

Theorem 15.24. Let n ≥ 2 and w = e2πi/n. Then

Θ(uijukl) =
1

n

n−1∑
ab=0

w−a(k−i)+b(l−j)pia,jb

defines a coalgebra isomorphism C(PO+
n )→ C(S+

n2) commuting with the Haar integrals.

Proof. We know from Theorem 15.10 that we have identifications as follows, where
the projective version of (A, u) is the pair (PA, v), with PA =< vij > and v = u⊗ ū:

PO+
n = PU+

n = S+
Mn

With this in hand, the result follows from Theorem 15.19 and Proposition 15.21, by
combining them with the various isomorphisms established above. □
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15d. Quantum reflections

Let us start with the following straightforward extension of the usual notion of finite
graph, from [47], obtained by using a finite quantum space as set of vertices:

Definition 15.25. We call “finite quantum graph” a pair of type

X = (Z, d)

with Z being a finite quantum space, and with d ∈MN(C) being a matrix.

This is of course something quite general. In the case Z = {1, . . . , N} for instance,
what we have here is a directed graph, with the edges i→ j colored by complex numbers
dij ∈ C, and with self-edges i→ i allowed too, again colored by numbers dii ∈ C. In the
general case, however, where Z is arbitrary, the need for extra conditions of type d = d∗,
or dii = 0, or d ∈MN(R), or d ∈MN(0, 1) and so on, is not very natural, as we will soon
discover, and it is best to use Definition 15.25 as such, with no restrictions on d.

In general, a quantum graph can be represented as a colored oriented graph on
{1, . . . , N}, where N = |Z|, with the vertices being decorated by single indices i, and
with the colors being complex numbers, namely the entries of d. This is similar to the
formalism from before, but there is a discussion here in what regards the exact choice of
the colors, which are usually irrelevant in connection with our symmetry problematics,
and so can be true colors instead of complex numbers. More on this later.

With the above notion in hand, we have the following definition, also from [47]:

Definition 15.26. The quantum automorphism group of X = (Z, d) is the subgroup

G+(X) ⊂ S+
Z

obtained via the relation du = ud, where u = (uij) is the fundamental corepresentation.

Again, this is something very natural, coming as a continuation of the constructions for
usual graphs. We refer to [47], [78] for more on this notion, and for a number of advanced
computations, in relation with free wreath products. At an elementary level, a first
problem is that of working out the basics of the correspondence X → G+(X). There are
several things to be done here, namely simplices, complementation, color independence,
multi-simplices, and with a few twists, all this basically extends well.

Let us start with the simplices. As we will soon discover, things are quite tricky here,
leading us in particular to the conclusion that the simplex based on an arbitrary finite
quantum space Z is not a usual graph, with d ∈ MN(0, 1) where N = |Z|, but rather a
sort of “signed graph”, with d ∈MN(−1, 0, 1). Let us start our study with:
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Theorem 15.27. Given a finite quantum space Z, we have

G+(Zempty) = G+(Zfull) = S+
Z

where Zempty is the empty graph on the vertex set Z, coming from the matrix d = 0, and
where Zfull is the simplex on the vertex set Z, coming from the matrix

d = NP1 − 1N

where N = |Z|, and where P1 is the orthogonal projection on the unit 1 ∈ C(Z).

Proof. This is something quite tricky, the idea being as follows:

(1) First of all, the formula G+(Zempty) = S+
Z is clear from definitions, because the

commutation of u with the matrix d = 0 is automatic.

(2) Regarding G+(Zfull) = S+
Z , let us first discuss the classical case, Z = {1, . . . , N}.

Here the simplex Zfull is the graph having having edges between any two vertices, whose
adjacency matrix is d = IN − 1N , where IN is the all-1 matrix. The commutation of u
with 1N being automatic, and the commutation with IN being automatic too, u being
bistochastic, we have [u, d] = 0, and so G+(Zfull) = S+

Z in this case, as stated.

(3) In the general case, we know from Theorem 15.5 that we have η ∈ Fix(u), with
η : C → C(Z) being the unit map. Thus we have P1 ∈ End(u), and so the condition
[u, P1] = 0 is automatic. Together with the fact that in the classical case we have IN =
NP1, this suggests to define the adjacency matrix of the simplex as being d = NP1− 1N ,
and with this definition, we have indeed G+(Zfull) = S+

Z , as claimed. □

Let us study now the simplices Zfull found in Theorem 15.27. In the classical case,
Z = {1, . . . , N}, what we have is of course the usual simplex. However, in the general
case things are more mysterious, the first result here being as follows:

Proposition 15.28. The adjacency matrix of the simplex Zfull, given by definition
by d = NP1 − 1N , is a matrix d ∈MN(−1, 0, 1), which can be computed as follows:

(1) In single index notation, dij = δīiδjj̄ − δij.
(2) In double index notation, dab,cd = δabδcd − δacδbd.
(3) In triple index notation, dabp,cdq = δabδcd − δacδbdδpq.

Proof. According to our single index conventions, from Definition 15.3, the adjacency
matrix of the simplex is the one in the statement, namely:

dij = (NP1 − 1N)ij

= 1̄i1j − δij
= δīiδjj̄ − δij

In double index notation now, with i = (ab) and j = (cd), and a, b, c, d being usual
matrix indices, each thought to be attached to the corresponding matrix block of C(Z),
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the formula that we obtain in the second one in the statement, namely:

dab,cd = δab,baδcd,dc − δab,cd
= δabδcd − δacδbd

Finally, in standard triple index notation, i = (abp) and j = (cdq), with a, b, c, d
being now usual numeric matrix indices, ranging in 1, 2, 3, . . . , and with p, q standing for
corresponding blocks of the algebra C(Z), the formula that we obtain is:

dabp,cdq = δabp,bapδcdq,dcq − δabp,cdq
= δabδcd − δacδbdδpq

Thus, we are led to the conclusions in the statement. □

At the level of examples, for Z = {1, . . . , N} the best is to use the above formula (1).
The involution on the index set is ī = i, and we obtain, as we should:

dij = 1− δij
As a more interesting example now, for the quantum space Z = Mn, coming by

definition via the formula C(Z) =Mn(C), the situation is as follows:

Proposition 15.29. The simplex Zfull with Z =Mn is as follows:

(1) The vertices are n2 points in the plane, arranged in square form.
(2) Usual edges, worth 1, are drawn between distinct points on the diagonal.
(3) In addition, each off-diagonal point comes with a self-edge, worth −1.

Proof. Here the most convenient is to use the double index formula from Proposition
15.28 (2), which tells us that d is as follows, with indices a, b, c, d ∈ {1, . . . , n}:

dab,cd = δabδcd − δacδbd
This quantity can be −1, 0, 1, and the study goes as follows:

– Case dab,cd = 1. This can only happen when δabδcd = 1 and δacδbd = 0, corresponding
to a formula of type daa,cc = 0, with a ̸= c, and so to the edges in (2).

– Case dab,cd = −1. This can only happen when δabδcd = 0 and δacδbd = 1, correspond-
ing to a formula of type dab,ab = 0, with a ̸= b, and so to the self-edges in (3). □

The above result is quite interesting, and as an illustration, here is the pictorial rep-
resentation of the simplex Zfull on the vertex set Z = M3, with the convention that the
solid arrows are worth −1, and the dashed arrows are worth 1:

• ◦⟳ ◦⟳

◦⟳ • ◦⟳

◦⟳ ◦⟳ •
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More generally, we can in fact compute Zfull for any finite quantum space Z, with the
result here, which will be our final saying on the subject, being as follows:

Theorem 15.30. Consider a finite quantum space Z, and write it as follows, according
to the decomposition formula C(Z) =Mn1(C)⊕ . . .⊕Mnk

(C) for its function algebra:

Z =Mn1 ⊔ . . . ⊔Mnk

The simplex Zfull is then the classical simplex formed by the points lying on the diagonals
of Mn1 , . . . ,Mnk

, with self-edges added, each worth −1, at the non-diagonal points.

Proof. The study here is quite similar to the one from the proof of Proposition 15.29,
but by using this time the triple index formula from Proposition 15.28 (3), namely:

dabp,cdq = δabδcd − δacδbdδpq
Indeed, this quantity can be −1, 0, 1, and the 1 case appears precisely as follows,

leading to the classical simplex mentioned in the statement:

daap,ccq = 1 , ∀ap ̸= cq

As for the remaining −1 case, this appears precisely as follows, leading this time to
the self-edges worth −1, also mentioned in the statement:

dabp,abp = 1 , ∀a ̸= b

Thus, we are led to the conclusion in the statement. □

As an illustration, here is the simplex on the vertex set Z =M3 ⊔M2, with again the
convention that the solid arrows are worth −1, and the dashed arrows are worth 1:

• ◦⟳ ◦⟳

◦⟳ • ◦⟳ • ◦⟳

◦⟳ ◦⟳ • ◦⟳ •

Long story short, we know what the simplex Zfull is, and we have the formula
G+(Zempty) = G+(Zfull) = S+

Z , exactly as in the Z = {1, . . . , N} case. Now with the
above results in hand, we can talk as well about complementation, as follows:

Theorem 15.31. For any finite quantum graph X we have the formula

G+(X) = G+(Xc)

where X → Xc is the complementation operation, given by dX + dXc = dZfull
.
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Proof. This follows from Theorem 15.27, and more specifically from the following
commutation relation, which is automatic, as explained there:

[u, dZfull
] = 0

Let us mention too that, in what concerns the pictorial representation of Xc, this can
be deduced from what we have Theorem 15.30, in the obvious way. □

With this technology in hand, we can talk about twisted quantum reflections. The
idea here, from [3], will be that the twisted analogues of the quantum reflection groups
Hs+

N ⊂ S+
sN will be the quantum automorphism groups S+

Z→Y of the fibrations of finite
quantum spaces Z → Y , which correspond by definition to the Markov inclusions of finite
dimensional C∗-algebras C(Y ) ⊂ C(Z). In order to discuss this, let us start with:

Definition 15.32. A fibration of finite quantum spaces Z → Y corresponds to an
inclusion of finite dimensional C∗-algebras

C(Y ) ⊂ C(Z)

which is Markov, in the sense that it commutes with the canonical traces.

Here the commutation condition with the canonical traces means that the composition
C(Y ) ⊂ C(Z) → C should equal the canonical trace C(Y ) → C. At the level of the
corresponding quantum spaces, this means that the quotient map Z → Y must commute
with the corresponding counting measures, and this is where our term “fibration” comes
from. In order to talk now about the quantum symmetry groups S+

Z→Y , we will need:

Proposition 15.33. Given a fibration Z → Y , a closed subgroup G ⊂ S+
Z leaves

invariant Y precisely when its magic unitary u = (uij) satisfies the condition

e ∈ End(u)
where e : C(Z)→ C(Z) is the Jones projection, onto the subalgebra C(Y ) ⊂ C(Z).

Proof. This is something that we know well, in the commutative case, where Z is a
usual finite set, and the proof in general is similar. □

We can now talk about twisted quantum reflection groups, as follows:

Theorem 15.34. Any fibration of finite quantum spaces Z → Y has a quantum sym-
metry group, which is the biggest acting on Z by leaving Y invariant:

S+
Z→Y ⊂ S+

Z

At the level of algebras of functions, this quantum group S+
Z→Y is obtained as follows, with

e : C(Z)→ C(Y ) being the Jones projection:

C(S+
Z→Y ) = C(S+

Z )
/〈

e ∈ End(u)
〉

We call these quantum groups S+
Z→Y twisted quantum reflection groups.
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Proof. This follows indeed from Proposition 15.33. □

As a basic example, let us discuss the commutative case. Here we have:

Proposition 15.35. In the commutative case, the fibration Z → Y must be of the
following special form, with N, s being certain integers,

{1, . . . , N} × {1, . . . , s} → {1, . . . , N} , (i, a)→ i

and we obtain the quantum reflection groups studied in chapter 6,

(S+
Z→Y ⊂ S+

Z ) = (Hs+
N ⊂ S+

sN)

via some standard identifications.

Proof. In the commutative case our fibration must be a usual fibration of finite
spaces, {1, . . . ,M} → {1, . . . , N}, commuting with the counting measures. But this
shows that our fibration must be of the following special form, with N, s ∈ N:

{1, . . . , N} × {1, . . . , s} → {1, . . . , N} , (i, a)→ i

Regarding now the quantum symmetry group, we have the following formula for it,
with e : CN ⊗ Cs → CN being the Jones projection for the inclusion CN ⊂ CN ⊗ Cs:

C(S+
Z→Y ) = C(S+

sN)
/〈

e ∈ End(u)
〉

On the other hand, recall that the quantum reflection group Hs+
N ⊂ S+

sN appears via
the condition that the corresponding magic matrix must be sudoku:

u =


a0 a1 . . . as−1

as−1 a0 . . . as−2

...
...

...
a1 a2 . . . a0


But, as explained in [3], this is the same as saying that the quantum group Hs+

N ⊂
S+
sN appears as the symmetry group of the multi-simplex associated to the fibration
{1, . . . , N} × {1, . . . , s} → {1, . . . , N}, so we have an identification as follows:

(S+
Z→Y ⊂ S+

Z ) = (Hs+
N ⊂ S+

sN)

Thus, we are led to the conclusions in the statement. □

Observe that in Proposition 15.35 the fibration Z → Y is “trivial”, in the sense that
it is of the following special form:

Y × T → Y , (i, a)→ i

However, in the general quantum case, there are many interesting fibrations Z → Y
which are not trivial, and in what follows we will not make any assumption on our
fibrations, and use Definition 15.32 and Theorem 15.34 as stated.
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Following [3], we will prove now that the Tannakian category of S+
Z→Y , which is by

definition a generalization of S+
Z , is the Fuss-Catalan category, which is a generalization

of the Temperley-Lieb category, introduced by Bisch and Jones in [32].

In order to do so, let us first reformulate Theorem 15.34 in a more convenient way, in
purely functional analytic terms, and also as a self-contained statement, as follows:

Theorem 15.36. Any Markov inclusion of finite dimensional algebras D ⊂ B has a
quantum symmetry group S+

D⊂B. The corresponding Woronowicz algebra is generated by
the coefficients of a biunitary matrix v = (vij) subject to the conditions

m ∈ Hom(v⊗2, v) , u ∈ Hom(1, v) , e ∈ End(v)
where m : B ⊗ B → B is the multiplication, u : C→ B is the unit and e : B → B is the
projection onto D, with respect to the scalar product < x, y >= tr(xy∗).

Proof. This is a reformulation of Theorem 15.34, with several modifications made.
Indeed, by using the algebras D = C(Y ), B = C(Z) instead of the quantum spaces Y, Z
used there, and also by calling the fundamental corepresentation v = (vij), in order to
avoid confusion with the unit u : C→ B, the formula in Theorem 15.28 reads:

C(S+
D⊂B) = C(S+

B )
/〈

e ∈ End(v)
〉

Also, we know from Theorem 15.5 that we have the following formula, again by using
B instead of Z, and by calling the fundamental corepresentation v = (vij):

C(S+
B ) = C(U+

N )
/〈

m ∈ Hom(v⊗2, v), u ∈ Fix(v)
〉

Thus, we are led to the conclusion in the statement. □

Let us first discuss in detail the Temperley-Lieb algebra, as a continuation of the
material above. In the present context, we have the following definition:

Definition 15.37. The N-algebra TL2 of index δ > 0 is defined as follows:

(1) The space TL2(m,n) consists of linear combinations of noncrossing pairings be-
tween 2m points and 2n points:

TL2(m,n) =

∑ α
· · · · · · ← 2m points
W ← m+ n strings
· · ← 2n points


(2) The operations ◦, ⊗, ∗ are induced by the vertical and horizontal concatenation

and the upside-down turning of diagrams:

A ◦B =

(
B

A

)
, A⊗B = AB , A∗ = ∀

(3) With the rule ⃝ = δ, erasing a circle is the same as multiplying by δ.
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Our first task will be that of finding a suitable presentation for this algebra. Consider
the following two elements u ∈ TL2(0, 1) and m ∈ TL2(2, 1):

u = δ−
1
2 ∩ , m = δ

1
2 | ∪ |

With this convention, we have the following result:

Theorem 15.38. The following relations are a presentation of TL2 by the above
rescaled diagrams u ∈ TL2(0, 1) and m ∈ TL2(2, 1):

(1) mm∗ = δ2.
(2) u∗u = 1.
(3) m(m⊗ 1) = m(1⊗m).
(4) m(1⊗ u) = m(u⊗ 1) = 1.
(5) (m⊗ 1)(1⊗m∗) = (1⊗m)(m∗ ⊗ 1) = m∗m.

Proof. This is something well-known, and elementary, obtained by drawing dia-
grams, and for details here, we refer for instance to [32]. □

In more concrete terms, the above result says that u,m satisfy the above relations,
which is something clear, and that if C is a N-algebra and v ∈ C(0, 1) and n ∈ C(2, 1)
satisfy the same relations then there exists a N-algebra morphism as follows:

TL2 → C , u→ v , m→ n

Now let B be a finite dimensional C∗-algebra, with its canonical trace. We have
a scalar product < x, y >= tr(xy∗) on B, so B is an object in the category of finite
dimensional Hilbert spaces. Consider the unit u and the multiplication m of B:

u ∈ NB(0, 1) , m ∈ NB(2, 1)

The relations in Theorem 15.38 are then satisfied, and one can deduce from this that
in this case, the category of representations of S+

B is the completion of TL2, as we already
know. Getting now to Fuss-Catalan algebras, we have here:

Definition 15.39. A Fuss-Catalan diagram is a planar diagram formed by an upper
row of 4m points, a lower row of 4n points, both colored

◦ • • ◦ ◦ • • . . .

and by 2m + 2n noncrossing strings joining these 4m + 4n points, with the rule that the
points which are joined must have the same color.
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Fix β > 0 and ω > 0. The N-algebra FC is defined as follows. The spaces FC(m,n)
consist of linear combinations of Fuss-Catalan diagrams:

FC(m,n) =


∑

α

◦ • • ◦ ◦ • • ◦ . . . . . . ← 4m colored points
m+ n black strings

W ← and
m+ n white strings

◦ • • ◦ ◦ • • ◦ . . . . . . ← 4n colored points


As before with the Temperley-Lieb algebra, the operations ◦, ⊗, ∗ are induced by

vertical and horizontal concatenation and upside-down turning of diagrams, but this time
with the rule that erasing a black/white circle is the same as multiplying by β/ω:

A ◦B =

(
B

A

)
, A⊗B = AB , A∗ = ∀

black→⃝ = β , white→⃝ = ω

Let δ = βω. We have the following bicolored analogues of the elements u,m:

u = δ−
1
2

⋂
∩ , m = δ

1
2 ||
⋃
∪ ||

Consider also the black and white Jones projections, namely:

e = ω−1 | ∪∩ | , f = β−1 ||| ∪∩ |||

For simplifying writing we identify x and x⊗ 1. We have the following result:

Theorem 15.40. The following relations, with f = β−2(1⊗me)m∗, are a presentation
of FC by m ∈ FC(2, 1), u ∈ FC(0, 1) and e ∈ FC(1):

(1) The relations in Theorem 15.38, with δ = βω.
(2) e = e2 = e∗, f = f ∗ and (1⊗ f)f = f(1⊗ f).
(3) eu = u.
(4) mem∗ = m(1⊗ e)m∗ = β2.
(5) mm(e⊗ e⊗ e) = emm(e⊗ 1⊗ e).

Proof. This is indeed something quite routine. □

Getting back now to the inclusions D ⊂ B, we have the following result:

Theorem 15.41. Given a Markov inclusion D ⊂ B, we have

< m, u, e >= FC

as an equality of N-algebras.
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Proof. It is routine to check that the linear maps m,u, e associated to an inclusion
D ⊂ B as in the statement satisfy the relations (1-5) in Theorem 15.40. Thus, we obtain
a certain N-algebra surjective morphism, as follows:

J : FC →< m, u, e >

But it is routine to prove that this morphism J is faithful on ∆FC, and then by
Frobenius reciprocity faithfulness has to hold on the whole FC. □

Getting back now to quantum groups, we have:

Theorem 15.42. Given a Markov inclusion D ⊂ B, the category of representations
of its quantum symmetry group S+

D⊂B is the completion of FC.

Proof. Since S+
D⊂B comes by definition from the relations corresponding tom,u, e, its

tensor category of corepresentations is the completion of the tensor category < m, u, e >.
Thus Theorem 15.41 applies, and gives an isomorphism < m, u, e >≃ FC. □

In terms of finite quantum spaces and quantum graphs, the conclusion is that the
quantum automorphism groups S+

Z→Y of the Markov fibrations Z → Y , which can be
thought of as being the “twisted versions” of the quantum reflection groups Hs+

N , corre-
spond to the Fuss-Catalan algebras. We refer here to [3] and related papers.

15e. Exercises

Welcome to non-trivial mathematics, as mathematicians are supposed to like, and we
are now in position of formulating a difficult exercise, for you reader, namely:

Exercise 15.43. Come up with a nice and general super-easiness theory, covering
the various quantum groups from the previous 2 chapters, and from the present chapter,
namely: twists, symplectic groups, and general quantum permutations and reflections.

Be said in passing, even if you solve this difficult exercise, things will be not over
yet. Indeed, we can still talk about exceptional Lie groups, or about Drinfeld-Jimbo
deformations, with parameter of your choice, real, or even better, root of unity.

Cat says he most likes the perspective of looking into exceptional Lie groups, and that
there should be some good questions here, in relation with liberation and twisting. So,
unless you solve this specific problem, don’t expect much recognition from the felines.



CHAPTER 16

Easy geometry

16a. Easy geometries

We have kept the best for the end. All the theory developed in this book, be that easy
or super-easy, concerns quantum groups. But this is just the tip of the iceberg, because
these quantum groups belong to noncommutative geometries, that we can study too.

As an example here, ON certainly belongs to the real geometry, that of RN , and UN

certainly belongs to the complex geometry, that of CN , But this suggests that O+
N should

belong to a certain “free real geometry”, that of RN
+ , whatever this beast means, then U+

N

should belong to a certain “free complex geometry”, that of CN
+ , and so on.

In practice now, in order to get started, we must axiomatize the abstract notion of
“noncommutative geometry”. And things are quite tricky here, because there is no hope
of having quantum spaces of type RN

+ or CN
+ , simply because the coordinates on these, in

the C∗-algebra sense, would be unbounded. Thus, we must find something else.

An idea here would be that of restricting the attention to the spheres. That is,
replacing RN ,CN by the corresponding spheres SN−1

R , SN−1
C , then replacing as well RN

+ ,CN
+

by the corresponding spheres SN−1
R,+ , SN−1

C,+ , that we met in chapter 13, given by:

C(SN−1
R,+ ) = C∗

(
x1, . . . , xN

∣∣∣xi = x∗i ,
∑
i

x2i = 1

)

C(SN−1
C,+ ) = C∗

(
x1, . . . , xN

∣∣∣∑
i

xix
∗
i =

∑
i

x∗ixi = 1

)
This idea seems to work fine, but when getting to more complicated spheres S, for

instance those coming from the various intermediate liberations UN ⊂ U ⊂ U+
N , there are

some troubles with the correspondence S ↔ U , and also with the associated torus T ⊂ S,
and reflection group K ⊂ U , with the overall problem being that (S, T, U,K) does not
seem to always satisfy the natural conditions that this quadruplet satisfies, in the usual
cases, namely classical real, classical complex, free real and free complex.

In short, we are stuck, and we must ask the cat. And cat says:

369
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Cat 16.1. Noncommutative geometries are reserved to felines. But you can have a
taste of them by looking at the quadruplets (S, T, U,K) consisting of a quantum sphere,
torus, unitary group and reflection group, with correspondences between them

S //

�� ��

Too

����
U

OO ??

// Koo

__ OO

similar to those from the classical real and classical complex cases. And when the unitary
group U is easy or super-easy, you can call your geometry easy, or super-easy.

Thanks cat, this looks quite clever, indeed. Getting to work now, let us first check that
the classical real and classical complex geometries are indeed noncommutative geometries,
in the human sense suggested by cat, and do as well the verification for the free real and
free complex geometries. Fortunately all this works well, and we have:

Theorem 16.2. We have basic quadruplets (S, T, U,K), as follows:

(1) A classical real and a classical complex quadruplet, as follows:

SN−1
R

//

�� !!

TNoo

��}}
ON

OO ==

// HN
oo

aa OO SN−1
C

//

�� !!

TN
oo

��}}
UN

OO ==

// KN
oo

aa OO

(2) A free real and a free complex quadruplet, as follows:

SN−1
R,+

//

�� !!

T+
N

oo

��}}
O+

N

OO ==

// H+
N

oo

aa OO
SN−1
C,+

//

�� !!

T+
N

oo

��}}
U+
N

OO ==

// K+
N

oo

aa OO

Moreover, for all these quadruplets, the unitary quantum group U is easy.

Proof. Here the various objects appearing in the above diagrams are objects that we
know well, constructed at various places, in this book, and the last assertion, regarding
easiness, is something that we know well too. As for the fact that, in each of the 4 cases
under investigation, we have indeed a full set of 12 correspondences between these objects,
this is something quite routine, and for details here, we refer to [4]. □
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With the advice Cat 16.1 in mind, we can reformulate Theorem 16.2 as follows:

Theorem 16.3. We have 4 basic noncommutative geometries,

RN
+

// CN
+

RN

OO

// CN

OO

called classical real and complex, and free real and complex.

Proof. This is indeed a reformulation of Theorem 16.2, with the convention that a
quadruplet as there corresponds to a noncommutative geometry, that we can denote and
call as we like, and with the best notations and terminology being as above. □

So far so good, nothing spectacular, we just have here confirmation of a fact that we
know well, and this since chapter 2 of the present book, namely that ON , UN have free
analogues O+

N , U
+
N , and so everything classical is supposed to have a free counterpart.

Getting now to more technical aspects, as already mentioned before receiving the
advice Cat 16.1, when trying to construct noncommutative geometries by starting with
more complicated unitary quantum groups U , things can be quite tricky. Clarifying all
this was in fact an open problem, all over the 10s, with several papers written on the
subject. In order to discuss the solution, which came in the late 10s, let us start with
more details regarding our axioms for noncommutative geometries. As explained in [4],
these axioms, formally replacing the vague indications Cat 16.1, are as follows:

Definition 16.4. A quadruplet (S, T, U,K) is said to produce a noncommutative ge-
ometry when one can pass from each object to all the other objects, as follows,

S = S<ON ,T> = SU = S<ON ,K>

S ∩ T+
N = T = U ∩ T+

N = K ∩ T+
N

G+(S) = < ON , T > = U = < ON , K >

K+(S) = K+(T ) = U ∩K+
N = K

with the usual convention that all this is up to the equivalence relation.

There axioms can look a bit complicated, at a first glance, but they are in fact very
simple and natural, inspired from what happens in the classical case, and with a look
at the free case too. To be more precise, what we have above are all sorts of objects
and operations that we know well, along with the operation U → SU , which consists
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in taking the first row space, the operation X → G+(X), which consists in taking the
quantum isometry group, and finally the operation X → K+(X), which consists in taking
the reflection isometry group, K+(X) = G+(X) ∩K+

N . As for the fact that these axioms
are indeed satisfied in the 4 main cases of interest, as claimed in Theorem 16.2, this is
something well-known in the classical case, and is routine to check in the free case.

In the easy case now, in order to reach to concrete results, it is convenient to formulate
an independent definition, using the easy generation operation { , } instead of the usual
generation operation < ,>. This definition, which is more or less a particular case of
Definition 16.4, modulo the usual issues with the differences between { , } and < ,>, that
we have met several times, and are very familiar with, is as follows:

Definition 16.5. A quadruplet (S, T, U,K) is said to produce an easy geometry when
U,K are easy, and one can pass from each object to all the other objects, as follows,

S = S{ON ,K+(T )} = SU = S{ON ,K}

S ∩ T+
N = T = U ∩ T+

N = K ∩ T+
N

G+(S) = {ON , K
+(T )} = U = {ON , K}

K+(S) = K+(T ) = U ∩K+
N = K

with the usual convention that all this is up to the equivalence relation.

Getting now into classification results, the idea is to focus on the quantum group
content of the above definition. Indeed, we know that both the quantum groups U,K are
easy, and that the following easy generation formula must be satisfied:

U = {ON , K}
Combinatorially, this leads to the following statement:

Proposition 16.6. An easy geometry is uniquely determined by a pair (D,E) of
categories of partitions, which must be as follows,

NC2 ⊂ D ⊂ P2 , NCeven ⊂ E ⊂ Peven

and which are subject to the following intersection and generation conditions,

D = E ∩ P2 , E =< D,NCeven >
and to the usual axioms for the associated quadruplet (S, T, U,K), where U,K are respec-
tively the easy quantum groups associated to the categories D,E.

Proof. This comes from the following conditions, with the first one being the one
mentioned above, and with the second one being part of our general axioms:

U = {ON , K} , K = U ∩K+
N
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Indeed, U,K must be easy, coming from certain categories of partitions D,E. It is
clear that D,E must appear as intermediate categories, as in the statement, and the fact
that the intersection and generation conditions must be satisfied follows from:

U = {ON , K} ⇐⇒ D = E ∩ P2

K = U ∩K+
N ⇐⇒ E =< D,NCeven >

Thus, we are led to the conclusion in the statement. □

In order to discuss now classification results, we would need some technical results
regarding the intermediate easy quantum groups as follows:

ON ⊂ U ⊂ U+
N , HN ⊂ K ⊂ K+

N

But we do have such results, as explained in Part II and Part III of the present book,
and by using this, we are led to the following classification result:

Theorem 16.7. Under strong combinatorial axioms, of easiness and uniformity type,
we have only 9 noncommutative geometries, namely:

RN
+

// TRN
+

// CN
+

RN
∗

OO

// TRN
∗

OO

// CN
∗

OO

RN

OO

// TRN

OO

// CN

OO

Moreover, under even stronger combinatorial axioms, including a slicing condition, the 4
basic geometries, those at the corners, are the only ones.

Proof. This is something quite technical, for which we refer to [4], but that we can
basically understand with our quantum group knowledge, the idea being as follows:
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(1) To start with, the geometries in the statement correspond to the main examples
of intermediate quantum groups ON ⊂ U ⊂ U+

N , that we met in Part II, namely:

O+
N

// TO+
N

// U+
N

O∗
N

//

OO

TO∗
N

//

OO

U∗
N

OO

ON
//

OO

TON
//

OO

UN

OO

(2) As for the corresponding reflection groups, these correspond to the main examples
of intermediate quantum groups HN ⊂ U ⊂ K+

N , that we met in Part III, namely:

H+
N

// TH+
N

// K+
N

H∗
N

//

OO

TH∗
N

//

OO

K∗
N

OO

HN
//

OO

THN
//

OO

KN

OO

(3) With these conventions made, telling us who the quantum groups U,K are, in each
of the 9 cases under investigation, we can complete our quadruplets with objects S, T , by
using either of the formulae involving them from Definition 16.5, and the verification of
the axioms from Definition 16.5 is straightforward, in each of these 9 cases.

(4) Finally, the classification assertions are more technical, whose proofs are basically
based on the study of the correspondence U ↔ K coming from Definition 16.5. To be more
precise, we know from Proposition 16.6 that the unitary group U of our easy geometry
must come from a category of pairings D ⊂ P2 satisfying the following condition:

D =< D,NCeven > ∩P2

(5) But this equation can be solved by using the classification results discussed in Part
II and Part III of the present book, and we are led to the conclusions in the statement,
with the uniformity axiom there being something that we know well, from chapter 6, and
with the slicing axiom being something that we are familiar with too, from chapter 7.

(6) So, this was for the idea, and in practice now, all this needs a massive amount of
routine verifications, at each single step, and all this is explained in [4]. □
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16b. Free manifolds

With the above discussion done, we are left with the question of picking up the po-
tentially truly interesting geometries, from the list of 9 geometries from Theorem 16.7,
and then getting to work, and developing these geometries. Leaving aside the classical ge-
ometries, which are not our business, in this book, and leaving aside as well the “hybrid”
geometries, those appearing on the middle vertical, which do not look that interesting,
we are left with 4 geometries, namely the half-classical and free ones, as follows:

RN
+

// CN
+

RN
∗

OO

// CN
∗

OO

These 4 geometries are all interesting, and it is possible to say as few common things
about them, but previous experience from the present book with the corresponding uni-
tary groups U suggests that we should split our study, on one hand discussing the free
geometries, with whatever “free tools” that we can find for studying them, and on the
other hand discussing the half-classical geometries, which are quite close to the classical
geometries, with tools inspired from classical geometry. So, this will be our plan, with
freeness coming first, and leaving the half-classical geometries for later.

Getting started now, with free geometry, we would like to enlarge our collection of
free manifolds, which for the moment consists of the 4 basic objects, S, T, U,K, plus of
course of the various other free quantum groups investigated before in this book, which
obviously belong to free geometry too. In practice, leaving the quantum groups aside,
this leads us into the question of unifying the spheres S with the unitary groups U .

So, this will be our first task, finding a suitable collection of “free homogeneous spaces”,
generalizing at the same time the free spheres S, and the free unitary groups U . This
can be done at several levels of generality, and central here is the construction of the free
spaces of partial isometries, which can be done in fact for any easy quantum group. In
order to explain this, let us start with the classical case. We have here:

Definition 16.8. Associated to any integers L ≤M,N are the spaces

OL
MN =

{
T : E → F isometry

∣∣∣E ⊂ RN , F ⊂ RM , dimRE = L
}

UL
MN =

{
T : E → F isometry

∣∣∣E ⊂ CN , F ⊂ CM , dimCE = L
}

where the notion of isometry is with respect to the usual real/complex scalar products.
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As a first observation, at L =M = N we obtain the groups ON , UN :

ON
NN = ON , UN

NN = UN

Another interesting specialization is L = M = 1. Here the elements of O1
1N are the

isometries T : E → R, with E ⊂ RN one-dimensional. But such an isometry is uniquely
determined by T−1(1) ∈ RN , which must belong to SN−1

R . Thus, we have O1
1N = SN−1

R .
Similarly, in the complex case we have U1

1N = SN−1
C , and so our results here are:

O1
1N = SN−1

R , U1
1N = SN−1

C

Yet another interesting specialization is L = N = 1. Here the elements of O1
1N are the

isometries T : R→ F , with F ⊂ RM one-dimensional. But such an isometry is uniquely
determined by T (1) ∈ RM , which must belong to SM−1

R . Thus, we have O1
M1 = SM−1

R .
Similarly, in the complex case we have U1

M1 = SM−1
C , and so our results here are:

O1
M1 = SM−1

R , U1
M1 = SM−1

C

In general, the most convenient is to view the elements of OL
MN , U

L
MN as rectangular

matrices, and to use matrix calculus for their study. We have indeed:

Proposition 16.9. We have identifications of compact spaces

OL
MN ≃

{
U ∈MM×N(R)

∣∣∣UU t = projection of trace L
}

UL
MN ≃

{
U ∈MM×N(C)

∣∣∣UU∗ = projection of trace L
}

with each partial isometry being identified with the corresponding rectangular matrix.

Proof. We can indeed identify the partial isometries T : E → F with their corre-
sponding extensions U : RN → RM , U : CN → CM , obtained by setting UE⊥ = 0. Then,
we can identify these latter maps U with the corresponding rectangular matrices. □

As an illustration, at L =M = N we recover in this way the usual matrix description
of ON , UN . Also, at L = M = 1 we obtain the usual description of SN−1

R , SN−1
C , as row

spaces over the corresponding groups ON , UN . Finally, at L = N = 1 we obtain the usual
description of SN−1

R , SN−1
C , as column spaces over the corresponding groups ON , UN .

Now back to the general case, observe that the isometries T : E → F , or rather their
extensions U : KN → KM , with K = R,C, obtained by setting UE⊥ = 0, can be composed
with the isometries of KM ,KN , according to the following scheme:

KN B∗
// KN U // KM A // KM

B(E) //

OO

E
T //

OO

F //

OO

A(F )

OO
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With the identifications in Proposition 16.9 made, the precise statement here is:

Proposition 16.10. We have action maps as follows, which are both transitive,

OM ×ON ↷ OL
MN , (A,B)U = AUBt

UM × UN ↷ UL
MN , (A,B)U = AUB∗

whose stabilizers are respectively OL ×OM−L ×ON−L and UL × UM−L × UN−L.

Proof. We have indeed action maps as in the statement, which are transitive. Let
us compute now the stabilizer G of the following point:

U =

(
1 0
0 0

)
Since (A,B) ∈ G satisfy AU = UB, their components must be of the following form:

A =

(
x ∗
0 a

)
, B =

(
x 0
∗ b

)
Now since A,B are unitaries, these matrices follow to be block-diagonal, and so:

G =

{
(A,B)

∣∣∣A =

(
x 0
0 a

)
, B =

(
x 0
0 b

)}
The stabilizer of U is parametrized by triples (x, a, b) belonging to OL×OM−L×ON−L

and UL × UM−L × UN−L, and we are led to the conclusion in the statement. □

Finally, let us work out the quotient space description of OL
MN , U

L
MN . We have here:

Theorem 16.11. We have isomorphisms of homogeneous spaces as follows,

OL
MN = (OM ×ON)/(OL ×OM−L ×ON−L)

UL
MN = (UM × UN)/(UL × UM−L × UN−L)

with the quotient maps being given by (A,B)→ AUB∗, where U = (10
0
0).

Proof. This is just a reformulation of Proposition 16.10, by taking into account the
fact that the fixed point used in the proof there was U = (10

0
0). □

Once again, the basic examples here come from the cases L =M = N and L =M = 1.
At L =M = N the quotient spaces at right are respectively:

ON , UN

At L =M = 1 the quotient spaces at right are respectively:

ON/ON−1 , UN/UN−1

In fact, in the general L =M case we obtain the following spaces:

OM
MN = ON/ON−M , UM

MN = UN/UN−M
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Similarly, the examples coming from the cases L = M = N and L = N = 1 are
particular cases of the general L = N case, where we obtain the following spaces:

ON
MN = ON/OM−N , UN

MN = UN/UM−N

Summarizing, we have here some basic homogeneous spaces, unifying the spheres with
the rotation groups. The point now is that we can liberate these spaces, as follows:

Definition 16.12. Associated to any integers L ≤M,N are the algebras

C(OL+
MN) = C∗

(
(uij)i=1,...,M,j=1,...,N

∣∣∣u = ū, uut = projection of trace L
)

C(UL+
MN) = C∗

(
(uij)i=1,...,M,j=1,...,N

∣∣∣uu∗, ūut = projections of trace L
)

with the trace being by definition the sum of the diagonal entries.

Observe that the above universal algebras are indeed well-defined, as it was previously
the case for the free spheres, and this due to the trace conditions, which read:∑

ij

uiju
∗
ij =

∑
ij

u∗ijuij = L

We have inclusions between the various spaces constructed so far, as follows:

OL+
MN

// UL+
MN

OL
MN

//

OO

UL
MN

OO

At the level of basic examples now, at L = M = 1 and at L = N = 1 we obtain the
following diagrams, showing that our formalism covers indeed the free spheres:

SN−1
R,+

// SN−1
C,+

SN−1
R

//

OO

SN−1
C

OO
SM−1
R,+

// SM−1
C,+

SM−1
R

//

OO

SM−1
C

OO

We have as well the following result, in relation with the free rotation groups:
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Proposition 16.13. At L =M = N we obtain the diagram

O+
N

// U+
N

ON
//

OO

UN

OO

consisting of the groups ON , UN , and their liberations.

Proof. We recall that the various quantum groups in the statement are constructed
as follows, with the symbol × standing once again for “commutative” and “free”:

C(O×
N) = C∗

×

(
(uij)i,j=1,...,N

∣∣∣u = ū, uut = utu = 1
)

C(U×
N ) = C∗

×

(
(uij)i,j=1,...,N

∣∣∣uu∗ = u∗u = 1, ūut = utū = 1
)

On the other hand, according to Proposition 16.9 and to Definition 16.12, we have the
following presentation results:

C(ON×
NN) = C∗

×

(
(uij)i,j=1,...,N

∣∣∣u = ū, uut = projection of trace N
)

C(UN×
NN ) = C∗

×

(
(uij)i,j=1,...,N

∣∣∣uu∗, ūut = projections of trace N
)

We use now the standard fact that if p = aa∗ is a projection then q = a∗a is a
projection too. We use as well the following formulae:

Tr(uu∗) = Tr(utū) , T r(ūut) = Tr(u∗u)

We therefore obtain the following formulae:

C(ON×
NN) = C∗

×

(
(uij)i,j=1,...,N

∣∣∣u = ū, uut, utu = projections of trace N
)

C(UN×
NN ) = C∗

×

(
(uij)i,j=1,...,N

∣∣∣uu∗, u∗u, ūut, utū = projections of trace N
)

Now observe that, in tensor product notation, the conditions at right are all of the
form (tr ⊗ id)p = 1. Thus, p must be follows, for the above conditions:

p = uu∗, u∗u, ūut, utū

We therefore obtain that, for any faithful state φ, we have (tr ⊗ φ)(1 − p) = 0. It
follows from this that the following projections must be all equal to the identity:

p = uu∗, u∗u, ūut, utū

But this leads to the conclusion in the statement. □
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Regarding now the homogeneous space structure of OL×
MN , U

L×
MN , the situation here is

a bit more complicated in the free case than in the classical case, due to a number of
algebraic and analytic issues. We first have the following result:

Proposition 16.14. The spaces UL×
MN have the following properties:

(1) We have an action U×
M × U

×
N ↷ UL×

MN , given by uij →
∑

kl ukl ⊗ aki ⊗ b∗lj.
(2) We have a map U×

M × U
×
N → UL×

MN , given by uij →
∑

r≤L ari ⊗ b∗rj.
Similar results hold for the spaces OL×

MN , with all the ∗ exponents removed.

Proof. In the classical case, consider the following action and quotient maps:

UM × UN ↷ UL
MN , UM × UN → UL

MN

The transposes of these two maps are as follows, where J = (10
0
0):

φ → ((U,A,B)→ φ(AUB∗))

φ → ((A,B)→ φ(AJB∗))

But with φ = uij we obtain precisely the formulae in the statement. The proof in the
orthogonal case is similar. Regarding now the free case, the proof goes as follows:

(1) Assuming uu∗u = u, let us set:

Uij =
∑
kl

ukl ⊗ aki ⊗ b∗lj

We have then the following computation:

(UU∗U)ij =
∑
pq

∑
klmnst

uklu
∗
mnust ⊗ akia∗mqasq ⊗ b∗lpbnpb∗tj

=
∑
klmt

uklu
∗
mlumt ⊗ aki ⊗ b∗tj

=
∑
kt

ukt ⊗ aki ⊗ b∗tj

= Uij

Also, assuming that we have
∑

ij uiju
∗
ij = L, we obtain:∑

ij

UijU
∗
ij =

∑
ij

∑
klst

uklu
∗
st ⊗ akia∗si ⊗ b∗ljbtj

=
∑
kl

uklu
∗
kl ⊗ 1⊗ 1

= L
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(2) Assuming uu∗u = u, let us set:

Vij =
∑
r≤L

ari ⊗ b∗rj

We have then the following computation:

(V V ∗V )ij =
∑
pq

∑
x,y,z≤L

axia
∗
yqazq ⊗ b∗xpbypb∗zj

=
∑
x≤L

axi ⊗ b∗xj

= Vij

Also, assuming that we have
∑

ij uiju
∗
ij = L, we obtain:∑

ij

VijV
∗
ij =

∑
ij

∑
r,s≤L

aria
∗
si ⊗ b∗rjbsj

=
∑
l≤L

1

= L

By removing all the ∗ exponents, we obtain as well the orthogonal results. □

Let us examine now the relation between the above maps. In the classical case, given
a quotient space X = G/H, the associated action and quotient maps are given by:{

a : X ×G→ X : (Hg, h)→ Hgh

p : G→ X : g → Hg

Thus we have a(p(g), h) = p(gh). In our context, a similar result holds:

Theorem 16.15. With G = GM ×GN and X = GL
MN , where GN = O×

N , U
×
N , we have

G×G m //

p×id

��

G

p

��
X ×G a // X

where a, p are the action map and the map constructed in Proposition 16.14.
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Proof. At the level of the associated algebras of functions, we must prove that the
following diagram commutes, where Φ, α are morphisms of algebras induced by a, p:

C(X)
Φ //

α

��

C(X ×G)

α⊗id

��
C(G)

∆ // C(G×G)

When going right, and then down, the composition is as follows:

(α⊗ id)Φ(uij) = (α⊗ id)
∑
kl

ukl ⊗ aki ⊗ b∗lj

=
∑
kl

∑
r≤L

ark ⊗ b∗rl ⊗ aki ⊗ b∗lj

On the other hand, when going down, and then right, the composition is as follows,
where F23 is the flip between the second and the third components:

∆π(uij) = F23(∆⊗∆)
∑
r≤L

ari ⊗ b∗rj

= F23

(∑
r≤L

∑
kl

ark ⊗ aki ⊗ b∗rl ⊗ b∗lj

)
Thus the above diagram commutes indeed, and this gives the result. □

Let us discuss now some discrete extensions of the above constructions. We have:

Definition 16.16. Associated to any partial permutation, σ : I ≃ J with I ⊂
{1, . . . , N} and J ⊂ {1, . . . ,M}, is the real/complex partial isometry

Tσ : span
(
ei

∣∣∣i ∈ I)→ span
(
ej

∣∣∣j ∈ J)
given on the standard basis elements by Tσ(ei) = eσ(i).

Let SL
MN be the set of partial permutations σ : I ≃ J as above, with range I ⊂

{1, . . . , N} and target J ⊂ {1, . . . ,M}, and with L = |I| = |J |. We have:

Proposition 16.17. The space of partial permutations signed by elements of Zs,

HsL
MN =

{
T (ei) = wieσ(i)

∣∣∣σ ∈ SL
MN , wi ∈ Zs

}
is isomorphic to the quotient space

(Hs
M ×Hs

N)/(H
s
L ×Hs

M−L ×Hs
N−L)

via a standard isomorphism.
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Proof. This follows by adapting the computations in the proof of Proposition 16.10
and Theorem 16.11. Indeed, we have an action map as follows, which is transitive:

Hs
M ×Hs

N → HsL
MN , (A,B)U = AUB∗

Consider now the following point:

U =

(
1 0
0 0

)
The stabilizer of this point follows to be the following group:

Hs
L ×Hs

M−L ×Hs
N−L

To be more precise, this group is embedded via:

(x, a, b)→
[(
x 0
0 a

)
,

(
x 0
0 b

)]
But this gives the result. □

In the free case now, the idea is similar, by using inspiration from the construction of
the quantum group Hs+

N = Zs ≀∗ S+
N in [5]. The result here is as follows:

Proposition 16.18. The compact quantum space HsL+
MN associated to the algebra

C(HsL+
MN ) = C(UL+

MN)
/〈

uiju
∗
ij = u∗ijuij = pij = projections, usij = pij

〉
has an action map, and is the target of a quotient map, as in Theorem 16.15.

Proof. We must show that if the variables uij satisfy the relations in the statement,
then these relations are satisfied as well for the following variables:

Uij =
∑
kl

ukl ⊗ aki ⊗ b∗lj , Vij =
∑
r≤L

ari ⊗ b∗rj

We use the fact that the standard coordinates aij, bij on the quantum groups Hs+
M , Hs+

N

satisfy the following relations, for any x ̸= y on the same row or column of a, b:

xy = xy∗ = 0

We obtain, by using these relations, the following formula:

UijU
∗
ij =

∑
klmn

uklu
∗
mn ⊗ akia∗mi ⊗ b∗ljbmj =

∑
kl

uklu
∗
kl ⊗ akia∗ki ⊗ b∗ljblj

On the other hand, we have as well the following formula:

VijV
∗
ij =

∑
r,t≤L

aria
∗
ti ⊗ b∗rjbtj =

∑
r≤L

aria
∗
ri ⊗ b∗rjbrj
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In terms of the projections xij = aija
∗
ij, yij = bijb

∗
ij, pij = uiju

∗
ij, we have:

UijU
∗
ij =

∑
kl

pkl ⊗ xki ⊗ ylj , VijV
∗
ij =

∑
r≤L

xri ⊗ yrj

By repeating the computation, we conclude that these elements are projections. Also,
a similar computation shows that U∗

ijUij, V
∗
ijVij are given by the same formulae. Finally,

once again by using the relations of type xy = xy∗ = 0, we have:

U s
ij =

∑
krlr

uk1l1 . . . uksls ⊗ ak1i . . . aksi ⊗ b∗l1j . . . b
∗
lsj =

∑
kl

uskl ⊗ aski ⊗ (b∗lj)
s

On the other hand, we have as well the following formula:

V s
ij =

∑
rl≤L

ar1i . . . arsi ⊗ b∗r1j . . . b
∗
rsj =

∑
r≤L

asri ⊗ (b∗rj)
s

Thus the conditions of type usij = pij are satisfied as well, and we are done. □

Let us discuss now the general case. We have the following result:

Proposition 16.19. The various spaces GL
MN constructed so far appear by imposing

to the standard coordinates of UL+
MN the relations∑

i1...is

∑
j1...js

δπ(i)δσ(j)u
e1
i1j1

. . . uesisjs = L|π∨σ|

with s = (e1, . . . , es) ranging over all the colored integers, and with π, σ ∈ D(0, s).

Proof. According to the various constructions above, the relations defining the quan-
tum space GL

MN can be written as follows, with σ ranging over a family of generators,
with no upper legs, of the corresponding category of partitions D:∑

j1...js

δσ(j)u
e1
i1j1

. . . uesisjs = δσ(i)

We therefore obtain the relations in the statement, as follows:∑
i1...is

∑
j1...js

δπ(i)δσ(j)u
e1
i1j1

. . . uesisjs =
∑
i1...is

δπ(i)
∑
j1...js

δσ(j)u
e1
i1j1

. . . uesisjs

=
∑
i1...is

δπ(i)δσ(i)

= L|π∨σ|

As for the converse, this follows by using the relations in the statement, by keeping π
fixed, and by making σ vary over all the partitions in the category. □

In the general case now, where G = (GN) is an arbitary uniform easy quantum group,
we can construct spaces GL

MN by using the above relations, and we have:
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Theorem 16.20. The spaces GL
MN ⊂ UL+

MN constructed by imposing the relations∑
i1...is

∑
j1...js

δπ(i)δσ(j)u
e1
i1j1

. . . uesisjs = L|π∨σ|

with π, σ ranging over all the partitions in the associated category, having no upper legs,
are subject to an action map/quotient map diagram, as in Theorem 16.15.

Proof. We proceed as in the proof of Proposition 16.18. We must prove that, if the
variables uij satisfy the relations in the statement, then so do the following variables:

Uij =
∑
kl

ukl ⊗ aki ⊗ b∗lj , Vij =
∑
r≤L

ari ⊗ b∗rj

Regarding the variables Uij, the computation here goes as follows:∑
i1...is

∑
j1...js

δπ(i)δσ(j)U
e1
i1j1

. . . U es
isjs

=
∑
i1...is

∑
j1...js

∑
k1...ks

∑
l1...ls

ue1k1l1 . . . u
es
ksls
⊗ δπ(i)δσ(j)ae1k1i1 . . . a

es
ksis
⊗ (beslsjs . . . b

e1
l1j1

)∗

=
∑
k1...ks

∑
l1...ls

δπ(k)δσ(l)u
e1
k1l1

. . . uesksls

= L|π∨σ|

For the variables Vij the proof is similar, as follows:∑
i1...is

∑
j1...js

δπ(i)δσ(j)V
e1
i1j1

. . . V es
isjs

=
∑
i1...is

∑
j1...js

∑
l1,...,ls≤L

δπ(i)δσ(j)a
e1
l1i1

. . . aeslsis ⊗ (beslsjs . . . b
e1
l1j1

)∗

=
∑

l1,...,ls≤L

δπ(l)δσ(l)

= L|π∨σ|

Thus we have constructed an action map, and a quotient map, as in Proposition 16.18,
and the commutation of the diagram in Theorem 16.15 is then trivial. □

Summarizing, and getting back now to our general free geometry motivations, leav-
ing the free tori T aside, which are quite special, dually being of “classical” nature, we
have enlarged our collection of free manifolds {S, U,K} to something far more general,
consisting of the spaces {GL

MN} constructed above. This is of course just the tip of the
iceberg, and it is possible to say far more things about this, first with a detailed study
of these spaces GL

MN , from an algebraic and analytic viewpoint, based on a Weingarten
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integration formula for them, and then with various generalizations of this formalism, and
some axiomatization work as well. For more on all this, we refer to [4].

16c. Projective geometry

All the above is quite interesting, but even more interesting is what happens in relation
with projective versions. Let us go back to the diagram of 9 main geometries, namely:

RN
+

// TRN
+

// CN
+

RN
∗

OO

// TRN
∗

OO

// CN
∗

OO

RN

OO

// TRN

OO

// CN

OO

These geometries are by definition affine, and our claim is that some drastic simplifi-
cations appear when looking at the corresponding projective geometries:

PN−1
+

// PN−1
+

// PN−1
+

PN−1
C

//

OO

PN−1
C

//

OO

PN−1
C

OO

PN−1
R

//

OO

PN−1
R

//

OO

PN−1
C

OO

Thus, we are led to the conclusion that, under certain combinatorial axioms, there
should be only 3 projective geometries, namely the real, complex and free ones:

PN−1
R ⊂ PN−1

C ⊂ PN−1
+

And isn’t this beautiful, what we have here is some sort of “threefold way”, which
looks very conceptual. In order to discuss this, let us start with:

Proposition 16.21. We have presentation results as follows,

C(PN−1
R ) = C∗

comm

(
(pij)i,j=1,...,N

∣∣∣p = p̄ = pt = p2, T r(p) = 1
)

C(PN−1
C ) = C∗

comm

(
(pij)i,j=1,...,N

∣∣∣p = p∗ = p2, T r(p) = 1
)

for the algebras of continuous functions on the real and complex projective spaces.
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Proof. We use the fact that the projective spaces PN−1
R , PN−1

C can be respectively
identified with the spaces of rank one projections in MN(R),MN(C). With this picture
in mind, it is clear that we have arrows←. In order to construct now arrows→, consider
the universal algebras on the right, AR, AC . These algebras being both commutative, by
the Gelfand theorem we can write, with XR, XC being certain compact spaces:

AR = C(XR) , AC = C(XC)

Now by using the coordinate functions pij, we conclude that XR, XC are certain spaces
of rank one projections in MN(R),MN(C). In other words, we have embeddings:

XR ⊂ PN−1
R , XC ⊂ PN−1

C

By transposing we obtain arrows →, as desired. □

The above result suggests the following definition:

Definition 16.22. Associated to any N ∈ N is the following universal algebra,

C(PN−1
+ ) = C∗

(
(pij)i,j=1,...,N

∣∣∣p = p∗ = p2, T r(p) = 1
)

whose abstract spectrum is called “free projective space”.

Observe that, according to our presentation results for the real and complex projective
spaces PN−1

R and PN−1
C , we have embeddings of compact quantum spaces, as follows:

PN−1
R ⊂ PN−1

C ⊂ PN−1
+

Our first goal will be that of explaining why, in analogy with the uniqueness of the
quantum group PO+

N = PU+
N , the free projective space PN−1

+ is unique, and scalarless.

Let us first discuss the relation with the various noncommutative spheres. Given a
closed subsetX ⊂ SN−1

R,+ , its projective version is by definition the quotient spaceX → PX
determined by the fact that C(PX) ⊂ C(X) is the subalgebra generated by the variables
pij = xixj. With this convention, we have the following result:

Theorem 16.23. The projective versions of the main 9 spheres are

PN−1
+

// PN−1
+

// PN−1
+

PN−1
C

//

OO

PN−1
C

//

OO

PN−1
C

OO

PN−1
R

//

OO

PN−1
R

//

OO

PN−1
C

OO

involving only the 3 projective spaces PN−1
R ⊂ PN−1

C ⊂ PN−1
+ .
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Proof. This is something quite elementary, the idea being that in the free case, the
results follow in analogy with the result PO+

N = PU+
N that we already know, then in

the half-classical case the results follow in analogy with the result PO∗
N = PUN , that we

already know too, and finally in the hybrid cases the results are clear. See [4]. □

Getting purely projective now, we can axiomatize our spaces, as follows:

Definition 16.24. A monomial projective space is a closed subset P ⊂ PN−1
+ obtained

via relations of type

pi1i2 . . . pik−1ik = piσ(1)iσ(2)
. . . piσ(k−1)iσ(k)

, ∀(i1, . . . , ik) ∈ {1, . . . , N}k

with σ ranging over a certain subset of the infinite symmetric group

S∞ =
⋃
k∈2N

Sk

which is stable under the operation σ → |σ|.

Here the stability under the operation σ → |σ| means that if the above relation
associated to σ holds, then the following relation, associated to |σ|, must hold as well:

pi0i1 . . . pikik+1
= pi0iσ(1)

piσ(2)iσ(3)
. . . piσ(k−2)iσ(k−1)

piσ(k)ik+1

As an illustration, the basic projective spaces are all monomial:

Proposition 16.25. The 3 projective spaces are all monomial, with the permutations

◦ ◦

◦ ◦

◦ ◦ ◦ ◦

◦ ◦ ◦ ◦

producing respectively the spaces PN−1
R , PN−1

C , and with no relation needed for PN−1
+ .

Proof. We must divide the algebra C(PN−1
+ ) by the relations associated to the dia-

grams in the statement, as well as those associated to their shifted versions, given by:

◦ ◦ ◦ ◦

◦ ◦ ◦ ◦

◦ ◦ ◦ ◦ ◦ ◦

◦ ◦ ◦ ◦ ◦ ◦
(1) The basic crossing, and its shifted version, produce the following relations:

pab = pba , pabpcd = pacpbd

Now by using these relations several times, we obtain the following formula:

pabpcd = pacpbd = pcapdb = pcdpab
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Thus, the space produced by the basic crossing is classical, P ⊂ PN−1
C . By using one

more time the relations pab = pba we conclude that we have P = PN−1
R , as claimed.

(2) The fattened crossing, and its shifted version, produce the following relations:

pabpcd = pcdpab

pabpcdpef = padpebpcf

The first relations tell us that the projective space must be classical, P ⊂ PN−1
C . Now

observe that with pij = ziz̄j, the second relations read:

zaz̄bzcz̄dzez̄f = zaz̄dzez̄bzcz̄f

Since these relations are automatic, we have P = PN−1
C , and we are done. □

We can now formulate our classification result, as follows:

Theorem 16.26. The basic projective spaces, namely

PN−1
R ⊂ PN−1

C ⊂ PN−1
+

are the only monomial ones.

Proof. We follow the proof from the affine case. Let Rσ be the collection of relations
associated to a permutation σ ∈ Sk with k ∈ 2N, as in Definition 16.24. We fix a monomial
projective space P ⊂ PN−1

+ , and we associate to it subsets Gk ⊂ Sk, as follows:

Gk =

{
{σ ∈ Sk|Rσ hold over P} (k even)

{σ ∈ Sk|R|σ hold over P} (k odd)

As in the affine case, we obtain in this way a filtered group G = (Gk), which is
stable under removing outer strings, and under removing neighboring strings. Thus the
computations from the affine case apply, and show that we have only 3 possible situations,
corresponding to the 3 projective spaces in Proposition 16.25. See [4]. □

Let us discuss now similar results for the projective quantum groups. We have:

Definition 16.27. A projective category of pairings is a collection of subsets

NC2(2k, 2l) ⊂ E(k, l) ⊂ P2(2k, 2l)

stable under the usual categorical operations, and satisfying σ ∈ E =⇒ |σ| ∈ E.

As basic examples for this notion, we have the following projective categories of pair-
ings, where P ∗

2 is the category of matching pairings:

NC2 ⊂ P ∗
2 ⊂ P2

This follows indeed from definitions. Now with the above notion in hand, we can
formulate the following projective analogue of the notion of easiness:
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Definition 16.28. An intermediate compact quantum group PON ⊂ H ⊂ PO+
N is

called projectively easy when its Tannakian category

span(NC2(2k, 2l)) ⊂ Hom(v⊗k, v⊗l) ⊂ span(P2(2k, 2l))

comes via via the following formula, using the standard π → Tπ construction,

Hom(v⊗k, v⊗l) = span(E(k, l))

for a certain projective category of pairings E = (E(k, l)).

Observe that, given an easy quantum group ON ⊂ G ⊂ O+
N , its projective version

PON ⊂ PG ⊂ PO+
N is projectively easy in our sense. In particular the basic projective

quantum groups PON ⊂ PUN ⊂ PO+
N are all projectively easy in our sense, coming from

the categories NC2 ⊂ P ∗
2 ⊂ P2. We have in fact the following general result:

Theorem 16.29. We have a bijective correspondence between the affine and projective
categories of partitions, given by the operation

G→ PG

at the level of the corresponding affine and projective easy quantum groups.

Proof. The construction of correspondence D → E is clear, simply by setting:

E(k, l) = D(2k, 2l)

Indeed, due to the axioms in Definition 16.27, the conditions in Definition 16.28 are
satisfied. Conversely, given E = (E(k, l)) as in Definition 16.28, we can set:

D(k, l) =

{
E(k, l) (k, l even)

{σ : |σ ∈ E(k + 1, l + 1)} (k, l odd)

Our claim is that D = (D(k, l)) is a category of partitions. Indeed:

(1) The composition action is clear. Indeed, when looking at the numbers of legs
involved, in the even case this is clear, and in the odd case, this follows from:

|σ, |σ′ ∈ E =⇒ |στ ∈ E =⇒ σ
τ ∈ D

(2) For the tensor product axiom, we have 4 cases to be investigated, depending on
the parity of the number of legs of σ, τ , as follows:

– The even/even case is clear.

– The odd/even case follows from the following computation:

|σ, τ ∈ E =⇒ |στ ∈ E =⇒ στ ∈ D
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– Regarding now the even/odd case, this can be solved as follows:

σ, |τ ∈ E =⇒ |σ|, |τ ∈ E
=⇒ |σ||τ ∈ E
=⇒ |στ ∈ E
=⇒ στ ∈ D

– As for the remaining odd/odd case, here the computation is as follows:

|σ, |τ ∈ E =⇒ ||σ|, |τ ∈ E
=⇒ ||σ||τ ∈ E
=⇒ στ ∈ E
=⇒ στ ∈ D

(3) Finally, the conjugation axiom is clear from definitions. It is also clear that both
compositions D → E → D and E → D → E are the identities, as claimed. As for the
quantum group assertion, this is clear as well from definitions. □

In order to develop now free projective geometry, a first piece of work is that of
developing a theory of free Grassmannians, free flag manifolds, and free Stiefel manifolds,
based on the affine theory of the spaces of quantum partial isometries, discussed before.
To be more precise, the definition of the free Grassmannians is straightforward, as follows,
and the definition of the free flag manifolds and free Stiefel manifolds is very similar:

C(Gr+LN) = C∗
(
(pij)i,j=1,...,N

∣∣∣p = p∗ = p2, T r(p) = L
)

Most of the arguments from the affine case carry over in the projective setting, and
with solid and useful affine results to rely upon being available from what we said before.
For more on all this, we refer to [18] and related papers, and to the book [4].

16d. Matrix models

As a last topic of discussion, again following [4], [7], [8], we would like to talk about
matrix models for our manifolds. In the quantum group case, we have:

Definition 16.30. A matrix model for a closed subgroup G ⊂ U+
N is a morphism

π : C(G)→MK(C(T ))

where T is a compact space, and K ≥ 1 is an integer.

More generally, we can model in this way the standard coordinates xi ∈ C(X) of the
various algebraic manifolds X ⊂ SN−1

C,+ . It is then elementary to show that, under the
technical assumption Xc ̸= ∅, there exists a universal K×K model for the algebra C(X),
which factorizes as follows, with X(K) ⊂ X being a certain algebraic submanifold:

πK : C(X)→ C(X(K)) ⊂MK(C(TK))
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To be more precise, the universal K ×K model space TK appears by imposing to the
complex K × K matrices the relations defining X, and the algebra C(X(K)) is then by
definition the image of πK . In relation with this, we can set as well:

X(∞) =
⋃
K∈N

X(K)

We are led in this way to a filtration of X, as follows:

Xc = X(1) ⊂ X(2) ⊂ X(3) ⊂ . . . . . . ⊂ X(∞) ⊂ X

It is possible to say a few non-trivial things about these manifolds X(K), by using
algebraic and functional analytic techniques. In the quantum group case, far more things
can be of course said. We refer to [4], [7], [8] for a discussion here.

Generally speaking, the matrix models are an excellent topic of research, making the
link with random matrix theory, and with serious analysis in general. For more on all
this, philosophy and some concrete results as well, we refer to [4], [7], [8].

16e. Exercises

Congratulations for having read this book, and no exercises here, for celebrating this
accumulated knowledge, a basic beer will do. This being said, in case you really solved
all our exercises so far, and are looking for some more, here is one for you:

Exercise 16.31. Further develop free geometry, including the free Laplacian, and free
harmonic functions, and then look into free PDE, and free physics. Is that true physics,
at very small scales, quarks or below, what you get?

In the hope that you will like this exercise, which is something quite subtle. And please
but please, do not take a bureaucratic approach to it, by labelling it “job for physicists”.
There is no such thing as a physicist knowing quantum physics, with Einstein himself being
the best example, and help from anyone, including matematicians like you, is needed.



Bibliography

[1] V.I. Arnold, Mathematical methods of classical mechanics, Springer (1974).
[2] T. Banica, Introduction to quantum groups, Springer (2023).
[3] T. Banica, Quantum permutation groups (2024).
[4] T. Banica, Affine noncommutative geometry (2024).
[5] T. Banica, S.T. Belinschi, M. Capitaine and B. Collins, Free Bessel laws, Canad. J. Math. 63 (2011),

3–37.
[6] T. Banica and J. Bichon, Quantum groups acting on 4 points, J. Reine Angew. Math. 626 (2009),

74–114.
[7] T. Banica and J. Bichon, Matrix models for noncommutative algebraic manifolds, J. Lond. Math.

Soc. 95 (2017), 519–540.
[8] T. Banica and J. Bichon, Complex analogues of the half-classical geometry, Münster J. Math. 10

(2017), 457–483.
[9] T. Banica, J. Bichon and B. Collins, The hyperoctahedral quantum group, J. Ramanujan Math. Soc.

22 (2007), 345–384.
[10] T. Banica, J. Bichon, B. Collins and S. Curran, A maximality result for orthogonal quantum groups,

Comm. Algebra 41 (2013), 656–665.
[11] T. Banica, J. Bichon and S. Curran, Quantum automorphisms of twisted group algebras and free

hypergeometric laws, Proc. Amer. Math. Soc. 139 (2011), 3961–3971.
[12] T. Banica and B. Collins, Integration over compact quantum groups, Publ. Res. Inst. Math. Sci. 43

(2007), 277–302.
[13] T. Banica, B. Collins and P. Zinn-Justin, Spectral analysis of the free orthogonal matrix, Int. Math.

Res. Not. 17 (2009), 3286–3309.
[14] T. Banica and S. Curran, Decomposition results for Gram matrix determinants, J. Math. Phys. 51

(2010), 1–14.
[15] T. Banica, S. Curran and R. Speicher, Classification results for easy quantum groups, Pacific J.

Math. 247 (2010), 1–26.
[16] T. Banica, S. Curran and R. Speicher, Stochastic aspects of easy quantum groups, Probab. Theory

Related Fields 149 (2011), 435–462.
[17] T. Banica, S. Curran and R. Speicher, De Finetti theorems for easy quantum groups, Ann. Probab.

40 (2012), 401–435.
[18] T. Banica and D. Goswami, Quantum isometries and noncommutative spheres, Comm. Math. Phys.

298 (2010), 343–356.
[19] T. Banica and I. Nechita, Flat matrix models for quantum permutation groups, Adv. Appl. Math.

83 (2017), 24–46.
[20] T. Banica and I. Patri, Maximal torus theory for compact quantum groups, Illinois J. Math. 61

(2017), 151–170.
[21] T. Banica and A. Skalski, Two-parameter families of quantum symmetry groups, J. Funct. Anal.

260 (2011), 3252–3282.

393



394 BIBLIOGRAPHY

[22] T. Banica and R. Speicher, Liberation of orthogonal Lie groups, Adv. Math. 222 (2009), 1461–1501.
[23] T. Banica and R. Vergnioux, Fusion rules for quantum reflection groups, J. Noncommut. Geom. 3

(2009), 327–359.
[24] T. Banica and R. Vergnioux, Invariants of the half-liberated orthogonal group, Ann. Inst. Fourier

60 (2010), 2137–2164.
[25] H. Bercovici and V. Pata, Stable laws and domains of attraction in free probability theory, Ann. of

Math. 149 (1999), 1023–1060.
[26] J. Bhowmick, F. D’Andrea and L. Dabrowski, Quantum isometries of the finite noncommutative

geometry of the standard model, Comm. Math. Phys. 307 (2011), 101–131.
[27] J. Bichon, Free wreath product by the quantum permutation group, Alg. Rep. Theory 7 (2004),

343–362.
[28] J. Bichon, Algebraic quantum permutation groups, Asian-Eur. J. Math. 1 (2008), 1–13.
[29] J. Bichon, A. De Rijdt and S. Vaes, Ergodic coactions with large multiplicity and monoidal equiva-

lence of quantum groups, Comm. Math. Phys. 262 (2006), 703–728.
[30] J. Bichon and M. Dubois-Violette, Half-commutative orthogonal Hopf algebras, Pacific J. Math.

263 (2013), 13–28.
[31] P. Biran, M. Entov and L. Polterovich, Calabi quasimorphisms for the symplectic ball, Commun.

Contemp. Math. 6 (2004), 793–802.
[32] D. Bisch and V.F.R. Jones, Algebras associated to intermediate subfactors, Invent. Math. 128 (1997),

89–157.
[33] M. Brannan, A. Chirvasitu and A. Freslon, Topological generation and matrix models for quantum

reflection groups, Adv. Math. 363 (2020), 1–26.
[34] R. Brauer, On algebras which are connected with the semisimple continuous groups, Ann. of Math.

38 (1937), 857–872.
[35] A.H. Chamseddine and A. Connes, The spectral action principle, Comm. Math. Phys. 186 (1997),

731–750.
[36] A. Chirvasitu, Residually finite quantum group algebras, J. Funct. Anal. 268 (2015), 3508–3533.
[37] C.H. Cho, Holomorphic discs, spin structures, and Floer cohomology of the Clifford torus, Int. Math.

Res. Not. 35 (2004), 1803–1843.
[38] L.S. Cirio, A. D’Andrea, C. Pinzari and S. Rossi, Connected components of compact matrix quantum

groups and finiteness conditions, J. Funct. Anal. 267 (2014), 3154–3204.
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Möbius function, 70
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normal law, 88
normal operator, 37
normed algebra, 38
number of crossings, 308

operator, 35
operator algebra, 33, 35, 36, 38, 40
operator norm, 35
opposite algebra, 41

order on partitions, 69
orientability, 293
orthogonal group, 28
orthogonal quantum group, 144
orthonormal basis, 34

pairings, 28
partition, 47
partitions, 20
Peter-Weyl theory, 17, 44
planar algebra, 17, 368
PLT, 89
Poisson law, 82, 83, 89
Poisson limit, 89
Pontrjagin duality, 42
projective unitary group, 172
projective version, 184, 352
pure Kronecker function, 331

q-easy quantum group, 311
quantum automorphism group, 348, 350
quantum graph, 359
quantum permutation group, 49, 52
quantum reflection, 54
quantum reflection group, 53
quantum rotation, 54
quantum space, 33, 37, 40, 345
quantum space fibration, 363
quantum sphere, 301
quantum subgroup, 58
quantum symmetry group, 350
quantum symplectic group, 325
quizzy quantum group, 311
quotient algebra, 58
quotient quantum group, 58

R-transform, 87, 96
random matrix, 160
random permutation, 82, 83
random variable, 85
real version, 139, 292
reduced algebra, 45
removing blocks, 129, 130
representation theorem, 40
reverse De Finetti, 101
right projective version, 185
rotation group, 75, 78
row-stochastic, 108
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s-balanced partitions, 207
s-mixing relation, 205
scalar product, 33
Schur-Weyl twist, 311
self-adjoint operator, 37
semicircle capping, 233
semicircle law, 88
semicircle partition, 29, 47
Shephard-Todd, 250
shrinking of partitions, 72
signature map, 308
signature of partitions, 308
simplex, 359
singleton capping, 233
singletons and pairings, 116
Sinkhorn normal form, 113
slicing the cube, 143
smooth version, 139, 292
soft liberation, 275, 282
special unitary group, 321
spectral measure, 86
spectral radius, 38
spectral theorem, 37, 86
spectrum, 38
spectrum of algebra, 39
spinned diagonal torus, 67
square of antipode, 42
standard cube, 54, 61, 90
stationary model, 160
stationary on its image, 163
super-identity, 321, 325
super-orthogonal group, 325
super-orthogonal quantum group, 325
super-space, 325
supremum of partitions, 69
symmetric group, 20
symplectic group, 325

Tannakian category, 11, 19, 25, 46
Tannakian duality, 17, 19, 27, 30, 46, 161
Temperley-Lieb algebra, 350, 365
tensor category, 11, 19, 25, 46
tensor product, 41, 57
torus, 66
truncated character, 83, 85, 90, 96, 99, 151
truncated integrals, 162
twistable quantum group, 136

twisted commutation, 302
twisted determinant, 353
twisted half-classical group, 305
twisted half-commutation, 302
twisted integration, 318
twisted isometry groups, 319
twisted Kronecker symbol, 309
twisted linear map, 309
twisted orthogonal group, 304
twisted quantum group, 311
twisted quantum permutation, 348
twisted quantum reflection group, 363
twisted reflection group, 363, 368
twisted rotation group, 304
twisted sphere, 302
twisted unitary group, 304
twisted Weingarten formula, 318
twisting, 302, 353, 355
type I algebra, 160

ultracubic relations, 208
uniform quantum group, 129, 130, 151
unitary group, 28
unitary quantum group, 195–197
unitary version, 139, 292
upside-down turning, 29, 47

variety of groups, 221
vertical concatenation, 29, 47
Voiculescu law, 88
von Neumann, 13, 33

Weingarten formula, 84
Weingarten function, 148
Weingarten matrix, 84, 149
Wigner law, 88
Woronowicz algebra, 41
Woronowicz subalgebra, 58
wreath product, 23, 353

Young tableaux, 72
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