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Beyond sense-specific processing:
decoding texture in the brain
from touch and sonified movement

C. Landelle,1,2 J. Caron-Guyon,2,3 B. Nazarian,4 J.L. Anton,4 J. Sein,4 L. Pruvost,5 M. Amberg,6 F. Giraud,6

O. Félician,7 J. Danna,2,8 and A. Kavounoudias2,9,*
SUMMARY

Texture, a fundamental object attribute, is perceived throughmultisensory information including touch and
auditory cues. Coherent perceptions may rely on shared texture representations across different senses in
the brain. To test this hypothesis, we delivered haptic textures coupled with a sound synthesizer to
generate real-time textural sounds. Participants completed roughness estimation tasks with haptic, audi-
tory, or bimodal cues in anMRI scanner. Somatosensory, auditory, and visual corticeswere all activated dur-
ing haptic and auditory exploration, challenging the traditional view that primary sensory cortices are
sense-specific. Furthermore, audio-tactile integration was found in secondary somatosensory (S2) and pri-
mary auditory cortices.Multivariate analyses revealed shared spatial activity patterns in primarymotor and
somatosensory cortices, for discriminating texture across bothmodalities. This study indicates that primary
areas and S2 have a versatile representation of multisensory textures, which has significant implications for
how the brain processes multisensory cues to interact more efficiently with our environment.

INTRODUCTION

The perception of texture is traditionally thought to be mediated by touch and vision. The parietal operculum and the posterior insula have

been identified as key regions in the processing of haptic textures.1–7 However, activation in the occipito–temporal cortex, which overlapswith

areas activated during pure visual textures perception, has also been frequently reported. This has led to multiple, still unresolved, interpre-

tations.1,4–6,8 A common explanation is that these posterior visual activations could be mediated by visual imagery.9 Alternatively, these ac-

tivations could reflect texture-selective regions within the posterior visual areas that are commonly activated by both the tactile and visual

modalities. If this is the case, then one might expect that these amodal regions would generalize their processes across other modalities,

such as audition, allowing for the recognition of objects and their features.

The role of hearing in texture perception and the underlying neural process are not well understood. Man et al.10 usedmultivariate pattern

analysis (MVPA) to reveal that the posterior auditory cortex, the supramarginal gyrus and the secondary somatosensory cortex (S2) contain

object-specific representations from both tactile or auditory cues. Therefore, we can hypothesize that the different properties of an object,

such as its texture, might be encoded in similar areas for different sensory sources. For instance, when we touch a surface and hear the inter-

action of our finger on that object, invariant attributes are inherent to both the tactile and auditory modalities. This audio-tactile interaction in

roughness perception has been particularly investigated using psychophysical approaches (for review see Di Stefano and Spence11). For

example, the friction noise created by exploring a surface has shown to also influence our perception of the surface roughness.12 Interestingly,

texture perception can also be modified from amplified natural sounds or supplementary artificial sounds associated with the movement, a

strategy called ‘movement sonification’.13 Landelle et al.14 applied this method and observed that the perception of texture can be modu-

lated by complex textural sounds, but not with neutral sounds (white noise). Another example is the illusion of the hands feeling softer or

rougher, called the parchment-skin illusion, which can also occur when the two hands are rubbed together with distorted auditory

feedback.15,16
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8Université de Toulouse, CNRS, Laboratoire Cognition, Langues, Langage, Ergonomie, CLLE UMR5263, Toulouse, France
9Lead contact
*Correspondence: anne.kavounoudias@univ-amu.fr
https://doi.org/10.1016/j.isci.2023.107965

iScience 26, 107965, October 20, 2023 ª 2023 The Authors.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1

mailto:anne.kavounoudias@univ-amu.fr
https://doi.org/10.1016/j.isci.2023.107965
http://crossmark.crossref.org/dialog/?doi=10.1016/j.isci.2023.107965&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/


Figure 1. Illustration of the experimental set-up and procedure

(A) Tactile stimulations (Haptic) were delivered by a texture simulator: the StimTac. The participants actively explored the surface of a touchpad delivering a

simulated texture while their finger movement was recorded with an optical sensor. Auditory stimulations (Audio) were sonified movements generated by a

sound synthesizer. Rough or Smooth sounds were produced. Audio-Haptic stimulations (Bimodal) were generated by synchronizing the StimTac and the

sound synthesizer. In these conditions, the velocity of the participant’s finger was sent to the synthesizer to modulate the sounds in real time. A custom

program implemented in the NI LabView environment was used to monitor tactile and auditory stimulations in synchronization with MRI acquisitions.

(B) Experimental procedure. The functional acquisitions consisted of 5 runs each including 4 blocks: Haptic (H), Audio (A), Bimodal (AH) and Rest blocks. The 3

stimulation conditions had two textural levels: Smooth (HSmooth, ASmooth, AHSmooth) or Rough (HRough, ARough, AHRough). Each modality was always presented as a

‘block’ with 6 consecutive stimuli of the same modality (3x2 textures). Four blocks for each modality were presented in a pseudo-random way including also Rest

blocks. In total, a run lasted 8 min.
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Although the brain regions involved in audio-tactile texture discrimination have yet tobe studied, higher-order brain regions have been found

to play a role in integrating information fromdifferentmodalities in variousmultisensory tasks.17,18 In the context of audio-tactile interactions, the

posterior superior temporal sulcus (STS) and the fusiform gyrus have been shown to process multisensory information for object-recognition.19

Therefore, the current study aimed to uncover and compare the neural regions responsible for pure auditory and pure haptic texture

perception, as well as examine the multisensory integration when presented simultaneously. Using MVPA, we also identified regions specif-

ically dedicated to texture coding within each intramodal network. A crossmodal classification approach then allowed us to uncover regions

with shared texture representation across modalities.

To achieve this, we developed an innovativemethod that combined virtual textures in the tactile and auditory domains to elicit different levels

of friction. Twenty participants completed a roughness estimation task while inside a 3T scanner, using a magnetic resonance (MR) compatible

texture simulationdevice (StimTac) todeliver haptic textures anda sound synthesizer togenerate corresponding auditory textures (Figure 1). This

study provided new insights into the neural basis of multisensory texture perception, and how it is modulated by the audio-tactile stimulation.

RESULTS

Roughness perception from audition and touch

During the experiment, participants gave subjective scores of roughness for each of the 2 stimuli tested (Rough, Smooth) in the three con-

ditions (A: Audio, H: Haptic, AH: Audio-Haptic) using a subjective scale ranging from 1 (smoothest texture) to 10 (roughest texture). Seven
2 iScience 26, 107965, October 20, 2023



Figure 2. Behavioral measure of texture exploration

(A) Comparison of the subjective roughness rate and (B) fingermovement velocity between textures andmodalities. Boxplot of the average values (Yellow: Audio,

Blue: Haptic, Green: Bimodal) and symbols represent individual values (Rough (R): circle and Smooth (S): triangle). Each box represents the distribution (i.e., from

the 25th to the 75th percentile) whereas the medians are represented by the horizontal white line inside the box. Vertical extending lines denote the extreme

values within a 1.5 interquartile range. Significant differences were reported, *pcorr <0.0055.
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Wilcoxon-paired t-tests were performed to compare the scores within modalities and textures as well as between the bimodal condition and

each unimodal condition. Thus, the p values were considered significant for p < 0.007 (Bonferroni correction: 0.05/7). Results revealed signif-

icantly higher scores for the Rough compared to Smooth stimuli for all modalities ([Arough vs. Asmooth]: 7.10G 0.80 vs. 3.12G 1.08, v = 91, p =

0.0017; [Hrough vs.Hsmooth]: 5.02G 1.08 vs. 2.65G 1.04, v = 78, p = 0.0025; [AHrough vs.AHsmooth]: 5.92G 0.70 vs. 3.05G 0.73, v = 91, p = 0.0016,

see Figure 2A).

The comparison between the Bimodal and each unimodal condition yielded no significant difference for the Smooth texture [Bimodal vs.

Audio: 3.05G 0.73 vs. 3.12G 1.08, v = 39.5, p = 1; Bimodal vs. Haptic: 3.05G 0.73 vs. 2.65G 1.04, v = 62, p = 0.020]. When considering the

Rough texture, the bimodal condition showed an intermediate perception, being significantly rougher than the Haptic condition [5.92G 0.70

vs. 5.02 G 1.08, v = 87, p = 0.004] and smoother than the Audio condition [5.92 G 0.70 vs. 7.10 G 0.80, v = 81, p = 0.002].

Finger movement velocity

Finger movement recordings during fMRI acquisition confirmed that all the participants correctly performed the required task of moving during

the Haptic and Bimodal conditions and not moving during the Audio and Rest conditions. Whatever the Haptic or Bimodal condition, the

average finger movement velocity of the group was 4.76 G 0.09 cm/s (mean G SD; Hrough: 4.78 G 0.10 cm/s, Hsmooth: 4.73 G 0.07 cm/s,

AHrough: 4.78 G 0.10 cm/s, AHsmooth: 4.75 G 0.08 cm/s, see Figure 2B). The linear mixed model analysis revealed no significant main effect of

roughness (t(4490) = �1.030, p = 0.30) or sensory modality (t(4490) = 0.047, p = 0.96), nor any significant interaction (t(4490) = �0.51, p < 0.61).

Neural correlates of texture perception

Brain activations during haptic, auditory and audio-haptic perception

To identify brain regions that are preferentially recruited duringHaptic, Audio or Audio-Haptic perception, we performed a one-way repeated

measure ANOVA design ([Haptic>Rest], [Audio>Rest] and [Bimodal>Rest]). As expected, during haptic exploration the most robust effect

was observed in the left sensorimotor cortex and the right cerebellum. More precisely, at the cortical level, we found activations within

the left primary sensorimotor cortex (SM1, Brodmann area 3 - BA 3), left premotor cortex (PMc, BA 4), bilateral parietal operculum (OP1,

OP2) corresponding to the secondary somatosensory cortex (S2) and the right inferior parietal sulcus (IPS, hIP1). The frontal lobe showed ac-

tivations bilaterally in the supplementary motor area (SMA, BA6), anterior insula and inferior frontal gyrus (IFG, BA44) as well as in the left dor-

sal PMc (BA6) and right middle frontal gyrus (MFG). The occipital cortex was also found activated within the right fusiform gyrus and primary/

secondary visual cortex (V1) as well as the left primary auditory cortices (A1). At the subcortical level, we found activations in the bilateral cer-

ebellum (V, VI, VII, VIII), the bilateral putamen and thalamus as well as in the left colliculus in the brainstem (Figure 3A; Table S1).

During auditory texture perception, themain activationwas found bilaterally in A1 (Heschl’s gyrus) (Figure 3B; Table S2). Interestingly,most

of other activations were common to those found in the haptic condition, including the right IPS, the left PMc and bilateral SMA, IFG, V1,

anterior insula, left putamen, and right thalamus. Additional regions showed significant activity in the right hemisphere during the auditory

condition and not the haptic condition including rightmotor regions (PMc andM1) as well as the left IPS. Activation of the cerebellumwas less

extended than in the Haptic condition and was mainly found in the left cerebellar lobule VIII and in the lobule VII of the vermis. When par-

ticipants were exposed to an Audio-Haptic stimulation, they recruited extended cortical areas (Figure 3C; Table S3) including the overlapping

regions already evidenced by the two unimodal conditions.

Brain areas involved in audio-haptic multisensory integration

To further investigate the brain regions specifically involved in multisensory integration, we performed a conjunction analysis with logical

AND. This analysis aimed to reveal brain regions significantly more activated in the bimodal compared to both unimodal conditions
iScience 26, 107965, October 20, 2023 3



Figure 3. Neural correlates of unimodal texture perception

(A–C) Group statistical t-maps were obtained by contrasting each condition with the rest period: (A) [Haptic > Rest] in Blue, (B) [Audio > Rest] in yellow, (C)

[Bimodal > Rest] in green. Statistical maps were thresholded at p < 0.001 uncorrected at the voxel-level and corrected for multiple comparisons at cluster

level, FWE: p < 0.05). In the right column, maps in z-plan are overlaid on the average participants’ anatomical image (z coordinates in MNI space). L: left

hemisphere, R: right, A1: primary auditory cortex, Cereb: cerebellum, IFG: inferior frontal gyrus, IPS: intraparietal sulcus, M1: primary motor cortex, MFG:

middle frontal gyrus, SMA: Supplementary motor area, S1: primary somatosensory cortex, S2: secondary somatosensory cortex, SM1: primary sensorimotor

area, PMc: premotor cortex, V1: primary visual cortex.
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[(AH > A) X (AH > H)]. Activations were found significantly higher in the left A1 and S2 during the bimodal condition compared to the two

unimodal conditions (Figure 4; Table S4).
Decoding the texture in the brain

Brain areas decoding texture from auditory and/or haptic modalities

The presence of texture information was evaluated by testing whether the texture classification accuracy was above chance-level (50%) in

the A, H and AH conditions separately. In the Haptic condition, group-level non-parametric testing (FWE cluster-corrected) revealed voxels

with above-chance classification accuracy in multiple cortical areas, including bilateral S1, S2 and A1, left M1 and right insula (Figure 5A;

Table S5) as well as the left PMc and right IPS for a lower statistical threshold (cluster-wise uncorrected p < 0.005). In the Audio condition,

texture decoding above-chance was observed in bilateral S1, S2 and A1 (FWE cluster-corrected) as well as the right PMc, the right puta-

men and the SMA at a lower threshold (cluster-wise uncorrected p < 0.005) (Figure 5A; Table S6). Finally, left S1 and M1 as well as bilateral

S2 and A1 displayed significant above-chance classification for textures presented in the bimodal (AH) condition (Figure 5A; Table S7). The

right PMc and the SMA also showed significant above-chance classification in bimodal condition at a lower statistical threshold (cluster-

wise uncorrected p < 0.005).

Auditory and haptic roughness perception shared neural patterns

We tested whether there was shared texture information across sensory modalities using a crossmodal decoding analysis in which the clas-

sifier was trained in onemodality and tested in the other. We found significant crossmodal decoding in left S1 andM1 (FWE-cluster corrected

p < 0.05). At a lower statistical threshold, a crossmodal decoding was also found in left S2 and A1 (cluster-wise uncorrected p < 0.005) (Fig-

ure 5B; Table S8).
4 iScience 26, 107965, October 20, 2023



Figure 4. Regions involved in Audio-Haptic multisensory integration

(A) Group statistical t-map was obtained by a global null conjunction analysis between [Bimodal-Haptic] and [Bimodal-Audio] contrasts. t-map was corrected for

multiple comparisons (voxel-level uncorrected p < 0.001 and cluster corrected FWE: p < 0.05 FWE).

(B) t-map (in pink) was overlaid on cytoarchitectonic defined maps of the operculum parietale (OP2, in blue) and transverse temporal gyrus of Heschel (TE1.0 in

orange and TE1.2, in yellow) respectively described by Eickhoff et al. (2006) and Morosan et al.20 L: left hemisphere, R: right hemisphere, A1: primary auditory

cortex, S2: secondary somatosensory cortex.
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DISCUSSION

The present study examined the neural underpinnings of texture perception based on haptic and/or audio information. We found that iso-

lated tactile or auditory texture perception elicited responses not only in their corresponding sensory regions but also in other primary sensory

areas. The primary sensory cortices were found to contain signatures of the other non-dominant senses as well as shared representation of

texture information across senses. Furthermore, the combination of auditory and tactile information during texture perception revealed that

the left A1 and S2 hostmultisensory processing.Our findings further indicated thatmotor areas were not only associatedwith the active haptic

exploration of texture, but also involved in the Audio condition, although no movement was being performed.
The primary sensory cortices contain the signature of other senses

The current results showed that haptic and auditory texture perception not only elicited responses to the corresponding primary sensory cor-

tex (S1 or A1, respectively), but also in non-corresponding primary sensory areas (S1 and V1 for the audio condition, A1 and V1 for the haptic

condition). This observation corroborates compelling evidence of multimodal activity in primary sensory cortices, traditionally described as

sense-specific.21,22 Numerous electrophysiological recordings in animals have shown that cortical neurons in a given primary sensory area can

respond to stimuli from differentmodalities, such asmultisensory neurons in the auditory,23–27 somatosensory28,29 and visual30 cortices. Addi-

tionally, there are cortico-cortical and thalamocortical pathways connecting the somatosensory and auditory systems that have been identi-

fied using both invasive tracing methods in animals31–34 and non-invasive structural imaging in humans.35 Direct projections from A1 to V1

have also been observed in ferrets.36 These pathways suggest that primary sensory areas are not only hierarchically modulated by higher de-

scending pathways, but that sensory modalities can also influence each other’s responses at a lower processing level.

The existence of neural substrates that respond not only to modality-specific stimuli but also to inputs from other modalities may provide

an advantage for multisensory processing. For example, activation of these areas in the presence of a single modality could enhance the pro-

cessing of the correspondingmodality presented concomitantly. The present results are in line with this idea, as we found significantly greater

activity in the left A1 in the presence of simultaneous audio-tactile stimuli compared to the two unimodal conditions, but not in S1 or V1.

Although the functional significance of such crossmodal responses in primary sensory cortices remains to be determined, one explanation

could be the relevance of these areas for texture exploration, regardless of the sensorymodality tested. An important common feature during

both haptic (vibration under the finger) and auditory (textural sound) texture perception is the frequency content. Several psychophysical ex-

periments evidenced that frequency attributes of the texture are perceptually integrated across touch and audition15,37–39 suggesting that

haptic and auditory frequency features are processed with similar neural mechanisms. This hypothesis is supported by the multivariate anal-

ysis, which examined whether there was shared texture information across modalities. Using crossmodal decoding, in which a classifier was

trained on data associated with stimulation in one modality and tested in the other modality, we found a significant shared spatial represen-

tation of auditory and tactile texture in left M1 and S1, and possibly the left A1 and S2 using a less stringent statistical threshold. This implies

that texture is represented at least partially independently of its inputmodality in these regions. These findings reveal that auditory and tactile

texture perception elicited similar spatial patterns of activity not only in their corresponding primary sensory cortex but also in non-corre-

sponding primary sensory cortices.

Finally, the recruitment of V1 in all sensory conditions observed with univariate analysis is consistent with previous fMRI studies investi-

gating the neural bases of texture perception from touch and vision.1,4,5,40 However, in the present study, this region was not found to support

multisensory processing (as indicated by the conjunction analysis) or to contain relevant information for texture exploration (as indicated by

the within-modality texture decoding analysis). One possible explanation for the recruitment of V1 herein could be that in daily life, simple

surface features of an object (i.e., shape, size.) can be efficiently processed by visual cue whereas more complex properties such as surface

roughness are better assessed by tactile information, suggesting that both visual and tactile processes are engaged for surface exploration,

but the performance differs across senses (for review see Whitaker et al.41). Alternatively, it has been previously proposed that texture
iScience 26, 107965, October 20, 2023 5



Figure 5. Decoding the texture perception in the brain

(A) Within-modality decoding accuracy: Group statistical t-maps were obtained from non-parametric permutation-based t-test that tested whether the texture

classification accuracy was above chance-level (50%) for haptic (blue), audio (yellow) or bimodal (green) decoding.

(B) Crossmodal decoding accuracy: statistical t-maps were obtained from non-parametric permutation-based t-test that tested whether the texture classification

accuracy was above chance-level (50%) when the decoder was trained in Audio or Haptic condition and tested in Haptic or Audio condition respectively.

(C) Schematic illustration of the different decoding protocols. Statistical maps were voxel-level uncorrected p < 0.001 and corrected for multiple comparisons at

cluster level FWE: p < 0.05 in pink or cluster-wise uncorrected p < 0.005 in purple. A1: primary auditory cortex, IPS: Inferior parietal sulcus, M1: primary motor

cortex, PMc: premotor cortex, S1: primary somatosensory cortex, S2: secondary somatosensory cortex.
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explorationmay also trigger visual imagery as it is common to explore texture with concomitant tactile and visual inputs. However, in contrast

to previous studies on tactile shape exploration,4,9 activation of visual areas did not appear to be specific to the texture since the classifier was

not able to discriminate the rough versus smooth conditions within the visual cortex. This could be due to the nature of the stimuli we used,

which may not have been easily represented visually. Indeed, Vetter et al.42 found that the perception of natural sounds like birds singing or a

talking crowd can be easily decoded in V1. Future studies using haptic and sound textures that aremore visually discriminative should be used

to test whether visual information in V1 can be useful for texture decoding in those cases. Although we cannot completely rule out the pos-

sibility of visual imagery, participants did not report this strategy during the task.
A1 and S2 host multisensory integration for texture discrimination

A distinctive feature of the present experimental protocol was the integration of motion sonification, aimed at facilitating audio-tactile inte-

gration processes. Notably, in the bimodal condition, finger movement sonification generated auditory feedback, creating a compelling

perception that the sounds originated from haptic exploration. To rule out the effect of finger movement in multisensory integration mea-

surement, we conducted a conjunction analysis to identify brain regions with greater activation in the bimodal conditions compared to

the two unimodal conditions. Given that the finger movement was consistent across the bimodal and haptic conditions, the contrast

[(AHRough+ AHSmooth) > (HRough+ HSmooth)] helped to eliminate any confounding effects attributable to finger movement in the analysis of

the multisensory integration. The conjunction analysis revealed that left A1 and S2 were more activated in the bimodal condition compared

to the two unimodal conditions, regardless of the nature of the stimuli (Rough or Smooth). These findings are in line with numerous previous

studies (for review see Scheliga et al.43), that have demonstrated multisensory integration in the auditory cortex for various types of stimuli

such as visuo-tactile,44 audiovisual,45,46 audio-tactile10,23,25 and proprio-tactile47 stimuli. Additionally, functional connectivity studies have

shown that the parietal operculum is a connector hub between auditory, somatosensory andmotor areas.48 Furthermore, the within-modality

MVPA analysis applied on each modality as well as in the bimodal condition, revealed a significant texture decoding in these brain regions.
6 iScience 26, 107965, October 20, 2023
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Notably, significant above-chance classification in left A1 and S2 overlapped between the two unimodal and the bimodal conditions. This

observation corroborates the crossmodal decoding analysis, which showed significant classification in left A1 and S2 when we used a

more permissive statistical threshold (cluster-wise uncorrected p < 0.005). The shared texture representation in left S2 and A1 suggests

that they are multisensory areas that contain shared neural patterns representing texture information. However, it is possible that the low sig-

nificance is due to the fact that in certain parts of these regions, the texture representation in the two sensorymodalitiesmay be processed by

independent or only slightly overlapping neural populations. In addition, while a potential learned association can’t be completely ruled out,

the current audio-haptic presentation is unlikely to foster such learning. Indeed, we verified that there were no significant changes in texture

estimation across the five runs in either condition, which would have been expected if an implicit association process had occurred.49
Auditory-motor networks interaction for texture perception

To optimize the roughness perception, we used active texture exploration in both the Haptic and Audio-Haptic conditions.50,51 Indeed,

texture perception is known to rely on two types of cues: spatial and temporal.52 The latter is determined by the vibratory frequency of

the skin on the surface and is only available when the skin moves across the surface.

A noteworthy finding in the present study was the recruitment of themotor regions in all three experimental conditions (Haptic, Audio and

Bimodal), including theM1, PMc, SMA, the cerebellumand subcortical nuclei.While this observationwas strongly expectedwhenparticipants

moved their fingers (Haptic and Bimodal conditions), it was more surprising when participants were passively listening to textural sounds

although they remained perfectly still (Audio condition). In fact, finger movements during the Audio condition were prevented by training

the participants to hold their finger motionless on the StimTac, in a position at the far-right side of the device where movement of the finger

was physically blocked by an obstacle (Figure S2).

The interaction between the auditory and motor systems has been well-described in the field of music perception and production (for re-

view see Zatorre et al.53) as well as in the rehabilitation of patients with motor disabilities.54,55 Additionally, neuroimaging studies have re-

ported motor regions recruitment (M1, SM1, PMc, cerebellum) during speech perception56 and motion sound detection task.57–59 The acti-

vation of the motor regions during the Audio condition is consistent with behavioral findings from a haptic discrimination task, in which

participants’ motor behavior was modified when their movement was sonified.14 The present observation is likely supported by the fact

that the sound was dynamically modulated by a biological finger movement on the surface (movement sonification). The MVPA analyses

also revealed significant above-chance classification of texture in the left and right M1 in the Haptic and Audio conditions respectively. Taken

together, these findings suggest that the motor network is strongly associated with both auditory and haptic texture perception, particularly

the primary motor cortex, which appears to contain information for texture decoding.
Conclusion

Collectively, the present data support the assumption that primary sensory cortices contain signatures of other senses and host multisensory

integration. Multivariate analyses revealed that S1, S2, A1, and M1 contain information about both auditory and haptic texture information.

Indeed, similar spatial patterns of activity are elicitedwithin these regions to discriminate texture roughness from auditory and haptic sources,

suggesting an efficient interaction between the senses during texture perception. This is further supported by multisensory integration an-

alyses, which showed that S2 and A1 are hubs that may contain multiple sensory representations of texture and host audio-tactile integration.

Overall, these findings have important implications for our understanding of the division of sensory processing between primary cortices,

traditionally considered as sense-specific. Specifically, our results suggest that regions classically considered to be exclusively somatosensory

or auditory may also be sensitive to other senses and even share similar spatial patterns of activity to process texture features.
Limitations of the study

An inherent limitation of our study pertained to the somewhat constrained subjective ratings primarily due to the experiment’s time limita-

tions. Only a 10-point rating scale was provided verbally for each stimulus over a total of 60 stimuli. To enhance our understanding of the

correlation between subjective ratings and neural activations, a systematic rating after each trial could have provided valuable insights.

Furthermore, future investigations could yield more robust neural representations by expanding the range of stimulus categories beyond

the current binary setup. Including an incongruent bimodal condition could also have provided further insights into the neural decoding of the

texture congruency between audio-haptic stimuli.

Finally, adding visual stimuli in the experimental protocol could also help to decipher the potential role of V1 in texture discrimination, in

the presence and absence of visual information. Such an extension of the protocol would enrich our comprehension of multisensory integra-

tion, encompassing a broader spectrum of all three senses.
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REAGENT or RESOURCE SOURCE IDENTIFIER

Deposited data

Raw data https://openneuro.org/datasets/ds004743 N/A

Code for MVPA analyses https://github.com/Centre-IRM-INT/GT-

MVPA-nilearn/tree/main/AudioTact_Project

N/A

Software and algorithms

dcm2niix v1.0.20171215 https://github.com/rordenlab/dcm2niix RRID:SCR_023517

Brain Imaging Data Structure (BIDS) standard http://bids.neuroimaging.io RRID:SCR_016124

FSL http://www.fmrib.ox.ac.uk/fsl/ RRID:SCR_002823

SPM12 https://www.fil.ion.ucl.ac.uk/spm/ RRID:SCR_007037

GLMflex http://mrtools.mgh.harvard.edu/index.php/

GLM_Flex

N/A

Nilearn toolbox https://nilearn.github.io/ RRID:SCR_001362

SnPM13 http://nisox.org/Software/SnPM13/ N/A
RESOURCE AVAILABILITY

Lead contact

Further information and requests should be directed to and will be fulfilled by the lead contact, Anne Kavounoudias (anne.kavounoudias@

univ-amu.fr).

Materials availability

This study did not generate new unique reagents.

Data and code availability

� The raw data are available in public repositories hosted at OpenNeuro: https://openneuro.org/datasets/ds004743.
� The code to conduct theMVPA analysis in this study is available at GitHub: https://github.com/Centre-IRM-INT/GT-MVPA-nilearn/tree/

main/AudioTact_Project.
� Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.

EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

Twenty volunteers aged from 20 to 27 years (8 men; 22.6G 2.2 years) with no history of neurological or sensorimotor diseases participated in

the present study and in a previous related psychophysical study.14 We verified that all participants were right-handed using Edinburg’s

manual laterality questionnaire.60 All participants gave their written consent in accordance with the Helsinki Declaration and the experiment

was approved by the Ethics Committee (comité de protection des personnes CPP Ouest II Angers N� 2018-A02607-48). No data regarding

ancestry, race, or ethnicity was collected for this study.

METHOD DETAILS

Apparatus and stimuli

The experimental device was the same as the one used in Landelle et al. (2021) and allowed us to deliver texture-like tactile and auditory stim-

uli. The two types of stimulation were presented in isolation or in combination. Therefore, the participants were tested under three modality

conditions: ‘Haptic’, ‘Audio’ and ‘Bimodal’. Each modality could be presented according to two types of textures: ‘Rough’ or ‘Smooth’.

During Haptic and Bimodal conditions, the participants were asked to move their right finger back and forth on the tactile device (the

StimTac, see description in the tactile stimuli section) at around 5 cm/s. Their finger displacements were recorded with an MR-compatible

optical sensor at a sampling rate of 200 Hz and filtered with a fourth order low pass Butterworth filter (6 Hz). During the bimodal condition,

the instantaneousmovement velocity (signal derivative) was extracted in real time and sent to the synthesizer (using theOpenSound protocol,

see description in the auditory stimuli section) for modulating the sound accordingly.

For the Audio condition, the participants were instructed not tomove their finger. In a previous session, before the scanning, we pre-regis-

tered 30 auditory stimuli (15 smooth and 15 rough sounds) modulated by the finger movements of one participant during an actual haptic
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exploration of 30 textures simulated by the tactile device (15 smooth and 15 rough textures respectively associated with smooth and rough

sounds). Thus, even if the participants did not move, they could hear sounds previously recorded from the sonification of finger movement

during haptic explorations. Finally, we verified that the frequency spectrums of the two friction sounds were not masked by the acoustic noise

of the EPI sequences used during the functional scanning session (Figure S1).

Tactile stimuli

The ‘StimTac’ device acts as a texture display by simulated virtual textures. It is animated by a controlled vibration with a few micrometers of

amplitude, at an ultrasonic frequency (�42 kHz), which creates an air gap (squeeze film) that spreads between the user’s finger and the whole

device’s surface. We were able to create a grooved sensation under the participant’s finger by alternating two vibration amplitudes of the

StimTac at a frequency of 22 Hz. Two kinds of textures were simulated: one very rough texture, qualified as ‘Rough’ (Alternating amplitudes

between 1500 nm and 100 nm) and another slightly striated texture perceived as a smooth surface, qualified as ‘Smooth’ (Alternating ampli-

tudes between 1500 nm and 1100 nm).

Auditory stimuli

Movement sonification was generated in real time with a synthesizer (Max/MSP, http://cycling74.com). Two synthetized friction sounds were

applied from the action-object paradigm.61,62 This paradigm describes the perceptually relevant audio signal that carries information about

theattributesof theactionand/orobject as they interact.Here, the twosoundswereobtained fromtheevocationof twodifferent actionson the

sameobject (a plastic surface), namely rubbing and squeaking. The differences in the action’s attributes affect the perceived roughness, with a

squeaking sound evoking greater roughness (‘Rough’ sound condition) than a rubbing sound (‘Smooth’ sound condition). Auditory stimuli

were delivered through the Sensimetrics S14MR compatible earphones (https://www.sens.com/products/model-s14/, see Audios S1 and S2).

Synchronizations

The stimulation protocol and finger movement acquisition were implemented using a specific software developed for this study using the NI

LabVIEW environment (Figure 1A). The software was synchronized with the MR acquisition using an NI-PXI 6289 multifunction I/O device. A

digital input line connected to the TTL (Transistor-Transistor Logic) MR pulses defined the hardware clock source of the stimulation program,

whose actions were described in a text file including the commands of both auditory and tactile stimulations.We verified that the StimTac and

the optical sensor did not produce artifacts on images or modify the signal-to-noise ratio and vice versa.
Procedure

Participants were familiarized with the device a few weeks before the fMRI experiment in a psychophysical study14 and with the actual fMRI

protocol 1 h before the fMRI experiment.We adjusted the volumeof the auditory stimuli according to their individual hearing threshold tested

outside the scanner. In addition, we started the MRI acquisitions with an EPI sequence during which each verbal instruction (see description

later) and auditory condition (e.g., Rough and Smooth) was presented to the participant to ensure that, despite the noise of the functionalMR-

sequence, the participants perceived the stimuli and verbal instructions well. None of our participants reported difficulty distinguishing the

presented sounds from theMR-scanner sound. Following this test, we started the anatomical acquisitions during which the participants were

trained again to perform the task for 8 min. This additional training ensured that under the scanner environment, the participants were still

able to perform the task and that the movement of their finger was at a constant speed. Finally, the participants underwent the 5 functional

runs of 8 min each. Familiarization before the MRI and during the anatomical acquisition was designed to prevent finger movement errors

during the fMRI experiment. Additionally, finger movements were recorded during functional acquisition to ensure that no errors were

made by the participants.

Communication between the participant and the experimenter was possible throughout the experiment using MRI compatible micro-

phone (OptoActive) and insert earphones (Sensimetrics).
Experimental MRI protocol

Each run consisted of 4 experimental blocks of conditions (Haptic, Audio, Audio-Haptic, Rest) presented 4 times in a pseudo-random order

(Figure 1B). The Rest block consisted in a 14-s rest period during which participants had to do nothing while keeping their eyes closed. The

other three consisted of blocks of stimulation during which the participants kept their eyes closed and received 6 consecutive stimuli from the

same sensory modality. The Audio (A) blocks consisted of passive listening to a textural sound without moving their finger while during the

Haptic (H) and Bimodal (AH) blocks, the participants had to move their right index on the StimTac. In AH blocks, they were simultaneously

hearing a congruent textural sound enslaved to their own movement. Before each stimulation block, an auditory instruction was given to

the participant. Prior to the H or AH block, the ‘Bouge’ (i.e., ‘Move’) instruction told participants that they should move their finger during

each trial until the ‘Fixe’ (i.e., ‘Immobilize’) instruction, which instead told the participant not to move during the A or Rest blocks. Inside

A, H and AH blocks, each stimulus was preceded by a beep. This beep allowed the participants to know when they should start moving in

H an AH conditions.

The auditory and haptic texture could either be Rough or Smooth (ARough, HRough, ASmooth, HSmooth). In the AH block condition, the textural

sounds and the haptic textures were always congruent (AHRough or AHSmooth). A total of 6 consecutive stimuli of the same modality (3x2
12 iScience 26, 107965, October 20, 2023
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textures) of 2.5 s duration followed by an interval inter-stimuli of 2.4 G 0.9 s were presented to the participants in each block (total duration

about 30s for each block). Over the course of the entire experiment the participants completed 5 runs (about 8 min per run) consisting of 4

blocks per condition x 3 trials x 2 textures and 4 rest periods, for a total of 120 trials permodality. The participants were not informed about the

binarity of the stimuli and the experimenter let them believe that many different stimuli would be delivered as in the psychophysical exper-

iment they underwent previously. After each stimulus (i.e., during the interval inter-stimuli), participants were instructed to silently estimate its

roughness on a subjective scale ranging from 1 to 10, with 1 corresponding to a very smooth texture and 10 to a very rough texture. They were

required to give an oral answer only when the instruction ‘Réponse’ (i.e., ‘Answer’) was auditorily delivered after a trial. A total of 12 responses

per run were given corresponding to two responses per stimuli (i.e., ARough, HRough, AHRough, ASmooth, HSmooth or AHSmooth). Therefore, ten

estimations per stimulation condition were collected over the entire experience.

In total, the experiment was composed of 5 runs (about 8 min each). Each run was composed of 4 blocks of the 3 experimental conditions

lasting 35 s each (including stimuli, interval inter-stimulus and one oral response) and a block of rest period lasting 14 s.

Image acquisition

3-Tesla MRI Scanner (MAGNETOM Prisma, Siemens AG, Erlangen, Germany) with the in-built body-coil for rf excitation and the manufac-

turer’s 64-channel phase-array head coil for reception were used for MRI data acquisition. First, we acquired anatomical images using a

high-resolution T1-weighted anatomical image (MPRAGE sequence: repetition time (TR)/inverse time (TI)/echo time (TE) = 2300/925/

2.98 ms, voxel size = 13 13 1 mm3, slices = 192, fild of view (FOV) = 2563 2563 192 mm3, flip angle = 9�). Blood-oxygen-level-dependent
(BOLD) images were acquired with the multiband sequence (Multi-Band EPI C2P v014) provided by the University of Minnesota.63–65 Whole-

brain Fieldmap images were acquired twice with a spin-echo EPI sequence with opposite phase encode directions along the anterior-pos-

terior axis with the following parameters: TR/TE = 7060/59ms, voxel size = 2.53 2.53 2.5 mm3, slices = 56, FOV (Field of View) = 2103 2103

140mm3, flip angle = 90/180�. BOLD images using a gradient-echo EPI sequence were subsequently acquired with the following parameters:

TR = 945 ms, TE = 30 ms, voxel size = 2.5 3 2.5 3 2.5 mm3, multiband factor = 4, 56 slices, 501 volumes, FOV = 210 3 210 3 140 mm3, flip

angle = 65�. Five runs were acquired using this BOLD protocol.

During the acquisitions head motion was monitored in real-time with FIRMM66 to improve data quality. In case of significant headmotion,

the experimenter informed the participant, and the scan could be repeated.

MR image pre-processing

All acquiredMR images were converted intoNIFTI format using dcm2niix v1.0.20171215 (https://github.com/rordenlab/dcm2niix) and stored

following the Brain Imaging Data Structure (BIDS) standard (http://bids.neuroimaging.io).67 For each participant, FSL (http://fsl.fmrib.ox.ac.

uk/fsl/) was used to generate the fieldmap from the two sets of reversed phase encoding SE-EPI using the tool topup. Then all the functional

and structural images were pre-processed using SPM12 (Welcome, Department of Imaging Neurosciences, London, UK, http://www.fil.ion.

ucl.ac.uk/spm/http://www.fil.ion.ucl.ac.uk/spm/) running on MATLAB 2017 (The Mathworks, Inc., MA, USA).

(1) The functional images were corrected for magnetic field inhomogeneities using fieldmaps (estimated from spin-echo EPI sequence

with opposite phase encode directions using FSL topup)

(2) fMRI data were then realigned and unwarped to the first image of the first run to correct for head movements between scans. Motion

parameters were extracted and visually inspected.

(3) Next, the functional images were coregistered to the T1-weighted (T1w) anatomical image.

(4) T1w structural imagewas segmentedusingCat-12 toolbox intograymatter (GW),whitematter (WM) andcerebrospinal fluid (CSF) tissues.

(5) We applied a Component based noise Correctionmethod (CompCor,68 to eliminate the non-neural aspects of the BOLD signal inside

WMandCSFmasks. This step consisted in extracting themean and the 12 first principal components of the BOLD time courses in each

functional run (coregistered in T1w space and unsmoothed) for both WM and CSF masks. These components will be used as noise

regressors in the first level analysis (see ‘MR image analyses’)

(6) TheMontreal Neurological Institute (MNI) spacewas employed as a common space. A two-step registration procedurewas performed

for each subject: i) the T1w image was registered to the MNI template. ii) This warping field was applied to fMRI images in T1w space.

This procedure is crucial for inter-subject comparison through a spatial normalization of the individual fMRI data on a common stan-

dard space (MNI).
QUANTIFICATION AND STATISTICAL ANALYSIS

Behavioral data analyses

Based on the responses given by participants during the fMRI session we calculated a subjective texture score. Due to technical problems,

responses from 14 participants were available and used for the following analysis. The higher the score, the rougher the texture was perceived

by the participant. Nine paired Wilcoxon t-tests were assessed, three of them to compare the mean scores between textures (Rough versus

Smooth) in each modality (A, H or AH) and six others were used to compare each modality (A versus H, A versus AH and H versus AH) for each

kind of texture (‘Rough’ or ‘Smooth’). All tests were corrected for multiple comparisons using Bonferroni correction, with pcorrected value (pcorr)

considered significant for p < 0.0055 (0.05/9).
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The mean velocity of the back-and-forth displacements of the participants’ finger during the haptic exploration of the Stimtac was

computed for each H and AH trials (120 trials per modality per participants) for 19 of the 20 participants. A linear mixedmodel (LMM) analysis

was used to compare the mean movement velocity between conditions (AH, H) and texture (Rough, Smooth). This model allowed us to ac-

count for the variability of within participant factors (Texture and Modality) and included random intercept for each participant. Main effects

and interactions were considered significant for p < 0.05.

MR image analyses

Univariate analyses

Pre-processed functional images registered in MNI space and smoothed with an isotropic three-dimensional Gaussian kernel of 5 mm were

used for this ananalysis. We defined a design matrix including separate regressors for the 7 conditions of interest (ARough, ASmooth, HRough,

HSmooth, AHRough, AHSmooth and Rest) as well as the experimenter’s verbal instructions and the participants’ answers. The nine regressors

were modeled by convolving boxcars functions representing the onset and offset of the stimulation conditions with the canonical Haemody-

namic Response Function (HRF) and were included into a General Linear Model (GLM,.69 We estimated head motion by measuring the

framewise displacement (FD) which is an indicator that expresses instantaneous head-motion using the three translational and three rota-

tional realignment parameters.70 We tested the effects of Run on head movements (mean FD G sd: Run 1 : 0.13 G 0.032; Run 2 : 0.13 G

0.036; Run 3 : 0.13 G 0.040; Run 4 : 0.13 G 0.037; Run 5 : 0.12 G 0.034). These values show that nearly all of the volumes had minimal

head motion: 12.5% of the volumes having a (in details Run 1 : 12.63%; Run 2 : 11.98%; Run 3 : 12.60%; Run 4 : 13.02%; Run 5 : 12.24%)

and less than 1% of the volumes having an FD > 0.5 mm (in details Run 1 : 0.32%; Run 2 : 0.56%; Run 3 : 0.62%; Run 4 : 0.58%; Run 5 : 0.28%).

To further account for the complex problem of the nuisance of head motion on BOLD signal, head movement’s parameters estimated by

motion realignment procedure were also included into the GLM as nuisance regressors. Specifically, we used 24-parameters autoregressive

model of motion71 including current (i.e., 3 translations and 3 rotations) and past position (6 head motion parameters one time point before)

and the 12 corresponding squared items. Finally, the first 12 principal components and the mean signal of each ‘nuisance’ tissues (CSF and

WM) signals obtained during the physiological noise modeling were added in the GLM as regressors of no interest.68 The time series were

high-pass filtered at 128 s.

To examine brain activations related to eachmodality condition (A, H or AH) for both textures, we created the following first level contrasts

for each participant: [(0.5ARough + 0.5ASmooth) > Rest], [(0.5HRough + 0.5HSmooth) > Rest], [(0.5AHRough+0.5AHSmooth) > Rest].

These first-level contrast maps were entered in second-level analyses for each group. The within-groups comparisons were implemented

in GLM Flex tool (http://mrtools.mgh.harvard.edu/index.php/GLM_Flex) using a one-way repeated measure ANOVA design including ‘Mo-

dality’ (A, H, AH) as within group factor.

We performed a conjunction analysis to identify candidate multisensory regions that respond more to bimodal stimuli than to each un-

imodal condition. To do so, we generated the two following first level contrasts: [(AHRough+ AHSmooth) > (ARough+ASmooth)] and [(AHRough+

AHSmooth) > (HRough+ HSmooth)]. At the group level, the maps obtained from these two contrasts were entered in a conjunction analysis

with logical AND (i.e., the two contrasts should be significant,.72 This analysis explicitly tested which regions are significantly more activated

in the bimodal condition than the two unimodal conditions.

Multivariate analyses

The preprocessed functional images projected into T1w native individual space and unsmoothed were used for this analysis. At the first level,

a GLM analysis was performed and included separate regressors for each trial (12 trials x 2 textures x 5 runs = 120 trials perModality) as well as,

per run, one regressor for the Rest condition, one for the verbal instruction and one for the participant’s answer. As for the univariateGLM, the

24-parameters autoregressive model of headmotion and themean and the 24 first principal components WM and CSF were also included as

regressors. The regressors were modeled by convolving boxcars functions with the canonical HRF and high-pass filtered at 128 s. Beta-maps

were then estimated for each trial of each modality and texture and used for further MVPA analysis.

Multivariate analyses were processed for each modality (unimodal decoding) and across modalities (crossmodal decoding) using the Ni-

learn toolbox, a Python package based on scikit-learn library.73

For unimodal decodingwhole-brain searchlight analyses were performed on single trial beta-maps by centering a spherical neighborhood

with a radius of 6 mm at each voxel of the subject-specific whole-brain mask and employing a linear Support Vector Machine (SVM—radial

basis function kernel with soft margin parameter C = 1). A leave-two runs out cross-validation schemewas implemented, consisting in training

the classifier on three runs and testing it on the other two, resulting in 10 split possibilities. Within-modality decoding were performed to eval-

uate the brain representation of texture for each condition (A, H, AH). In these cases, we trained the classifier to discriminate the texture

(Rough vs. Smooth) on 3 runs and tested it on the 2 remaining runs from the same modality, resulting in 10 cross-validation folds. The

same procedure was used for crossmodal decoding except that the decoding was performed on normalized beta-maps (z-scored across

runs and modalities). This helps to control for differences in response amplitude to different stimuli across sensory modalities and, thus, en-

sures that theMVPA classification is linked to differences in the spatial pattern of the activity and not BOLDamplitude differences.21 The cross-

modal decoding tests whether there is shared texture information across sensory modalities (A and H). More specifically, the classifier is

trained to discriminate texture (Rough vs. Smooth) on 3 runs in one modality (e.g., A) and tested on the 2 remaining runs in the other

modality (e.g., H), and vice versa (i.e., the two directions were investigated). For each participant, each decoding analysis yielded 10 maps

representing the classification accuracy per split. The chance level (50%) was subtracted from these maps, which were then averaged across
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splits (i.e.,., yielding to one accuracy map per decoding analysis per subject). These final accuracy maps were normalized to theMNI template

and smoothed (Gaussian smoothing kernel of 3 mm) before being inserted into a non-parametric permutation-based t-test group analysis

(SnPM13.1.06; http://nisox.org/Software/SnPM13/,.74 Three unimodal (Audio, Haptic and Bimodal) and one crossmodal (two directions) sec-

ond level non-parametric analyses were run in an explicit mask which is the union maps of the two thresholded univariate maps ([Audio-Rest]

W [Haptic-Rest]) to restrict the number of voxels to brain regions activated by at least one modality. In practice, we used 5000 permutations

and a significant threshold corrected for multiple comparison at cluster level (p-FWE<0.05).
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