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We present a theoretical model of matter-wave diffraction through a material nanostructure.
This model is based on the numerical solution of the time-dependent Schrödinger equation, which
goes beyond the standard semi-classical approach. In particular, we consider the dispersion force
interaction between the atoms and the material, which is responsible for high energy variations.
The effect of such forces on the quantum model is investigated, along with a comparison with the
semi-classical model. In particular, for atoms at low velocity and close to the material surface, the
semi-classical approach fails, while the quantum model accurately describes the expected diffraction
pattern. This description is thus relevant for slow and cold atom experiments where increased
precision is required, e.g. for metrological applications.

I. INTRODUCTION

Atomic interferometry using light pulses [1], magnetic
gradients [2], and material gratings [3] is now a mature
field of physics. In particular, advances in the cooling
and control of atoms have turned this field into a ver-
satile tool for precise measurements with applications in
fundamental physics tests [4] or accurate inertial sensing
[5]. In this work, we focus on atomic diffraction patterns
formed by material gratings where dispersion forces such
as Casimir-Polder play an important role.

These forces between the particle and the grating walls
are created by the ground state fluctuations of the elec-
tromagnetic fields, generally resulting in an attractive
potential [6]. They are of far-reaching importance in
chemistry, biology, cosmology, atomic force microscopy
[7] and can be used as a test of quantum electrodynam-
ics. Interest in understanding this interaction also stems
from its application, e.g in the development of atomic
lithography [8]. The role of this interaction is all the
more important since the mechanical gratings used in
atomic interferometry experiments are usually built on
the nanometer scale. Using nano-fabricated transmission
gratings (called nanograting), the influence of this force
has been studied for alkali atoms [9, 10], excited noble
gases [11, 12] or even complex molecules [13]. Further-
more, this approach has recently allowed to distinguish
between the non-retarded and the retarded regime of the
Casimir-Polder interaction in the intermediate range [14].
Such interferometers can also be configured to measure,
for example, atomic polarizability with high sensitivity
[15], dynamic polarizability of large molecules [16] and
inertial signals [17].

These matter-wave experiments require quantitative
simulations to bridge the gap between theory and ex-
periment. The current theoretical framework used so far
to account for the dispersion forces is based on a semi-
classical approach in the eikonal approximation [18] and

beyond [19]. This method remains valid if the action S
over the classical trajectories through the interaction re-
gion is much larger than ℏ, if the de Broglie wavelength
λ of the particle is much shorter than the spatial vari-
ation of the interaction potential V , and if the spatial
variation of the de Broglie wavelength is small. These
approximations fail in close vicinity of the walls, where
the dispersion force is dominant, and for low atom ve-
locities. In both cases, the interaction potential exceeds
the kinetic energy. Triggered by (i) the increased pre-
cision required in metrology, (ii) the need to probe the
dispersion forces close to the surface, and (iii) the exper-
imental progress in cooling and slowing atoms to increase
the interaction time between the atoms and the nanograt-
ing thus enhancing the sensitivity of the measurements
[14], it becomes necessary to advance the theoretical de-
scription of material matter-wave interference beyond the
semi-classical approach.

We present here a matter-wave diffraction model based
on a numerically efficient solution of the time-dependent
Schrödinger equation. Owing to the fast developments
in the field of matter-wave optics in the last decade, nu-
merical simulations involving atom-surface interactions
have been developed in the context of quantum reflec-
tion [20, 21]. Here, by exploring short atom-surface dis-
tances where large energy variations occur, we repro-
duce matter-wave diffraction patterns beyond the semi-
classical approach.

The structure of the paper is as follows: in Section II,
we describe the theoretical approach, introducing the dis-
persion forces used and the approximation adopted in
the immediate vicinity of the surface. Section III is de-
voted to the numerical performance and to the descrip-
tion of the diffraction pattern in the far-field regime. In
Section IV, the numerical results obtained are compared
with the semi-classical approach. Finally, a summary and
conclusion are given in Section V.
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II. THEORETICAL MODEL

A. Representation of the problem

In this section we outline the matter-wave interference
pattern from a N -slits nanograting in the far-field limit
and show that the problem can be reduced to a single-slit
problem. The system studied is illustrated schematically
in Fig. 1. The coordinate system is chosen such that
the grating lies in the (xy) plane and z is the propa-
gation direction. The incoming atoms, of mass m, are
described by an incident plane wave ψinc(z) = exp(ikz)
with k = 2π/λ, where λ is the de Broglie wavelength
of the atoms. This incident plane wave interacts with
a N -slits nanograting of slit size as, wall width bs and
thickness lG (see Fig. 1). We also assume that the slits
are large enough along the z-axis to ignore the diffraction
pattern along this given direction. The grating period-
icity pg = as + bs implies that the total wave function
inside the grating can be expressed as the given quan-
tum superposition

ψ(x, t) =

N−1∑
n=0

ψn(x, t), (1)

where ψn(x, t) represents the wave function of the par-
ticle inside the n-th slit. We also assume that the
slits are independent and identical, allowing us to write
ψn(x, t) = ψ0(x − npg, t). After an interaction time
te = lG/v inside the grating, where v = ℏk/m is the
particle velocity, the Fourier transform of the total wave
function at the exit of the grating is simply given by

ψ̃(k, te) = ψ̃0(k, te)

 sin
(

Nkpg

2

)
sin

(
kpg

2

)
 ei (N−1)

2 kpg . (2)

Thereafter, the atoms freely evolve to the detector dur-
ing a time T , leading to the following expression of the
propagated wave function in the Fourier domain

ψ̃(k, te + T ) = ψ̃(k, te) e
−i ℏk2

2m T . (3)

For detection in the far-field regime, i.e. after a long
propagation time, we use the stationary phase approxi-
mation (see Appendix A and e.g. Ref. [22]) to calculate
the wave function in the coordinate space, which can be
expressed at the detector as

ψ(x, te + T ) ≃
√

m

ℏT
ψ̃
(mx
ℏT

, te

)
ei

mx2

2ℏT e−iπ
4 . (4)

In the typical cases that we are going to encounter in
this study, this approximation yields negligible error, the
error bound with the second order correction being below
2×10−4 (see Appendix A). It also avoids scaling problems
in terms of number of grid points required to numerically
compute the far-field diffraction pattern. Finally, under

this approximation the final probability density can be
simply expressed as

|ψ(x, te + T )|2 ≃ m

ℏT

[
sin (Nkg x)

sin (kg x)

]2
|ψ0(x, te)|2 (5)

where

kg =
mpg
2ℏT

. (6)

In this expression, |ψ0(x, te)|2 is the atomic probability
density diffracted by a single slit. In the limit of large
slit numbers (N ≫ 1), this expression can be further
simplified to

|ψ(x, te + T )|2 ∝ |ψ0(x, te)|2
∑
i

δ

(
x− i

λDGD

pg

)
(7)

where δ(x) is the Dirac delta function and DGD the
grating-detector distance. As a result, the problem in
the far-field regime, where the wave pattern is expanded
well beyond the size of the slit as, is reduced to simulat-
ing the propagation through a single slit.

B. Potential inside the slits

The existence of forces between the atoms and the slit
surface is due to the Casimir-Polder interaction [23, 24].
In this article, we consider the dispersion force inside
the slits for atoms in the vicinity of a surface, neglecting
the retardation effects. In this case, the potential, also
called the non-retarded Casimir-Polder or van der Waals
interaction, is written for the two walls of the slits located
at x = ±as/2 as

VvdW (x) = − C3

(as/2− x)
3 − C3

(as/2 + x)
3 , (8)

where C3 is a coefficient describing the strength of the
interaction. This coefficient depends on the polarizability
of the atom and on the dielectric response of the wall
material. Inspired by the experimental setup reported in
[14], we consider Argon atoms in the 3P2 state interacting
with a Si3N4 grating, giving C3 = 5.04 meV.nm3 [25].
When the wave functions of the atoms start to overlap
with the electron of the surface, an additional short-range
repulsive contribution arises due to the Pauli repulsion.
We model such a contribution with the repulsive part of
a 9-3 Lennard-Jones potential for each wall of the slit
[26, 27]

VLJ(x) =
Crep

(as/2− x)
9 +

Crep

(as/2 + x)
9 , (9)

where Crep is a strength coefficient. The total potential is
thus VTOT (x) = VvdW (x) + VLJ(x) and is represented in
Fig. 2(a). In the following, we fix the position of the min-
imum potential at a distance rmin from the walls. This
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DGD

FIG. 1. On the left, a schematic illustration of the problem considered: a plane wave representing a single particle with velocity
v hits a N -slit nanograting. The detection takes place at a distance DGD from the slits. The nanograting has the following
geometry: slit size as, wall slit bs, thickness lG and periodicity pg = as+bs. On the right is the result of a typical time evolution
of the wave function inside the slits, with as=100 nm, bs = 100 nm and lG = 100 nm, which are typical dimensions used in
experiments. In the back plane a characteristic one-slit wave function is plotted after free propagation to the detector. This
function is the envelope of the N -slit wave function.

implies that the coefficients C3, rmin and Crep are no
longer independent and are related by 3Crep = C3 r

6
min.

For the simulation, we use rmin = 0.35 nm, which corre-
sponds to the radius of 3P2 Argon atoms in a solid sphere
model (see Appendix B).

C. Adjustment of the potential and wave function
absorption

As seen in Fig. 2(a), the overlapping between the wave
functions of the atoms and the surface occurs for atom-
surface distances shorter than rmin, leading to sticking
processes [28] or internal state transfer [29] for the atoms.
In all cases, such atoms are lost and do not contribute to
the diffraction pattern signal. Wave function reflections
for the short-range regime are thus annihilated, and an
absorption method must be implemented. Hence, an ad-
justment of the potential VTOT is introduced in the model
[20]. The underlying idea is to replace the repulsive part
of the potential to improve the absorption effect. In the
simulation we use the modified potential Vmod(x) defined
as follows. Inside the slit and far from the surfaces, i.e.
for |x| ⩽ as/2−rmin, Vmod(x) = VTOT (x). In the vicinity
of the slit surface, i.e. for as/2− rmin ⩽ |x| ⩽ as/2 + lab

Vmod(x) = U0 cos2

[
π
(
|x| − as/2 + rmin

)
2
(
lab + rmin

) ]
(10)

where U0 = VTOT (as/2 − rmin) is the minimum of the
potential and lab is the distance over which the potential
Vmod(x) goes from U0 to 0 (see Fig. 2). And finally, for
|x| ⩾ as/2 + lab, Vmod(x) = 0. A typical value for lab in
the simulation is lab = 10 nm. This modified potential,
as well as its derivatives, are continuous at the positions
|x| = as/2− rmin.

To account for atomic losses near the boundaries |x| =
as/2 − rmin, we introduce a mask function M(x) to im-
pose absorbing boundary conditions. In practice, this
is done in a simple way since the wave function ψ(x, t)
is multiplied by M(x) after each time step of the prop-
agation. This absorption technique is similar to other
absorptions methods such as the imaginary negative po-
tential [30] or the complex absorption potential [31]. The
mask function has been optimized for our specific case.
It is defined as follows. Inside the slit and far from the
surfaces, i.e. for |x| ⩽ xabs − d, M(x) = 1. Here xabs
is the position where the wave function is absorbed and
d is half the total absorption length. In the absorption
region, i.e. for xabs − d ⩽ |x| ⩽ xabs + d we have

M(x) = cos12

[
π
(
|x| − xabs + d

)
4d

]
. (11)

And for |x| ⩾ xabs+d, M(x) = 0. The parameter xabs is
chosen so that the absorption occurs at a correct distance
from the wall. For the simulations we use d = 0.2 nm and
xabs = 49.75 nm (see Fig. 2(b) and (c)). In addition, we
choose the initial wave function at the entrance of the
slit to be proportional to the mask function.

III. NUMERICAL METHOD

The 1D time-dependent Schrödinger equation is solved
numerically using the second-order split-operator tech-
nique [32]. For the simulations performed in this section,
the initial atom velocity is set to v = 20 m/s and the
nanograting geometry properties are as = 100 nm, bs =
100 nm and lG = 100 nm. The spatial grid resolution is
δx = 2.5 pm and the time step is δt = 0.25 ps, values
for which the simulations numerically converged. The
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(c)

(a)

(b)

FIG. 2. (a) Total potential VTOT (x) = VvdW (x) + VLJ(x)
(solid black line) as a function of the distance x inside the
slits. The grey area represents a wall located at x = as/2
= 50 nm. The blue dashed curve represents the modified
potential Vmod(x). (b) Mask function M(x) used to absorb
the wave function close to the surfaces. Here d = 0.2 nm and
xabs = 49.75 nm (c) Zoom on the mask function M(x).

number of grid points used is 216. The grating-detector
distance is fixed at DGD = 307 mm such as the detection
takes place in the far-field regime with a Fresnel number
F = a2s/(λDGD) ≪ 10−3.

A. Probability density inside the slit

Figure 3 shows the square modulus of the wave func-
tion at the exit of the slit |ψ0(x, te)|2. We observe that
the probability of finding an atom near the surface is
low. This is due to atom losses when hitting the sur-
face during the propagation. We can also observe that
the absorption of the wave function occurs over a length
of about 0.1 nm, which is smaller than the absorption
length d = 0.2 nm. We can also verify that the damped
part of the wave function is centered around 49.65 nm,
which corresponds to rmin = 0.35 nm.

(c)

(a)

(b)

FIG. 3. (a) In the solid blue line, the square modulus of the
wave function |ψ(x, te)|2 at the exit of the slit. The two grey
areas represent the slit walls. In (b), zoom on |ψ(x, te)|2 close
to the surface. The black dashed line indicates the modifica-
tion area of the wave function due to the absorption region
(x ⩾ xabs − d). (c) Time evolution of the ratio r(t) in a log-
scale.

The mask function and the associated absorbing length
d affect the shape of the wave function ψ0(x, t) near the
surface where the absorption occurs. Therefore, to quan-
tify the influence of both the absorbing length d and the
modified potential Vmod(x) on the wave function ψ(x, t),
we introduce the ratio r(t) between the integral of the
square modulus of the wave function in the absorbing re-
gion, with the integral of the square modulus of the total
wave function

r(t) =

2

∫ +∞

xabs−d

|ψ0(x, t)|2dx∫ +∞

−∞
|ψ0(x, t)|2dx

. (12)

At the entrance of the slit (time t = 0) we have
r(0) ≃ 0.125 % and at the exit (t = te) we have
r(te) ≃ 4.1×10−4 %. The decrease of r(t) is explained by
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(a)

(b)

FIG. 4. (a) Square modulus of the wave function |ψ(x, te +
T )|2 at the detector for the diffraction by one slit |ψ1Slit|2
(dashed blue line) and by N ≫ 1 slits |ψgrating|2 (solid
black line) as a function of the diffraction angle θ =
arctan(x/DGD) ≃ x/DGD. Both functions are related to
Eq. (7), where |ψ1Slit|2 is the envelope for |ψgrating|2, in a
similar way as in wave optics. (b) Example of the expected
diffraction pattern of a N -slits nanograting obtained with our
numerical simulations taking into account incoherence effects.
The chosen angular beam divergence is σ = 0.8 mrad.

the reduction of the amplitude of the wave function near
the walls due to atoms losses. The small initial value
and rapid decrease of r(t) (see Fig. 3(c)) justifies that
the absorbing length d is sufficiently small to have a neg-
ligible influence on the wave function at the exit of the
slit. Furthermore, it also supports the statement that the
modification of the repulsive part of the potential has a
minor impact.

B. Probability density at the detector and
incoherence effects

After an interaction time te with the grating, the wave
function propagates freely to the detector for a time T .
The result is shown in Fig. 4 for the diffraction by one
slit and by N -slits (N ≫ 1).

In order to simulate a real experiment, incoherence ef-
fects must be taken into account. In general, the inco-

herence effects come from the spatial extension of the
source, related to the van Cittert–Zernike theorem, and
from the non-monochromaticity of the atomic source, re-
lated to the Wiener–Khinchin theorem, leading to lon-
gitudinal kz and transversal kx momenta distributions.
We can describe the spatial incoherence effects by con-
volving the ideal case of the diffraction by N -slits |ψ(θ ≃
x/DGD, te + T )|2 by a Gaussian distribution

G(θ) =
1√
2πσ2

exp

(
− θ2

2σ2

)
, (13)

where θ = arctan(x/DGD) is the diffraction angle and σ
the standard deviation of the distribution. In a typical
experiment, σ does not exceed 1 mrad, corresponding to
a well-collimated beam. The final diffraction pattern is
thus I(θ, te + T ) = |ψ(θ, te + T )|2 ∗ G(θ) and is shown
in Fig. 4 for an angular beam distribution of 0.8 mrad.
The angular beam distribution being small, its influence
on the wave packet propagation at normal incidence is
negligible.

IV. COMPARISON WITH THE
SEMI-CLASSICAL APPROACH

In this section, the numerical results obtained are com-
pared with the commonly used semi-classical approach.
For the comparison, we will only consider the diffraction
by one slit (which is related to the N -slits diffraction
by Eq. (5)) and we will not include the incoherence ef-
fects. The geometrical parameters of the nanogratings
remain the same as in the previous sections, as well as
the strength of the Casimir-Polder interaction parameter
C3. In the semi-classical approach, the diffraction am-
plitude at the detector ψSC(x, te + T ) is described with
classical waves, which can be developed trough Kirch-
hoff’s diffraction formula [33]

ψSC(x, te + T ) ∝
∫ (

cosV + cosV ′

2λ

)
ψ0(x

′, te)

× exp

(
i
2πxx′

λDGD

)
dx′ , (14)

where ψ0(x
′, te) is atomic wave function at the out-

put of the slit, V = arctan(|x − x′|/DGD) and V ′ =
arctan(v′x/vz) are the geometric correction angles. This
expression is valid in the Fresnel approximation, i.e. as
long as the propagation distance DGD satisfies the in-
equality DGD ≫ as. This condition is met in the simu-
lations since we study the diffraction pattern in the far-
field regime with a Fresnel number F ≪ 10−3. In the
framework of the semi-classical treatment of the atomic
center of mass motion, referred as the time dependent
quasi-classical approximation, the atomic wave function
is estimated by means of action integrals along classi-
cal trajectories [34]. In this approximation, the phase
varies very rapidly along the different possible paths of
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(a) (b) (c)

weff

FIG. 5. Comparison between the single-slit diffraction pattern derived from the numerical simulation and the semi-classical
model. The numerical simulations are performed with grating wall size as=100 nm, grating thickness lG=100 nm, C3 = 5.04
meV.nm3 and a propagation time from the grating to the detector T = 21 ms. These parameters ensure that the far-field
regime is reached. In (a), an example of classical particles motion governed by Newton’s law mr̈ = −∇VvdW . The velocity of
the incoming particles is set to v = 15 m/s. To include the absorption effect in the simulation, atoms reaching the coordinate
x′ = ±as/2 − rmin during their propagations inside the slit are removed (dashed lines). This corresponds to an effective slit
width Weff [11]. The fraction F of atoms leaving the slits is thus given by F = Weff/as. In (b) and (c) we compare the
normalized diffraction pattern obtained by the semi-classical approach with the numerical simulation for atomic velocities of
v = 15 m/s and v =100 m/s. We find a good agreement for the high velocity v = 100 m/s. However, at the low velocity v=15
m/s a significant disagreement is observed.

the interferometer, and most of the interference will be
destructive, except for the classical path. In this case,
the wave function ψ0(x

′, te) writes

ψ0(x
′, te) = exp

(
i

ℏ
S(x′, te)

)
, (15)

where

S(x′, te) =

∫ te

0

L(t)dt (16)

is the action integral along the classical trajectories. De-
veloping Eq. (16) we have

ψ0(x
′, te) = exp

(
i

2ℏ
mv2zte

)
× exp

(
im

2ℏ

∫ te

0

v2x′(t)dt

)
× exp

(
− i

ℏ
VvdW (x′) te

)
(17)

where vz (respectively vx′) is the particle velocity in the
z (respectively x′) axis inside the slits. The first term,
which is independent of x′, acts as a global phase and
thus does not have a contribution to the diffraction pat-
tern. The second term allows to go beyond the eikonal
approximation, i.e. when the atomic trajectories are not
constrained on the z axis. In fast atom beam experi-
ments, with velocities between 200 m/s and 2000 m/s,
this term is generally almost constant and is thus ne-
glected in the phase estimation [9–11].

In Fig. 5, we compare the diffraction patterns obtained
by the semi-classical approach and the quantum model.

We observe that at high velocity (v = 100 m/s), the two
figures are very similar. On the contrary, at low velocity
(v = 15 m/s), the semi-classical approach fails to repro-
duce the numerical result. This observation is highlighted
by plotting the following dimensionless quantity

A =

∫∞
−∞

∣∣∣|ψSC(x)|2 − |ψ(x)|2
∣∣∣ dx∫∞

−∞ |ψ(x)|2 dx
(18)

as the function of the velocity v of the incoming atoms. A
quantifies the relative difference between the two models.
The result is plotted in Fig. 6. Note that for v ⩾ 50 m/s,
A remains small, meaning that both models give similar
results. However, for v ⩽ 50 m/s, A increases rapidly as
v decreases, indicating a significant discrepancy between
the two models, especially in the tails of the distribution.
To explain such differences, we can check the validity
conditions of the semi-classical approach at the exit of
the slit (t = te), which are

λ
∇VvdW

VvdW
=

3λ

x± as/2
≪ 1 (19a)

and

1

2π

∣∣∣∣dλdx
∣∣∣∣ ≪ 1 . (19b)

The first condition means that the de Broglie wavelength
λ of the particle must be much shorter than the scale
on which the potential VvdW changes significantly. The
second condition means that the spatial variation of the
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(b)

(a)

FIG. 6. (a) Dimensionless quantity A as a function of the ve-
locity v of the incoming atoms. A quantifies the relative dif-
ference between the normalized semi-classical |ψSC(x)|2 wave
function and the quantum |ψ(x)|2 wave function. The black
dashed line is a fit that serves as a guide for the eye. We
observe that A decreases for large velocities, i.e. the higher
the velocity the closer the two models are. Below v = 50 m/s,
A increases rapidly as v decreases, suggesting a threshold in
the validity of the semi-classical model with the parameters
considered. (b) Fraction F of atoms exiting the slit as a func-
tion of the velocity v. Remarkably, almost identical results
are obtained for both models.

de Broglie wavelength must be small. For large veloc-
ities, both conditions are well met, except close to the
surfaces of the slit. For example, at v= 100 m/s we
have λ(∇VvdW )/VvdW = 0.15 and 1

2π |
dλ
dx | = 0.03 at 2.7

nm from the surface. This explains why the quantity A
saturates at a finite value for large velocities. This fea-
ture leads to a tiny difference in the tails of the quantum
and semi-classical diffraction patterns. At low velocities,
the conditions of Eq. (19) are not sufficiently satisfied to
find a good agreement between the two models. For in-
stance, at v = 10 m/s we find λ(∇VvdW )/VvdW = 0.36
and 1

2π |
dλ
dx | = 0.1 at 6.5 nm from the surface. Moreover,

this discrepancy at low velocity is certainly increased by
the possibility that trajectories other than the classical
ones might play a role in the action integral S(x′, te) [35].

In addition to the diffraction pattern, the fraction F
of atoms exiting the slit can be studied and compared

for the two models. For the semi-classical models, atoms
reaching the position x′ = ±as/2 − rmin are considered
lost, resulting in an effective slit size Weff (see Fig. 5(a)).
The fraction F can thus be expressed as F = Weff/as. In
the quantum model, the norm of the wave packet ψ(x, t)
is computed to extract the atom losses. The result for the
two models is plotted in Fig. 6. Interestingly, we observe
that both models give similar results, the difference being
at the percent level, with the quantum model giving a
slightly higher fraction F . We also find that, as expected,
the lower the atom velocity, the lower the fraction F ,
meaning that more and more atoms are lost during the
propagation inside the slits. This result strengthens our
confidence in the validity of the comparison we have made
between the two models.

To conclude, Fig. 6 shows that the two models give sim-
ilar results in terms of the fraction of atoms lost. How-
ever, in terms of the diffraction pattern (i.e., when atoms
are not lost during the propagation), at low velocities
and in the tails of the distributions, the semi-classical
approach fails and a quantum simulation must be per-
formed.

V. CONCLUSION

In this work, we have presented quantum numerical
simulations of atomic diffraction by materials nanograt-
ings. Our simulations are based on a numerically effi-
cient solution of the time-dependent Schrödinger equa-
tion. After describing the method and model used, we
have demonstrated that our approach goes beyond the
semi-classical approach used so far. In particular, we
show that our model is able to describe interferometers
with low atomic velocities and to capture near-surface
effects.

This quantum model could thus be exploited in fu-
ture experiments with slow atomic or molecular beams.
For example, the consequences of long-range quantum re-
flection [36] (i.e., tens of nanometers away from the sur-
face, where no absorption takes place) could be explored.
In addition, the increased precision may allow the study
of short-range repulsive interactions, which are difficult
to describe theoretically with accuracy. This could be
done by comparing experiments and numerical simula-
tions based on the present quantum model. Finally, since
this model goes beyond the semi-classical approach, it is
also relevant to search for possible deviations from New-
tonian gravity that could occur at the submicron scale
[37].
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Appendix A: Stationary phase approximation

After a propagation time te inside the slit, the wave
function ψ(x, te) evolves freely for a time T . Therefore,
the wave function at tf = te + T is

ψ(x, tf ) =
1√
2π

∫ +∞

−∞
e−i ℏk2

2m T ψ̃(k, te) e
ikxdk . (A1)

The global phase is stationary for

k = ks =
mx

ℏT
. (A2)

With a second order Taylor expansion at k = ks, we have

ψ̃(k, te) ≃ ψ̃(ks, te) + (k − ks) ψ̃
′(ks, te)

+
(k − ks)

2

2
ψ̃′′(ks, te) (A3)

and Eq. (A1) writes

ψ(x, tf ) ≃
ψ̃(ks, te)√

2π

∫ +∞

−∞
e−i ℏk2

2m T eikxdk

+
ψ̃′(ks, te)√

2π

∫ +∞

−∞
(k − ks) e

−i ℏk2

2m T eikxdk

+
ψ̃′′(ks, te)

2
√
2π

∫ +∞

−∞
(k − ks)

2 e−i ℏk2

2m T eikxdk

(A4)

This expression finally yields

ψ(x, tf ) ≃
√

m

ℏT
e
i
(

mx2

2ℏT −π
4

) [
ψ̃(ks, te)

−i
( m

2ℏT

)
ψ̃′′(ks, te)

]
(A5)

The first term in Eq. (A5) corresponds to the so-called
stationary phase approximation, and the second term is
the first non-zero correction to this approximation. It is
by nature a second order term. To quantify the validity
of the stationary phase approximation, we plot in Fig. 7

the probability density |ψ(x, tf )|2 without and with this
second order correction. We observe negligible differences
between the two functions, the error bound being below
2×10−4. In conclusion, the stationary phase approxima-
tion yields negligible error and can be used safely in our
development.

(a)

(b)

FIG. 7. (a) Probability density |ψ(x, tf )|2 in the stationary
phase approximation (|ψ1|2, blue solid line) and with the sec-
ond order correction (|ψ2|2, red dashed line). For the sim-
ulations, the initial velocity is set to v = 15 m/s and the
slit geometry is the following: as = 100 nm and lG = 100
nm. The strength of the Casimir-Polder interaction is fixed
at C3 = 5.04 meV.nm3 and the wave function freely expands
during T = 21 ms. (b) Relative error between |ψ1|2 and
|ψ2|2. We observe that the maximum relative error is around
2×10−4, showing that the stationary phase approximation is
an excellent approximation here.

Appendix B: Estimation of the minimum
atom-surface distance

Throughout the paper we consider Argon (Ar) atoms
in the metastable 3P2 state interacting with a Si3N4

nanograting. For numerical applications and simulations,
the minimum atom-surface distance rmin must be eval-
uated. We assume that Ar atoms have a spherical elec-
tronic configuration with radius R and that rmin = R.
Using Bohr’s model, the energy is given in eV by

E ≃ −13.6

(
Z∗

n∗

)2

(B1)
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while the radius of the atom is given in atomic units by

R ≃ (n∗)2

Z∗ (B2)

where n∗ is the effective quantum number and Z∗ the
effective nuclear charge. For Ar atoms in the 3P2 state,

Slater’s rules give n∗=3.7 and Z∗=2.05. The numerical
application leads to E = −11.59 eV for the state 3P2,
close to the measured value E = −11.55 eV [38]. This
confirms the hypothesis of spherical electronic configura-
tion for Ar. For the radius we find R = rmin = 0.35 nm,
which is the value used throughout the paper.
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