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Abstract

The large-scale deployment of cloud composite services distributed over
heterogeneous environments poses new challenges in terms of security
management. In particular, the migration of their resources is facilitated
by recent advances in the area of virtualization techniques. This con-
tributes to increase the dynamics of their configuration, and may induce
vulnerabilities that could compromise the security of cloud resources, or
even of the whole service. In addition, cloud providers may be reluc-
tant to share precise information regarding the configuration of their
infrastructures with cloud tenants that build and deploy cloud compos-
ite services. This makes the assessment of vulnerabilities difficult to be
performed with only a partial view on the overall configuration. We there-
fore propose in this article an inter-cloud trusted third-party approach,
called C3S-TTP, for supporting secure configurations in cloud compos-
ite services, more specifically during the migration of their resources.
We describe the considered architecture, its main building blocks and
their interactions based on an extended version of the TOSCA orches-
tration language. The trusted third party is capable to perform a precise
and exhaustive vulnerability assessment, without requiring the cloud
provider and the cloud tenant to share critical configuration informa-
tion between each other. After designing and formalizing this third
party solution, we perform large series of experiments based on a
proof-of-concept prototype in order to quantify its benefits and limits.

Keywords: Security Management, Composite Services, Cloud Security,
Orchestration Language, Trusted Third Party, Resources Migration

1



Springer Nature 2021 LATEX template

2

1 Introduction

The growing maturity of orchestration languages contributes to the large-scale
design of cloud composite services. These services are built from elemen-
tary cloud resources, that may be subject to offline and live migrations over
time, this being catalyzed by recent advances in virtualization techniques.
These migrations may typically involve multiple cloud service providers,
with the motivation of performance and operational objectives, such as fault
management [1], load balancing [2], and energy efficiency [3]. Their cloud
infrastructures may typically be characterized by heterogeneous configura-
tions, such as the versions of virtualization and hosting platforms, the nature
of the other services interacting with resources, the security mechanisms imple-
mented by the cloud provider. The configuration changes induced by the
migration of cloud resources may introduce new vulnerabilities that may be
exploited by malicious entities to compromise the migrated resource, or even
the whole cloud composite service.

In addition, while several initiatives have been taken to increase the inter-
operability amongst cloud infrastructures and prevent vendor lock-in problems
[4, 5], the stakeholders may be reluctant to share information related to secu-
rity amongst each other. Important efforts have been performed to design
and implement inter-cloud security solutions, but they are mainly focused on
federated access control policies and identity management [6]. Our objective
is rather to address configuration security by enabling the sharing of con-
figuration information amongst cloud tenants and cloud providers, in order
to properly assess and remediate vulnerabilities, that may occur during the
migration of cloud resources.

In this article we propose an inter-cloud trusted third-party approach,
called C3S-TTP1, for supporting configuration security in TOSCA2-based
cloud services, whose elementary resources may be subject to migration over
time.The use of third parties have already shown its efficiency in several areas,
such as the case of certification authorities. These third parties have proven
to be highly effective for storing, signing, and issuing digital certificates. In
our case, the migration of a cloud resource leads to configuration changes that
may introduce new vulnerabilities that are then exploitable to perform security
attacks. Analyzing configuration changes is challenged by the incompleteness
and inconsistency of configuration information shared amongst stakeholders,
namely cloud tenants and cloud providers. Maintaining the security of cloud
services during the migration of their resources requires not only threat intel-
ligence, but also increased transparency with respect to configurations, before
performing these migrations. This knowledge sharing contributes to better
security management, with the preparation of the adequate destination envi-
ronment from the cloud provider side (i.e. activation of specific security rules),
and the optimal hardening of the migrated resource from the cloud tenant

1Composite Cloud Configuration Security - Trusted Third Party
2Topology and Orchestration Specification for Cloud Applications
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side (i.e. application of a security patch). However, cloud stakeholders gen-
erally avoid sharing detailed technical configuration information about their
resources and infrastructures amongst them, in particular those related to their
security or simply impacting their security [7, 8]. Such disclosure may also be
exploited by malicious stakeholders to initiate and perform security attacks
against cloud services, by facilitating reconnaissance activities with respect to
vulnerabilities and existing security mechanisms.

Our solution aims at preventing or restricting such configuration informa-
tion disclosure amongst cloud tenants and cloud providers, while managing
vulnerabilities that may occur during the migration of cloud resources. It relies
on an inter-cloud trusted third-party architecture, that exploits a third-party
stakeholder for sharing configuration information amongst cloud tenants and
cloud providers using an extended version of the TOSCA language, and assess-
ing potential vulnerabilities. This trusted third party is triggered as soon as
a cloud tenant requires the migration of one or several of its cloud resources.
First, it collects configuration information related to the cloud resources that
are candidates for migration. It then requests cloud service providers to get
configuration information regarding potential hosting environments, including
the resource versioning and parameterization of these environments, as well as
information regarding security mechanisms that may be implemented by the
cloud providers.This information exchange is performed by extending TOSCA
templates that describe considered composite services. Considering this over-
all knowledge and using our OVAL3-based vulnerability assessment framework
detailed in [9], the third party determines configuration vulnerabilities that
may appear during the migration of resources over potential hosting environ-
ments. These assessment results enable the trusted third party to recommend
or decline the migration of a given resource back to the cloud tenant, while
reducing the disclosure of configuration information amongst involved cloud
tenants and cloud providers.

The main contributions of this article include:

• The design of an inter-cloud trusted third-party architecture for configura-
tion security in cloud composites services, relying on a dedicated trusted
third party to minimize the disclosure of configuration information,

• The extension of the TOSCA orchestration language for supporting the
interactions amongst the different stakeholders of the proposed architecture,
in particular during the migration of cloud resources,

• The formalization of the configuration assessment process implemented by
the inter-cloud trusted third party in order to detect and prevent potential
vulnerabilities,

• The proof-of-concept prototyping as well as the evaluation of our solu-
tion based on extensive series of experiments using the official OVAL
vulnerability datasets.

3Open Vulnerability and Assessment Language
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The remainder of the article is organized as follows. Section II gives an
overview of related work in the area of inter-cloud management and security.
Section III describes the considered inter-cloud trusted-third party architec-
ture, by detailing its main building blocks and the interactions amongst them
to support and secure resource migrations. Section IV depicts the proof-of-
concept prototype developed in Python, implementing this architecture on top
of a configuration assessment framework based on a SMT solver engine, as
well as provides the performance evaluation of our solution based on exten-
sive experiments. Finally, Section V gives the conclusion and points out future
research perspectives.

2 Related Work

While they are facilitated by recent advances on virtualization techniques,
inter-cloud migrations are facing several major issues in terms of interoper-
ability and security management. In that context, several initiatives have been
taken to facilitate the sharing and transfer of resources and data amongst dis-
tributed and heterogeneous cloud hosting platforms. Currently, the migration
of resources amongst different cloud providers still often implies substantial
costs, legal constraints, or even voluntary technical incompatibilities [10] that
prevent an efficient management of cloud resources. The portability and inter-
operability properties are key enablers for the integration of these resources and
the elaboration of cloud composite services. Research efforts, such as [11], con-
tribute to the development of these properties by encouraging the collaboration
amongst different cloud vendors. In particular, the authors propose an inter-
cloud framework that supports the interoperability amongst heterogeneous
cloud environments with the goal of dispatching and optimizing the work-
load to the most effective clouds available at run-time. The framework aims
at preserving the required quality-of-service, in accordance with the service
level agreements (SLAs) established with a given cloud tenant that may own
cloud composite services distributed over multiple cloud providers. Important
approaches have also focused on semantic considerations, based on the state-
ment that new cloud service providers have been introduced to the market with
unique and proprietary application programming interfaces (API) for migra-
tion and collaboration amongst services. For instance, the authors of [12] have
identified and structured common data models to improve the interoperability
amongst different Infrastructure-as-a-Service (IaaS) providers, and highlighted
the benefits of standardizing unified APIs through service semantics, in order
to leverage the migration of cloud resources.

Managing security in the context of distributed and heterogeneous cloud
services has also led to several inter-cloud solutions, particularly to address
challenges related to identity management, as well as authorization and access
control. For instance, the authors of [13] introduce an inter-cloud identity
management infrastructure for cloud environments. When a cloud user per-
forms the request for a resource that cannot be directly handled by its home
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cloud, or a given cloud requires external resources to balance its workload,
the home cloud initiates an authentication process using a trusted identity
provider. This latter asserts that the user, which can be both a person or a
software entity, has been authenticated and determines his rights. Once the
identity has been verified, a specific request for external resource is forwarded
to the so-called foreign cloud. In the same manner, the authors of [14, 15]
describe basic models and architecture patterns for supporting federated access
control in heterogeneous inter-cloud environments. They first focus on an inter-
cloud operation framework for enabling the integration and interoperability
of resources in multi-domain heterogeneous cloud environments. They then
extend it with a security layer to provide access control features with respect
to these resources. More specifically, Single Sign On (SSO) approaches, such
as [15], have been designed and implemented for supporting more specifically
cloud federation. In particular, the authors of [16] have extended a framework
to model and evaluate cloud infrastructures with SSO features, considering
multiple identity providers and cloud providers. They have also taken into
account the security of data that are transferred amongst different entities in
the cloud federation during the SSO mechanism, and highlighted the bene-
fits in large-scale environments. Moreover, ontology-based frameworks, such as
the Security Ontology For the Inter-Cloud (SOFIC) solution [17], have been
investigated with the objective of formally describing the security constraints
that are expected to be specified in inter-cloud environments. They support
the interoperability of security mechanisms based on security standards. The
extensibility and adaptability enabled by such ontology-based frameworks are
evaluated based on different inter-cloud scenarios. These different inter-cloud
approaches contribute to improve security management in distributed and
heterogeneous cloud infrastructures owned by different cloud providers. They
are mainly focused on identity and access control considerations, while our
approach is complementary by targeting configuration vulnerabilities, that
may occur independently from the implemented access control mechanisms.

Several other approaches are contributing to securing the migration of
cloud resources. They may leverage security mechanisms that are endoge-
nous to the resources, such as applying a patch, or security mechanisms that
are exogenous to the resources, such as activating specific firewall rules. For
instance, the authors of [18] propose an endogenous approach based on the
generation of protected unikernel images, corresponding to lightweight virtual
machines containing only the strict necessary packages and libraries in order
to minimize the attack surface of cloud resources. We also started to work
on securing composite services based on vulnerability descriptions expressed
with the OVAL language [19], but without considering information disclosure
issues [9]. Certification techniques discussed in [20, 21], have been considered
for guaranteeing the behavior of cloud resources. They consist in checking the
validity of certificates at run-time through a continuous verification of the
resource correctness, at the basis of certification activities against real and
synthetic execution traces. The objective is to increase trust and transparency
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Table 1 Synthesis and comparison of existing work on inter-cloud security management

Approaches Main
Contributions

Third
Party

Distributed
Context

Orchestr.
Language
Extension

Shortages

[11] Interoperability No Yes No Does not focus on security
aspects of cloud resources

[12] Interoperability
and Portabil-
ity

No Yes No Covers interoperability
and portability exclu-
sively, with less emphasis
on security concerns

[13] Identity Man-
agement

Yes Yes No Does not address security
aspects related to vulner-
abilities that may exist in
cloud infrastructures

[14] Access Con-
trol

Yes Yes No Is not totally adapted to
the dynamic aspect of
cloud resources

[15] Authentication Yes Yes No Considers only the
authentication aspects
related to cloud resources

[17] Security Man-
agement

No Yes No Does not consider com-
posite cloud resources

[18] Security Hard-
ening

No No Yes Focuses on specific indi-
vidual cloud resources

[19] Vulnerability
Assessment

No No Yes Does not consider the
multi-tenant cloud envi-
ronments

[20, 21] Certification
Aspects

No Yes No Focuses on specific aspects
rather than encompass-
ing cloud services in their
entirety

[22, 23] Audit of
Infrastruc-
tures

No Yes No Relies only on auditing
infrastructures

[24] Vulnerability
Management

No Yes No Does not focus on cloud
composite services

[25, 26] Hardware
Security

No No No Proposes security solu-
tions relying on the
Trusted Platform Module,
yet these solutions are not
entirely suited for migra-
tion of resources

[27] Risk Manage-
ment

No Yes No Does not take into con-
sideration cloud compos-
ite services

of a given cloud composite service during its whole life cycle, and ensure a
continuous certification process during the service operation. This is based on
the evidence collected about the behavior of the composite service, which is
used to verify whether it maintains the support of the desired certified prop-
erties. While the authors do not refer to any specific (unitary) certification
techniques, the authors propose heuristic algorithms to ensure the certifica-
tion of composite services deployed at the cloud application layer (BPaaS) by
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considering the ISO 15408 common criteria certification framework [28] for
monolithic services. They use Business Process Model and Notation (BPMN),
a generic and standard notation for modeling business processes and service
compositions, in order to dynamically generate BPMN-compliant compositions
that hold a set of security properties. Some other efforts are more endoge-
nous to the cloud resources. Solutions, such as [22, 23], aim at auditing cloud
environments before the migration of considered resources. For this, they rely
on the evidence collected from the cloud service providers, and determine the
level of trust with respect to the infrastructure of a given provider, and quan-
tify its capability to comply with the expected security policy. The authors
of [24] also evaluate the risk associated to each cloud environment based on a
quantification and classification of vulnerabilities inherent to the environment.
Approaches, such as [29], target orchestrating security chains, including fire-
walls and intrusion detection systems, in order to protect cloud resources. For
instance, formal verification methods are exploited to check these chains and
detect any potential inconsistencies and redundancies that may occur in their
rules. Complementary, generation methods enable automatically synthesizing
such security chains, through the analysis of the network traffic related to these
resources and the inference of behavioral models to characterize them. More
generally, efforts such as [25, 26] exploit trusted computing methods to pro-
vide hardware-based, security-related functions in cloud infrastructures. For
instance, they target integrating software trusted platform modules (TPM)
into hypervisor environments in order to make TPM functions available to vir-
tual machines. Also, we have shown in [27] how risk management methods can
be applied to cloud infrastructures, in order to automatically determine the
counter-measures to be applied during resource migrations.

Along with these approaches, commercial cloud service providers, such
Amazon Web Services (AWS), Microsoft Azure, and Google Cloud Platform
(GCP), offer dedicated security solutions to safeguard the cloud resources
deployed in their environments. For instance, AWS offers an identity and
access management (IAM) service for user identification and access control,
in addition to supporting several compliance certifications, including Payment
Card Industry Data Security Standard (PCI DSS) [30]. It also provides secu-
rity groups to specify network firewall rules related to EC2 virtual machine
instances [31]. Microsoft Azure also offers several security services, such as
Azure Active Directory (AD) for identity management [32], and supports sev-
eral compliance certifications, including the one related to the Health Insurance
Portability and Accountability Act (HIPAA). Similarily, GCP manages identi-
ties based on a Google Cloud Identity and Access Management (IAM) service,
supports major compliance certifications, and exploits artificial intelligence for
security detection, with the Google Cloud Security AI Workbench [33].

Table 1 synthetizes and compares existing work related to our approach.
In fact, most of existing techniques for inter-cloud security management are
centered on identity management and access control, as in [13, 14], and do not
exploit the knowledge provided by the specification of cloud composite services.
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Moreover, approaches such as [22, 23] aim to perform some audit activities and
check the compliance of cloud environments before migrating cloud resources.
However, considered languages and techniques are not specified, and even the
entity or the person that is in charge of doing such an audit is not clearly
identified. Other approaches, such as [20, 21], provide frameworks to improve
the security of cloud services, but rely on a peer-to-peer scenario between the
cloud tenant and the cloud provider, requiring the potential sharing of critical
information regarding resource configurations.

3 C3S-TTP Third-Party Approach

We will describe in this section our trusted third-party approach for supporting
composite cloud configuration security, during the migration of resources. The
objective is to exploit a third party responsible for analyzing the configuration
changes induced by migrated resources, and preventing vulnerabilities in cloud
composite services. We will detail the different building blocks of the underly-
ing architecture, as well as their interactions. In particular, we will show how
the TOSCA orchestration language can be extended to support these interac-
tions. We will also formalize the assessment process performed by the trusted
third party by considering vulnerability descriptions extracted from the official
OVAL repository, and configuration information provided by the considered
cloud tenants and providers.

3.1 Background

Before detailing the proposed approach, we will provide some background
about cloud composite services and the considered use case. Figure 1 describes
the considered use case together with the different stakeholders. The cloud
services (represented in the middle of the figure) are owned by a cloud tenant
(represented on the left of the figure). The resources related to these compos-
ite services are hosted over one or several cloud providers (represented on the
right of the figure). The cloud tenant may request the migration of resources
related to these services, in order to target several performance objectives, such
as scalability and cost effectiveness. In the meantime, the cloud services and
the related resources may be subject to vulnerabilities that can be exploited
by attackers to perform security attacks. There are two major categories of
attackers. The first category stands for outsider attackers, which are exter-
nal entities that attempt to gain unauthorized access to cloud resources and
underlying infrastructures from outside the considered cloud environment [34].
Using remote software and hardware and taking advantage of the human
weaknesses of cloud users, external attackers can launch numerous attacks on
cloud infrastructures throughout the network. The second category stands for
insider attackers, which are internal entities with authorized access to cloud
infrastructures. In general, these attackers can be malicious users of cloud ser-
vice providers, malicious clients of cloud services, or malicious third parties
with access to the provider infrastructures. Insider attackers have a significant
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Fig. 1 Overview of the considered use case and the different stakeholders
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Fig. 2 Main building blocks of our inter-cloud trusted third-party architecture

advantage over external ones because they have authorized access to the sys-
tem and may also be familiar with the network architecture and system policies
and procedures. In addition, there may be fewer security mechanisms against
internal attackers, because many organizations tend to focus on protection
against external attacks. As a result, they use these privileges to get additional
access or support third parties to conduct security attacks on targeted cloud
infrastructures [35]. Preventing vulnerabilities is a major activity to minimize
the attack exposure of cloud composite services, in particular during resource
migration, but this may imply sharing critical configuration information.

3.2 Architecture and Main Building-Blocks

The architecture of our C3S-TTP third-party approach is described in
Figure 2, with the different involved building blocks and their interactions. It
mainly relies on an inter-cloud trusted third party (top part of the figure) sup-
porting the interactions amongst the cloud tenant (left part of the figure) and
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the cloud provider (right part of the figure), during the migration of cloud
resources. Migrating a cloud resource across different providers is facilitated
by the recent advances in the virtualization area, but poses important security
challenges, in particular with respect to configuration vulnerabilities. These
latter may potentially lead to a wide spectrum of negative and unwanted issues
such as instability, unavailability, confidentiality problems. Usually, the risk
level of a system is based on three main combined factors, namely the poten-
tiality of a threat, the exposure of the system to such threat, and the impact
that a successful attack related to this threat may have on that system. The
exposure of the system is in turn directly related to the vulnerabilities present
in such system. Minimizing configuration vulnerabilities on cloud composite
services is therefore important to prevent security attacks. In the meantime,
this vulnerability management activity itself should not disclose configuration
information that may increase risks.

In a regular scenario, without considering a trusted third party, the migra-
tion of cloud resources requires the sharing of configuration information
between the cloud tenant and the potential cloud providers in order to perform
such vulnerability assessment, typically prior to the migration operations. The
cloud tenant requires to know detailed configuration information regarding the
hosting environment given by the cloud providers, this including information
about the security mechanisms that may be provided or implemented by them.
In the same manner, if this assessment is rather done by the provider, the
cloud tenant should provide detailed configuration information about the cloud
composite service and its resources in order to enable an efficient assessment.
The lack of this detailed knowledge, i.e. having only a partial view of config-
urations, may typically have two main consequences. The first consequence is
not to properly control the attack surface and let configuration vulnerabilities
that may be exploited by attackers over cloud composite services. The second
consequence is to have a high security overload by provisioning in a preventive
manner security mechanisms that do not contribute to securing the services.
For instance, we may activate additional firewall rules that are not required
by a given resource in its current configuration.

We therefore introduce an inter-cloud trusted third party to support the
interactions between the cloud tenant and the cloud provider(s), during the
migration of resources in TOSCA-based cloud composite services. TOSCA
constitutes an open-source cloud orchestration language, in comparison to pro-
prietary solutions such as AWS CloudFormation [36], and is characterized by
a more advanced expressivity than OpenStack HOT [37], in order to build
and operate flexible and interoperable services. A cloud service is described by
this language as a composition (also called topology) of resources (also called
nodes) that are interconnected among them through links (also called rela-
tionships). An illustration of such topology is given in yellow on the left part
of Figure 2, with a topology composed of more than 10 nodes. It is then pos-
sible to specify orchestration procedures over this topology, such as starting,
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shutting down a node or changing a relationship. Each element (node or rela-
tionship) takes benefits from inheritance and template mechanisms offered by
the language. Such specification owned by the cloud tenant provides detailed
configuration knowledge regarding the resources of cloud composite service and
their dependencies. This knowledge should be taken into account to prevent
vulnerabilities during resource migrations, but the cloud tenant may refuse to
share it with potential cloud providers due to security and intellectual prop-
erty constraints. The objective of the trusted third party is to facilitate the
sharing of configuration details to perform an efficient vulnerability assess-
ment, while preventing critical data disclosures with respect to cloud tenants
and/or cloud providers. As shown on the figure, it serves as a trusted inter-
mediate between the cloud tenant and the cloud provider, and is responsible
for performing vulnerability assessment activities. It relies on two main inter-
nal components that correspond to a TOSCA interpreter and an OVAL-based
vulnerability assessment framework. These latter are used to determine the
configuration resulting from a cloud resource migration, and then to compare it
to a set of vulnerability descriptions coming from the official OVAL repository.
OVAL is an open standardized language, supported by MITRE, for describing
vulnerabilities and specifying how to assess and report upon a system state.
A vulnerability is typically considered as a logical combination of conditions
that if observed on a target system, the security problem described by such
vulnerability is present on the system. The OVAL language follows the same
concept by considering a vulnerability description as an OVAL definition. An
OVAL definition specifies a criterion that logically combines a set of OVAL
tests. Each OVAL test in turn represents the process by which a specific con-
dition or property is assessed on the target system. Each OVAL test examines
an OVAL object (e.g. an Apache web server) looking for a specific OVAL
state (e.g. a specific version for this server). Components found in the system
matching the OVAL object description are called OVAL items. These items
are compared against the specified OVAL state in order to build the OVAL
test result. The overall result for the criterion specified in the OVAL definition
will be built using the results of each referenced OVAL test, and permits to
determine whether the configuration resulting from a migration corresponds to
a vulnerable state. More details about the OVAL-based vulnerability assess-
ment framework can be found in [9]. When a known vulnerability is detected,
this framework is capable to determine remediation actions (such as activating
a given firewall rule), if any corrections are associated to the considered OVAL
definitions. These actions are typically specified using the XCDDF4 language,
which supports the mapping of OVAL vulnerability descriptions to remedia-
tion actions. These actions may then be enforced by the cloud provider and/or
the cloud tenant to protect the considered migrated resources.

4Extensible Configuration Checklist Description Format
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Listing 1 Extract of an extended TOSCA topology sent by the cloud tenant
to the trusted third party prior to the migration

1 topology_template:

2 ...

3 node_templates:

4 web_server:

5 type: tosca.nodes.WebServer.Apache

6 properties:

7 version: 2.4

8 requirements:

9 host:

10 properties:

11 num_cpus: 1

12 disk_size: 10 GB

13 mem_size: 4 MB

14 os:

15 properties:

16 ...

17 webapp_struts:

18 type: tosca.nodes.WebApp.Struts

19 properties:

20 version: 2.3.12

21 requirements:

22 host: web_server

23 database_endpoint:

24 node: mysql_db

25 # Beginning of the TOSCA extension

26 migration:

27 status: true

28 type: online

29 # End of the TOSCA extension

30 mysql_db:

31 type: tosca.nodes.Database.MySql

32 properties:

33 version: 8.0.29

34 requirements:

35 host: db_server

36 # Beginning of the TOSCA extension

37 migration:

38 status: false

39 ...

3.3 Interactions amongst the main building blocks
supported by an extended version of the TOSCA
language
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The interactions amongst the trusted third party, the cloud tenant and the
cloud provider are supported by an extended version of the TOSCA orchestra-
tion language, in order to facilitate the sharing of configuration information
required to perform vulnerability assessment prior to the migration. Let con-
sider the simple scenario of a Struts web micro-service migrating to another
cloud provider, at the request of a cloud tenant. This latter may initiate the
process of migration for a candidate cloud resource that is currently hosted
on its on-premise infrastructure, or that is already hosted over another cloud
provider infrastructure.

This process is typically triggered by performance objectives, such as
improving the quality of service or minimizing operational costs. Before per-
forming the migration, the cloud tenant will first send a request to the
inter-cloud trusted third party in order to assess the impact of the resource
migration from a security configuration perspective, concretely to determine
whether the migration may introduce new configuration vulnerabilities on the
cloud composite service. In that context, it is important to take into account
the dependencies that may exist amongst the migrated resource and the other
resources of the cloud composite service. The request sent by the cloud ten-
ant (represented by Step 1 on Figure 2) therefore integrates an extended
TOSCA specification of the cloud composite service that indicates the struc-
ture of the cloud service (nodes, dependencies), but also the resource(s) that
are candidate(s) for migration. An extract of such extended specification is
given on Listing 1. We can observe on this extract that the Struts web
micro-service, corresponding to the node of type tosca.nodes.WebApp.Struts,
is dependent of two main other nodes corresponding to an Apache webserver
instance (host property on line 22) and to a backend MySQL database instance
(database endpoint property on line 24). The migration may involve one or
several resources of the cloud composite service. In this example, only one
resource is candidate for migration, as shown by the migration status property
set to true (on line 26) for the Struts web micro-service. The request enables
the trusted third party to know about the dependencies that may exist both
vertically (e.g. hosting of the Struts micro-service over a given web server)
and horizontally (e.g. interconnection of the Struts micro-service to a given
database) to the migrated resource.

Once the inter-cloud trusted third party receives the request from the
cloud tenant, it exploits its TOSCA interpreter in order to analyze the cloud
composite service, and determines the dependencies of the cloud resource can-
didate for migration. It then interacts with the cloud provider in order to get
the contextual configuration provided by its hosting infrastructure (as shown
by Step 2 on Figure 2). This includes in particular the nature of the hosting
nodes, and the availability of security mechanisms to protect the infrastruc-
ture. This response from the cloud provider corresponds to Step 3 on the
figure, and integrates again an extended specification of the TOSCA topol-
ogy. In our scenario, the inter-cloud trusted third party gets back a response
including the extract presenting available security mechanisms (Listing 2). The
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Listing 2 Extract of available security mechanisms sent by the cloud provider
to the trusted third party

1 topology_template:

2 ...

3 node_templates:

4 apache_modsecurity:

5 # Beginning of the TOSCA extension

6 type: tosca.nodes.WAF.ModSecurity

7 properties:

8 version: 3.0.7

9 requirements:

10 ...

11 oisf_suricata

12 type: tosca.nodes.IDS.Suricata

13 properties:

14 version: 6.0.6

15 # End of the TOSCA extension

16 requirements:

17 ...

response indicates that the cloud provider supports three different versions
of the Apache web server (not detailed on this extract), namely Apache ver-
sions 2.4.54 and 2.4.46, supporting the Struts framework version 2.3.12, and
Apache version 2.4.31 supporting the Struts framework version 2.3.14, in order
to host the Struts web micro-service, and that it provides at least two security
mechanisms, namely the open-source web application ModSecurity firewall, as
shown on line 4, which is designed as a module for the Apache server, and the
open-source Suricata intrusion detection system, as shown on line 10 on the
listing.

The inter-cloud trusted third party then exploits its vulnerability assess-
ment framework to determine the projection of the cloud resource configuration
after migration. In our scenario, the only configuration parameter that may
change due to the migration is the hosting environment of the Struts web
micro-service, meaning the Apache web server. The version of the back-end
database is kept unchanged. The vulnerability assessment framework then
compares the projection of the resource configuration to the OVAL vulner-
ability description database, in order to check if this configuration matches
any of the known vulnerability descriptions. If no vulnerability is identified by
the framework, the inter-cloud trusted third party can directly reply back to
the cloud tenant and authorize the migration (Step 6 on Figure 2), which is
enforced by the cloud tenant by interacting with the cloud provider. If one or
several vulnerabilities are detected, the framework may consult a XCCDF [38]
database to determine if counter-measures are associated to the considered
vulnerabilitie(s). It turns out that in our scenario, the migration generates a
vulnerability corresponding to CVE-2017-5638 [39], which can be exploited to
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Mechanisms: ModSecurity 2.9.3, Suricata 6.0.4)

Fig. 3 Sequence diagram of the TOSCA-based interactions amongst the architectural build-
ing blocks

perform remote code execution, by allowing a remote attacker to inject oper-
ating system commands into the web application through the content-type
header. Two alternative counter-measures associated to this OVAL vulnerabil-
ity description are provided by the XCDDF database, namely a ModSecurity
firewall rule, and the upgrade of the Struts web micro-service to a more recent
version of the Struts framework, meaning to a version 2.3.x equal to or higher
than 2.3.32, or to a version 2.5.x equals or higher than 2.5.10.1. Let us con-
sider that the upgrade is not currently possible due to interoperability issues,
the only remediation action is to enforce the new web application firewall rules
over the ModSecurity firewall. The inter-cloud trusted third party requests the
cloud provider to activate this security mechanism (Step 4 on Figure 2), and
receives a response from the cloud provider which acknowledges that the addi-
tional firewall rules have been properly activated over the cloud infrastructure
(Step 5 on Figure 2). The third party then confirms to the cloud tenant that
the migration of the considered resource is authorized over the hosting envi-
ronment of the cloud provider (Step 6 on Figure 2). Finally, the cloud tenant
directly interacts with the cloud provider to enforce the migration of the cloud
resource, corresponding to Steps 7 and 8 on the figure.

Complementarily, Figure 2 synthesizes the different interactions exter-
nal and internal to the trusted third party during the migration assessment
corresponding to the considered scenario. First, the cloud tenant sends the
migration assessment request including the TOSCA specification of the ser-
vice. The trusted third party then requests contextual information from the
cloud provider, and exploits the vulnerability assessment framework (in dotted
lines) to identify the potential vulnerabilities. Finally, it decides to activate the
web application firewall rules, in order to protect the Struts web micro-service
on the new cloud infrastructure, before letting the cloud tenant performing the
effective migration. This strategy permits to restrict the configuration infor-
mation that are shared amongst the cloud tenant and the cloud provider. In
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particular, the cloud tenant does not require to disclose the whole TOSCA
specification of the cloud composite service to the cloud provider. In the mean-
time, the cloud provider does not require to disclose the whole configuration of
its hosting infrastructure, including security mechanisms, to the cloud tenant.

3.4 Migration assessment formalization

The migration assessment aims at determining the potential configuration
vulnerabilities that may occur due to the migration of the cloud resource(s)
over the hosting infrastructure offered by the cloud provider. We formalize
the migration assessment supported by the inter-cloud trusted third party,
depending on the observability jointly provided by the cloud tenant and cloud
provider. Let us consider that the cloud tenant A owns a cloud service com-
posed of a set of resources denoted C = {c1, c2, . . . }. Each resource ci, such
as the Struts micro-service, is in turn characterized by a set of properties
P = {p1, p2, . . . } that can be seen as unary predicates pi(c) that character-
ize the current state si(c) of the component, with s ∈ S and S = {s1, s2, . . . }
representing the set of component states. For instance, a given predicate may
relate to the version of a given Apache web server. The migration of a cloud
resource ci of the cloud tenant A to the cloud provider B may introduce new
configuration vulnerabilities, with regard to a given set of vulnerabilities noted
V = {v1, v2, . . . }. Each vulnerability description can be specified as a logical
formula corresponding to a state s ∈ S, the vulnerability dataset can be seen
as a disjunction of logical formulas given by ϕ = v1 ∨ v2 . . . ∨ vn =

∨
(vi) with

vi ∈ V . Concretely speaking, this dataset corresponds in our case to the official
OVAL repository of vulnerability descriptions. We also consider the function
state : C → S taking a cloud component c ∈ C as input and returning its
current state s ∈ S. For instance, this state can provide the different prop-
erties related to the Struts micro-service, such as the versions of the Struts
framework and the Apache web server. M = {m1,m2, . . . } denotes the set of
migrations that can be applied over a cloud composite service during its oper-
ation, they may concern one or several components ci of the given composite
service, and are performed at the request of the cloud tenant A.

In that context, the cloud tenant sends to the trusted third party TTP a
migration assessment request, that contains a specification of the cloud com-
posite service, that may be only partial. Let us consider PTTP (A) the set of
properties that are disclosed by the cloud tenant A to the trusted third party
TTP during this initiation process. For instance, the PTTP (A) set may typi-
cally include the property characterizing the version of the MySQL database
server currently used by the cloud tenant A. The third party then requests
to the cloud provider contextual configuration information related to the
requested migration. We denote PTTP (B) the set of properties that are dis-
closed by the cloud provider B to the same trusted third party TTP during
this second phase. For instance, the PTTP (B) set may include the versions of
the Apache web server supported by the cloud provider B. From this knowl-
edge, the trusted third party exploits the vulnerability assessment framework
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to establish a projection of the cloud resource configuration that will result
from the considered migration m. For that purpose, we consider two different
functions already defined in [9], that are respectively:

• impact : M → S ≡ function that takes a considered migration m ∈ M as
input and returns a state s ∈ S that projects the affected characteristics cor-
responding to a migrationm, independently from the considered component,
by considering the set of properties P ,

• Π : S × S → S ≡ function that takes a projected state s1 ∈ S together
with a component state s2 ∈ S as inputs and returns s2 updated with the
properties of s1.

Based on these definitions, we then specify a migration assessment function
ΦTTP : P × S → Boolean that determines if the cloud component c ∈ C is
vulnerable under V , meaning that the assessment of ϕ over the state of c is
true, considering the set of observable properties Pobs. We mean by observable
properties, properties that the trusted third party TTP is capable to eval-
uate, because they have been disclosed by the cloud tenant A or the cloud
provider B.

ΦTTP (Pobs,Π(impact(mi), state(c)))

with Pobs ∈ P,mi ∈ M, c ∈ C
(1)

This migration assessment function ΦTTP detailed by Equation 1 enables
assessing potential configuration vulnerabilities related to the projection of the
cloud resource c under V , considering the set of observable properties Pobs.
This projection of the migrated resource is itself obtained from the Π func-
tion applied to the impact(mi) and state(c) functions. The knowledge of the
trusted third party directly depends on the properties PTTP (A) disclosed by
the cloud tenant A, and on the properties PTTP (B) disclosed by the cloud
provider B.

ΦTTP (PTTP (A) ∪ PTTP (B),Π(impact(mi), state(c)))

with (PTTP (A), PTTP (B)) ∈ P 2,mi ∈ M, c ∈ C
(2)

The migration assessment performed by the trusted third party TTP corre-
sponds to a satisfiability issue, where we make sure that the new configuration
of the cloud resource (e.g. the one after the migration) does not match any
vulnerable configuration, and is solved by the vulnerability assessment frame-
work using a back-end SMT solver. The completeness of the assessment ΦTTP

under the vulnerability dataset V is directly dependent on the observability
of the stakeholder performing this activity, namely the trusted third party in
our solution. In the regular case, without a trusted third party, this observabil-
ity may be restricted in order to prevent the disclosure of critical properties
between the cloud tenant and the cloud provider. However, the lack of such
knowledge impacts on the vulnerability descriptions that can be covered by the
vulnerability assessment. For instance, not knowing the version of the Apache
web server prevents to properly assess configuration vulnerabilities involving
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this property, such as a vulnerability affecting a specific version of this web
server. In the meantime, the introduction of the trusted third party encourages
the sharing of this configuration knowledge, in order to improve the migration
assessment activity and the detection of configuration vulnerabilities that are
part of the vulnerability dataset V .

4 Performance Evaluation

We have evaluated the performance of our trusted third-party approach for
cloud composite services, through extensive series of experiments. For that,
we have developed a proof-of-concept prototyping of the proposed C3S-TTP
architecture using the Python version 3.10 language, implemented on top of
our OVAL-based vulnerability assessment framework [9], and considering the
open-source CVC4 tool as a back-end SMT solver. The assessment framework
is compatible with other solvers, such as Z3 5 and VeriT 6, as it internally
generates a SMT-LIB 7 (Satisfiability Modulo Theories LIBrary) specification
that can be interpreted by a large variety of SMT solvers. The different exper-
iments have been conducted over a regular laptop equipped with a 2Ghz Intel
Core i5 processor and 8GB of RAM memory.

Table 2 Description of the different elements of the Proof of Concept

Hardware resources 2Ghz Intel Core i5 Processor and 8GB of RAM Memory

Programming Language Python Version 3.10

Vulnerability Datasets OVAL Datasets Version 5.11.1

SMT Solver CVC4 Version 1.8

Orchestration Language TOSCA Language Version 1.3

Compatibility Compatible with other SMT Solvers such as Z3

Extension of the PoC Extensible to other OVAL Vulnerability Descriptions

We have considered a simple TOSCA specification, and used vulnerability
descriptions coming from the official OVAL repository, focusing on the largest
available datasets, namely those related to CentOS Linux, Red Hat Enterprise
Linux and Microsoft Windows used in cloud infrastructures. The methodol-
ogy can however easily be extended to any other resources, for which OVAL
vulnerability descriptions are available.

The objective of these experiments was in particular to quantify the ben-
efits and limits of using our trusted third party, in comparison to a baseline
approach with direct interactions between the cloud tenant and cloud provider,
where the configuration is partially observable. This baseline corresponds

5A theorem prover from Microsoft Research. It is licensed under the MIT license.
6Open-source SMT solver. It is proof-producing and complete for quantifier-free formulas with

uninterpreted functions and linear arithmetic on real number and integers.
7An international initiative aimed at facilitating research and development in Satisfiability

Modulo Theories (SMT).
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Fig. 4 Migration assessment time depending on the configuration observability (expressed
in terms of percentage of known properties) with different operating systems

to a peer-to-peer scenario, where only a certain percentage of observabil-
ity is enabled. The extreme case of having 0% of observability means that
no information is shared at all. Therefore, the TTP does not intervene and
the assessment cannot be performed. While the linearity of the management
overhead in number of messages is trivial, we wanted to quantify how the
observability enabled by such a third party contributes to perform vulner-
ability assessment activities in a more efficient manner. We can define this
observability as a ratio between the knowledge provided to the third party
TTP by the cloud tenant A and the cloud provider B, corresponding to
PTTP (A)∪PTTP (B), and the overall knowledge required for the vulnerability
assessment, and corresponding to the overall set of properties P , as given by
Equation 3.

observability =
PTTP (A) ∪ PTTP (B)

P

with (PTTP (A), PTTP (B)) ∈ P 2
(3)

These properties are required to assess whether the resource configuration
matches a given vulnerability description. A property (or predicate) may
appear several times in the vulnerability dataset V , and contribute to the
assessment of different vulnerability descriptions. A higher observability, mean-
ing a higher ratio, is expected to enable higher vulnerability assessment
performance, but requires a higher disclosure of configuration information that
may not be acceptable in direct interactions between the cloud tenant and the
cloud provider.
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(a) CentOS Linux 3 (b) CentOS Linux 4 (c) CentOS Linux 5

(d) Red Hat Enterprise Linux 3 (e) Red Hat Enterprise Linux 5 (f) MS Windows 8

(g) MS Windows Server 2012 R2 (h) MS Windows Server 2016 (i) MS Windows Server 2019

Fig. 4: Probability of having a vulnerable configuration after the cloud resource migration depending on the configuration
observability (expressed in terms of percentage of known properties) with different operating systems

the benefits is of 16.1% between an observability of 10% and
20%, while it is only of 0.3% between an observability of 90%
and 100%.

C. Cumulative severity related to potential configuration vul-
nerabilities after the migration of cloud resources

The severity of vulnerabilities may vary depending on
their exploitability and their impact on the cloud resource
and the whole cloud composite service. In order to quantify
the risk associated to potential vulnerable configurations, we
have performed a third series of experiments, where we have
quantified the cumulative severity of potential vulnerabilities,
while varying the observability ratio. For that, we have relied
on the CVSS scoring system, which is also part of the SCAP5

security automation languages family, that provides a normal-
ized framework to characterize and quantify severity scores for
configuration vulnerabilities. In these experiments, we have
analyzed the cumulative severity of potential vulnerabilities,
by adding up the severity scores provided by the CVSS
system for these vulnerabilities. The experimental results

5Security Configuration Automation Protocol

presenting this severity for each considered operating system
are described on Figure 5, while varying the observability
ratio. The highest severity is observed again with Microsoft
Windows Server 2012 R2, which should be mitigated by the
fact that this also corresponds to the OVAL dataset with the
highest number of vulnerability descriptions. The benefits of
increasing the observability is also decreasing over time with
regard to the cumulative severity, as we have already observed
this phenomenon in the previous series of experiments. In most
of the cases, an observability ratio of 30% enables to cover
at least 50% of the cumulative severity associated to potential
vulnerable configurations. However, a high observability ratio
is required to cover all the potential vulnerable configurations
characterized by the highest severity, considering the distribu-
tion of these vulnerabilities in the different analyzed datasets.
This therefore goes in favor of our trusted third party enabling
a higher configuration observability during the migration of
cloud resources between a cloud tenant and a cloud provider.

Fig. 5 Probability of having a vulnerable configuration after the cloud resource migration
depending on the configuration observability (expressed in terms of percentage of known
properties) with different operating systems

In that context, we performed four main series of experiments. The first
series has focused on the impact of the observability ratio on the migra-
tion assessment time. The second series has investigated to what extent this
observability impacts on the vulnerability assessment performance, while the
third series has looked at how it contributes to reducing the attack surface
and minimizing risks, considering the common vulnerability scoring system
(CVSS) [40]. The fourth experimental series has focused on comparing our solu-
tion to a proactive security approach in order to counter a low configuration
observability.

4.1 Impact of observability on the migration assessment
time

In a first series of experiments, we were interested in quantifying the impact of
the observability enabled by our trusted third party on the migration assess-
ment time. For that, we considered the migration of a set of cloud resources to
a cloud provider infrastructure, with a projected configuration corresponding
to an average of 12 properties, and this with different operating systems. We
then measured the time required to perform the migration assessment from
the official OVAL dataset for the considered operating systems (correspond-
ing to more than 22100 vulnerability descriptions in total), while varying the
observability ratio from 0% to 100%. The OVAL properties considered in the
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experiments are selected in a random manner. These experiments have been
repeated until convergence in order to establish average values, and we have
observed a variability of up to 5% in our experiments. These experimental
results are synthesized on Figure 4, where the x axis indicates the operating
system and its version and the y axis provides the migration assessment time
for a given observability ratio. An observability ratio of 0% means that the
no property is observable, and therefore the assessment simply cannot be per-
formed. On the figure we can observe for each plotted observability ratio that
the assessment time is higher for Microsoft Windows Server, in comparison to
CentOS Linux and Red Hat Entreprise Linux. This can be explained by the fact
that the OVAL datasets related to Microsoft Windows Server contains more
vulnerability descriptions than the two others. For instance, the Microsoft Win-
dows Server 2012 R2 dataset corresponds to 5344 vulnerability descriptions,
and the migration assessment for an observability of 25% reaches 98.7s, while
the CentOS Linux 5 dataset contains only 1171 vulnerability descriptions and
requires a migration assessment time of 28.2s for the same observability ratio.
We expected that a low observability would contribute to reduce the migration
assessment time, while deteriorating the vulnerability detection performance.
Actually, it appears that a higher observability reduces the migration assess-
ment time, and this for all the considered operating systems. Considering low
observability means that the cloud destination environment may potentially
contain a large number of vulnerabilities. This increases the time assessment
and the probability of matching a vulnerability containing the shared proper-
ties. In this case, looking for the first vulnerability that appears requires less
time as the probability of matching a vulnerability is higher. However, when
searching for overall vulnerabilities, the assessment time becomes more impor-
tant. For instance, a subset of properties may match a vulnerability that the
framework finds at the beginning of the assessment process (considering the
given dataset), while another subset may match another vulnerability that is
found at the end of this process. Let consider the case of Microsoft Window
Server 2019, which contains more than 1400 vulnerability descriptions. The
migration assessment time is of 69.2 s for an observability ratio of 25%, while
it decreases respectively to 2.7 s and 1.2 s for observability ratios reaching
75% and 100%. The same phenomenon is observed with the different versions
of CentOS Linux and Red Hat Enterprise Linux. The migration assessment
with respect to a given vulnerability dataset is formalized as a satisfiability
issue, that is solved by the vulnerability assessment framework integrated to
the trusted third party using a CVC4 back-end solver. Increasing the observ-
ability ratio means knowing more properties, and therefore more constraints
regarding the satisfiability issue to be solved, which explains this reduction
of the assessment time when the observability is increasing. Therefore, the
higher observability enabled by the trusted third party contributes to reduce
the migration assessment time.
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4.2 Impact of observability on the probability of having
a vulnerable configuration after the migration

In a second series of experiments we wanted to evaluate the impact of
observability on the probability of having a vulnerable configuration after
the migration, considering the vulnerability descriptions provided by the
official OVAL repository. A low observability means that the migration assess-
ment process will not be capable to properly evaluate all the vulnerability
descriptions related to a given operating system, because some configuration
properties are not observable. We have quantified the probability of having
a vulnerable configuration, while varying the observability ratio from 0% to
100%. Concretely, we have evaluated the percentage of vulnerability descrip-
tions that cannot be assessed due to unknown properties for each operating
systems. These unknown properties correspond to properties that the cloud
tenant refuses to disclose to the cloud provider. The experimental results are
given on Figure 5, where we have plotted for each considered system this
probability (represented on the y axis), with different observability ratios (rep-
resented on the x axis). Let consider the case of the CentOS Linux 3 operating
system. We can observe that the probability of having a vulnerable config-
uration is of 5.8% with an observability ratio of 10%, while this probability
decreases to 1.7% with an observability ratio of 100%. We can notice that with
the maximal observability (ratio reaching 100%) this probability of having a
vulnerability is close but not equal to zero due to residual vulnerable config-
urations inherent to the cloud environment intended for migration. For each
considered operating system, we can observe that the probabilities of having
a vulnerable configuration are decreasing when the observability is increasing.
The difference between an observability of 10% and an observability of 100%
is on average of 9.03% with CentOS Linux, of 13.6% with Red Hat Enter-
prise Linux, and of 42.5% with Microsoft Windows Server. This phenomenon
is related to the intrinsic nature of the vulnerability description datasets, in
particular the redundancy of properties appearing in several descriptions, and
also partially correlated to the size of the vulnerability description datasets.
For instance, the average size of Microsoft Windows Server dataset is of around
3800 descriptions, while it reaches around 1400 descriptions for the two other
operating systems. We can also observe from these sub-figures that the bene-
fits of increasing the observability is overally decreasing over time. For instance
with the Microsoft Windows Server 2019 system, the benefits is of 16.1%
between an observability of 10% and 20%, while it is only of 0.3% between an
observability of 90% and 100%.

4.3 Cumulative severity related to potential configuration
vulnerabilities after the migration of cloud resources

The severity of vulnerabilities may vary depending on their exploitability and
their impact on the cloud resource and the whole cloud composite service. In
order to quantify the risk associated to potential vulnerable configurations, we
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(a) Linux operating systems

(b) Microsoft Windows operating systems

Fig. 6 Cumulative severity induced by potential vulnerable configurations depending on
the configuration observability

have performed a third series of experiments, where we have quantified the
cumulative severity of potential vulnerabilities, while varying the observability
ratio. For that, we have relied on the CVSS scoring system, which is also part
of the SCAP8 security automation languages family, that provides a normal-
ized framework to characterize and quantify severity scores for configuration
vulnerabilities. In these experiments, we have analyzed the cumulative sever-
ity of potential vulnerabilities, by adding up the severity scores provided by
the CVSS system for these vulnerabilities. The experimental results presenting

8Security Configuration Automation Protocol
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Fig. 7 Cost of a proactive security strategy to protect cloud resources while varying the
configuration observability

this severity for each considered operating system are described on Figure 6,
while varying the observability ratio. The highest severity is observed again
with Microsoft Windows Server 2012 R2, which should be mitigated by the
fact that this also corresponds to the OVAL dataset with the highest number
of vulnerability descriptions. The benefits of increasing the observability is also
decreasing over time with regard to the cumulative severity, as we have already
observed this phenomenon in the previous series of experiments. In most of the
cases, an observability ratio of 30% enables to cover at least 50% of the cumu-
lative severity associated to potential vulnerable configurations. However, a
high observability ratio is required to cover all the potential vulnerable config-
urations characterized by the highest severity, considering the distribution of
these vulnerabilities in the different analyzed datasets. This therefore goes in
favor of our trusted third party enabling a higher configuration observability
during the migration of cloud resources between a cloud tenant and a cloud
provider.

4.4 Comparison to a proactive security strategy
supporting the protection of migrated cloud resources

The lack of observability of the cloud tenant with respect to the cloud provider
might be compensated by implementing a proactive security strategy. This one
consists in enforcing counter-measures (such as patches) to cover any poten-
tial vulnerable configurations prior to the migration. This however represents
an additional cost to the cloud tenant in order to cover these vulnerabilities
that may not be effectively present. We have performed a fourth series of
experiments to quantify this cost while varying the observability ratio. The
experimental results are summarized on Figure 7, where we have plotted the
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total cost of such a proactive security approach, quantified in terms of minimal
number of countermeasures to be implemented by the cloud tenant, consider-
ing the vulnerability description datasets of different operating systems. The
cost of such proactive strategy could be refined by evaluating experimentally
the operational costs (i.e. processing time, memory usage) due to the enforce-
ment of counter-measures, but this work goes beyond the scope of this article.
We can observe on the figure that the cost is decreasing, when the observ-
ability becomes higher. The lowest cost has been observed with Red Hat
Enterprise Linux 5, while the dataset does not correspond to the lowest num-
ber of vulnerability descriptions. This can be explained by the fact that some
countermeasures may cover a high number of potential vulnerability descrip-
tions, while others are only capable to address a specific one. Overall, the
cost induced by this proactive security strategy is not negligible for any of the
considered operating systems, and may be balanced by a better configuration
knowledge of the cloud provider infrastructures, as supported by our trusted
third party solution for cloud composite services.

Our C3S-TTP approach therefore provides interesting and relevant exper-
imental results. It is essential to consider potential limitations to gain a
complete perspective on its applicability. The knowledge given by the OVAL
vulnerability descriptions serves as the foundation for the assessment pro-
cess. For this, consistent and continuous updates are required for maintaining
vulnerability description datasets, and keep a performant vulnerability assess-
ment. It is also important to note that our solution is focused on the detection
of known vulnerabilities. Another aspect would be to extend the approach
to the case of unknown vulnerabilities, and therefore covering vulnerability
discovery. For instance, threat intelligence methods and techniques might be
integrated to our third-party architecture to cover such vulnerabilities, whose
descriptions are not yet available. Finally, achieving the balance between secu-
rity assessment and quality of service is essential. Critical migrations may
require immediate movements, which does not allow the necessary time to per-
form the desired security assessment. This goes in favor of an assessment that
is performed as much as possible in anticipation of the resource migration.

5 Conclusions and Future Work

The growing maturity of orchestration languages facilitates the building and
large-scale deployment of cloud composite services, whose elementary resources
may be hosted over several cloud providers and are subject to migrations over
time. These migrations lead to configuration changes that may introduce new
vulnerabilities. It is important to prevent these vulnerabilities to minimize
the attack surface of cloud composite services. However, vulnerability preven-
tion is challenged by the reluctance of stakeholders, namely the cloud tenant
and the cloud provider, to share precise configuration information regarding
respectively their cloud composite services and their cloud infrastructures,
this information disclosure posing also security issues. In that context, we
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have proposed an inter-cloud trusted third-party approach, called C3S-TTP,
for supporting configuration security in cloud composite services. This third-
party entity serves as an intermediate between the cloud tenant and the cloud
provider, and is responsible for collecting configuration information and pre-
venting configuration vulnerabilities before the migration of cloud resources.
We have first described the considered architecture and its main building
blocks, the trusted third party relying on a TOSCA interpreter and an OVAL-
based vulnerability assessment framework. We have specified an extension
of the TOSCA orchestration language, to support the interactions amongst
the trusted third party, the cloud tenant and the cloud provider. We have
formalized the assessment process performed by the trusted third party, by
considering vulnerability descriptions extracted from the official OVAL reposi-
tory. We have also developed a proof-of-concept prototype of this architecture,
implemented on top of our OVAL-based vulnerability assessment framework,
which exploits the open-source CVC4 SMT solver to analyze configurations
and detect potential vulnerabilities. Finally, we have performed extensive series
of experiments,in order to quantify the benefits and limits of our approach, in
comparison to a baseline solution without trusted third party. In particular, we
have shown to what extent the observability contributes to increase the perfor-
mance of vulnerability prevention, and to minimize risks related to vulnerable
configurations. The experimental results have shown that such observability
reduces the security assessment time for all the considered systems (CentOS
Linux, Red Hat Enterprise Linux, Microsoft Windows). In addition, the prob-
ability of having a vulnerable configuration decreases as the number of known
configuration properties about the cloud environment increases. The difference
between an observability of 10% and an observability of 100% is on aver-
age of 9.03% with CentOS Linux, of 13.6% with Red Hat Enterprise Linux,
and of 42.5% with Microsoft Windows Server. In the same manner, increasing
the observability reduces significantly the cost of activating security functions,
when following a proactive security strategy.

As future work, we are interested in considering optimization techniques to
proactively collect configuration information from cloud providers, and exploit-
ing complementary knowledge that may be provided by threat intelligence
platforms, such as the MISP sharing environment [41], in order to drive our
vulnerability prevention. We are also planning to work on guaranteeing the
security of the trusted third party itself, including the interactions amongst
the different stakeholders that should be supported by cryptographic security
protocols. Finally, we will investigate the integration of our configuration secu-
rity approach for cloud composite services to other security solutions proposed
in the area of federated clouds, in particular with respect to authentication
and control access.
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