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Abstract

This paper describes the system we submitted
to the SemEval 2023 Task 2 Multilingual Com-
plex Named Entity Recognition (MultiCoNER
II) in four monolingual tracks (English, Span-
ish, French, and Portuguese). Considering the
low context setting and the fine-grained tax-
onomy presented in this task, we propose a
system that leverages the language model rep-
resentations using hand-crafted tag descriptors.
We explored how integrating the contextual-
ized representations of tag descriptors with a
language model can help improve the model
performance for this task. We performed our
evaluations on the development and test sets
used in the task for the Practice Phase and the
Evaluation Phase respectively.

1 Introduction

Named Entity Recognition (NER) (Grishman and
Sundheim, 1996) consists in detecting groups of
words as named entities from a given sentence and
recognizing their type from an available list of en-
tity tags. According to the entity tags list size, the
NER task is classified as i) coarse-grained when
the list is small (such as names of people, organi-
zations, and locations, as proposed in the CoNLL
task (Tjong Kim Sang and De Meulder, 2003))
or ii) fine-grained for a more extensive list (Ling
and Weld, 2021). Additionally, we can distinguish
different named entity types, referenced as tradi-
tional (person, location) and non-traditional (titles
of creative work, such as a book or a song). Non-
traditional entities, also called complex entities,
are difficult to recognize due to problems such as
semantic ambiguity (Ashwini and Choi, 2014).

The SemEval 2023 Task 2 Multilingual Com-
plex Named Entity Recognition (MultiCoNER II)
(Fetahu et al., 2023b) evaluates NER systems ca-
pable of identifying semantically complex and am-
biguous named entities in 12 languages (English,
Spanish, Hindi, Bangla, Chinese, Swedish, Farsi,

French, Italian, Portuguese, Ukrainian, and Ger-
man) providing multilingual resources to this end.
Additionally, this task version proposes a fine-
grained entity taxonomy with more than 30 dif-
ferent entity tags and a complex test set composed
of low-context sentences divided into two subsets,
named “noisy” and “clean”. The “noisy” subset
(available for eight languages) includes corrupted
sentences that add noise on context tokens or entity
tokens to simulate errors. MultiCoNER II proposes
two types of evaluations: 12 monolingual tracks
and one multilingual track. A task constraint is
that multilingual models can not participate in the
monolingual tracks, and similarly, the monolingual
models can not participate in the multilingual track.
Also, a specific dataset is provided for each phase
of the evaluation: we adopt hereafter the term de-
velopment set for the Practice phase and the term
test set for the Evaluation phase.

Previous work identified complex entities in low-
context sentences by focusing on augmenting the
input query using external resources, training a
knowledge base retriever (Wang et al., 2022), or
using data-augmentation techniques (Gan et al.,
2022). Most of these works concentrate on improv-
ing the contextualized representations of the query;
however, less attention is given to the representa-
tions of the entity tags. We argue that contextual-
ized representations of the entity tags can benefit
the model’s performance, particularly for a fine-
grained entity taxonomy where some classes are
usually underrepresented. Our intuition is to asso-
ciate the input query entities with a clear definition
of their entity tags, leading to an adapted represen-
tation space where entities sharing the same tag
will have closer representations.

To this end, we defined rich and relevant con-
textualized tag descriptors to leverage the model
representations for this task. We define a tag de-
scriptor as combining a textual definition of the
tag and a hypernymy-based definition to capture
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the fine-grained taxonomic structure. We created
hand-crafted definitions in multiple languages. Our
system includes two different setups for the train-
ing and the test. For the training setup, we fine-
tuned a Pre-trained Language Model (PLM), XLM-
RoBERTa, computing contextualized representa-
tions for the query and the associated entity tag
descriptors obtained from the golden annotations.
Then, we aligned and aggregated both types of rep-
resentations. The final token representations are
then fed into a linear-chain Conditional Random
Field (CRF) layer (Lafferty et al., 2001) for named
entity prediction. For the test setup, we evaluate
our model using only the improved PLM and the
CRF layer. We tested our models in 4 monolingual
tracks: English, Spanish, French, and Portuguese.
Our experiments showed that injecting this knowl-
edge helps enhance the model performance and
shows consistent gain w.r.t the task baseline. Our
systems obtained the rankings 21/34, 12/18, 13/17,
and 14/17 for the English, Spanish, French, and
Portuguese tracks, respectively.

2 Related Work

Broadly known PLMs, such as BERT (Devlin et al.,
2018) and XLM-RoBERTa (Conneau et al., 2020),
leveraged the performance on multiple NER bench-
marks. This improvement has triggered the interest
of the NLP research community by finding better
setups to improve these models for the NER task.
Notably, we can observe a significant presence of
this type of model in the SemEval-2022 Task 11:
Multilingual Complex Named Entity Recognition
(MultiCoNER) (Malmasi et al., 2022b). The Multi-
CoNER task provided a multi-lingual dataset (Mal-
masi et al., 2022a) focused on detecting semanti-
cally ambiguous and complex entities in short and
low-context settings, which is more complicated
than recognizing traditional entities (Meng et al.,
2021). Based on this first version of the task, the
MultiCoNER II task adds two more challenges by
using a fine-grained entity taxonomy and simulat-
ing errors in the dataset.

Adding relevant context to the input phrase with
external lexical resources, such as knowledge bases,
helped to create improved token representations
that positively impacted the performance of the
MultiCoNER task (Wang et al., 2022). Similarly,
previous works proposed pre-training enhanced-
PLMs by fusing knowledge base representations
with PLMs to improve token representations, which

has been helpful in related NLP tasks (Zhang et al.,
2019; Peters et al., 2019). However, the main draw-
back of these approaches is the high computing
cost needed to pre-train the models, mainly due to
the additional network architectures they contain.
Another line of work explored the use of PLMs as
knowledge bases to retrieve (Petroni et al., 2019)
and inject facts (Talmor et al., 2020) of these ex-
ternal resources by translating them into textual
utterances and applying to these utterances the pre-
training task of the PLM. Based on these tech-
niques, our approach considers a tag descriptor
as the textual representation of a knowledge base
fact. We aim to inject and retrieve this information
helpfully into a PLM under a light training setup.

3 Data

The MultiCoNER 2 dataset (Fetahu et al., 2023a)
comprises a fine-grained tagset of 33 tags grouped
into six coarse-level categories (Location, Creative
Work, Group, Person, Product, and Medical). The
organizers provided 13 dedicated datasets for the
12 monolingual and multilingual tracks with train,
valid, and test splits. Each dataset follows the
CoNLL format, and the tag labels a BIO scheme.

We generated the tag descriptors using the fol-
lowing procedure. First, we identified each fine-
grained tag with its corresponding coarse-level
class in taxonomy. Then, we added definitions with
two widely used taxonomies in the research com-
munity, WordNet (Miller, 1995) and ENE (Sekine
et al., 2002), as references. If multiple definitions
were available, we selected the one whose hyper-
nym matched the coarse-level name class. We used
as a complementary resource the Wikipedia cate-
gory website when the category was found in none
of the primary sources. We created the definitions
initially in English. Then, we used an automatic
translation tool to obtain their corresponding Span-
ish, French, and Portuguese definitions. Finally,
we manually curated these translations to keep the
orthographic correction and the contextual sense of
the translation. Table 1 shows some examples of
the generated tag descriptors.

4 Methodology

In this section, we describe our NER system, which
comprises three modules: the Pre-trained Language
Model, the Tag-Descriptor Encoder, and the Infor-
mation Fusion modules, as shown in Figure 1. Our
approach trains a PLM with the architecture of
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Category Lang. Tag Descriptor

Medicine-
Symptom

EN A symptom is any sensation or change in bodily function that is experienced by
a patient and is associated with a particular disease. A symptom is a medical
term.

ES Un síntoma es cualquier sensación o cambio en la función corporal que experi-
menta un paciente y que se asocia a una enfermedad concreta. Un síntoma es
un término médico.

FR Un symptôme est toute sensation ou modification d’une fonction corporelle
ressentie par un patient et associée à une maladie particulière. Un symptôme
est un terme médical.

PT Um sintoma é qualquer sensação ou mudança na função corporal que é exper-
imentada por um paciente e está associada a uma determinada doença. Um
sintoma é um termo médico.

Location-
Human
Settlement

EN A human settlement is community of people smaller than a town. A human
settlement is a location.

ES Un asentamiento humano es una comunidad de personas más pequeña que una
ciudad. Un asentamiento humano es un lugar.

FR Un établissement humain est une communauté de personnes plus petite qu’une
ville. Un établissement humain est un lieu.

PT Um assentamento humano é uma comunidade de pessoas menor do que uma
cidade. Um assentamento humano é um lugar.

Table 1: Tag descriptors created for the fine-grained classes Symptom and Human Settlement in English (EN),
Spanish (ES), French (FR), and Portuguese (PT).

Figure 1 to improve and adapt the model represen-
tations for the task but we rely only on the PLM to
perform the evaluation. We take as input a sentence
composed of n tokens t = {t1, t2, ..., tn} for the
Pre-trained Language Model and Tag-Descriptor
Encoder. The Tag-Descriptor Encoder first expands
the input by concatenating the entity mention and
the hand-crafted entity tag descriptors; then, it com-
putes their contextualized representations. The Tag-
Descriptor Encoder provides such a representation
for each entity identified in the input sentence. We
align these subtokens representations with the out-
put representation of the Pre-Trained Language
Model and compute an aggregated representation
using the Information Fusion module. The com-
bined representations are passed to a CRF layer
that produces the label predictions.

Pre-Trained Language Model

Given an input sentence t, we use a PLM
to compute the contextualized representation
{t′1, t′2, ..., t′n} of tokens. Our system uses the XLM
RoBERTa (XLM-R) model because of its good per-
formance in this task. XLM-R is a multilingual
version of the RoBERTa model pre-trained in over

100 languages. In particular, we use the available
Hugging Face version (xlm-roberta-large).

Tag-Descriptor Encoder

From the annotated input of the training split, we
identify the entity mentions and their annotated
entity tag. We then expand each entity mention
by concatenating the tag descriptor to it. The tag
descriptor includes information based on the tag’s
definition and the fine-grained taxonomy’s hyper-
nymy. By adding the textual hypernymy definition,
we also search to leverage the knowledge base en-
coder capability of these models. Finally, the entity
tag name and the hand-crafted definition create an
input with the form: {e1, e2, ..., w1, ..., wn}. We
feed this input to another XLM-R to compute the
tokens representations and we select only the to-
kens belonging to the entity mention {e′1, e′2, ...}.

As an example, Figure 1 considers the query
q=“1967: the man who fell to earth (producer with
Michael Deeley)”. This query has two recognized
entity types: Visual Work (Vis), which is a type of
Creative Work, and Artist (Art), which is a type
of Person, corresponding to the subtexts “the man
who fell to earth” and “michael deeley”, respec-
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Pre-Trained Language Model the man who fell on earth is .....

1976 : the man who fell to earth ( producer with michael deeley )

t1 t2 t3 t4 t5

t'1 t'2 t'3 t'4 t'5 t'9 t'10

t9 t10

e'1 e'2

B-Vis I-Vis I-Vis I-Vis I-Vis B-Art I-Art

PLM Encoder

michael deeley. An artist is... An artist is a person.

e1 e2

e'1 e'2
...

Information Fusion

O O O O O CRF
layer

Tag-Descriptor Encoder

Expand input

Figure 1: Illustration of the model architecture.

tively. The Tag-Descriptor Encoder generates two
phrases by concatenating the tag descriptors to the
entities. Specifically, the generated phrases are
q1=“the man who fell to earth. A visual work is
[definition]. A visual Work is a creative work”, and
q2=“michael deeley. An artist is [definition]. An
artist is a person". Subsequently, we feed the PLM
encoder with q1 and q2. Finally, we obtain the cor-
responding token representations for the subtexts.

This module aims to improve the token represen-
tations by integrating contextual information from
the annotated tags. We do not train the elements in
the Tag-Descriptor Encoder because the obtained
representations were considered as informative.

Information Fusion

We compute an ensemble representation using the
Pre-Trained Language Model and Tag-Descriptor
Encoder modules. First, for each entity men-
tion, we align the token computed from the Tag-
Descriptor Encoder into the output representations
of the PLM. We added zero-vectors for subtoken
that do not belong to entities. We then perform an
average weighted sum to compute the final repre-
sentations:

(1− b) ∗ t′i + b ∗ e′i (1)

where b is a hyperparameter with values between
[0, 1].

Finally, we fed the CRF layer with the Informa-
tion Fusion representations to predict the best entity
tag sequences from all possible sequences.

5 Experiment and Results

Experimental Setup

We trained four models, one for each monolingual
track: English, Spanish, Portuguese, and French.
We used values of b = 0.15 for training, with a
learning rate of 2e − 5 for Spanish, French, and
Portuguese, and 1e − 5 for English, with a batch
size of 32. We trained for 5 epochs and used an
Nvidia RTX6000 graphic card. Our training time
was around 3 hours per model. We used a value of
b = 0 for testing.

5.1 Results

We analyzed our results for both evaluation sets,
development and test. We submitted four monolin-
gual models in their corresponding tracks during
the evaluation. At the time of the competition, there
were no official baseline scores. We implemented
non-official baselines with the base model and hy-
perparameters described by the task organizers.

For the development test set, we considered two
baselines. A first non-official baseline was obtained
by an XLM-RoBERTa model with a CRF layer1

and default settings for its hyperparameters (noted
XLM-R*) and another one by an optimized model
(noted XLM-R) with the best hyperparameters for
the respective languages. We used the same num-
ber of epochs for all models for fair comparisons.
However, using tag descriptors showed more gap
in performance at the first training steps.

1The scores are obtained from https://github.com/
modelscope/AdaSeq/tree/master/examples
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Model EN ES FR PT

XLM-R* 60.7 65.0 61.4 63.9
XLM-R 62.3 66.1 64.7 65.6
Our model 62.2 67.1 65.0 65.9

∆ / XLM-R* +1.5 +2.1 +3.6 +2.0
∆ / XLM-R -0.1 +1.0 +0.3 +0.3

Table 2: Macro-averaged F1 scores obtained for the
development set in the four tracks EN, ES, FR, and PT.

Table 2 shows the performance of these models
for the development test set and the improvements
made by our model. We first compare our model
with our general baseline XLM-R* through the ∆ /
XLM-R* row. Our model shows improvements in
all languages, with a more significant impact on the
French and Spanish tasks, up to 3.6 points on the
F1 score, and a lower impact on the English task.
Similarly, we compare our model with a more ro-
bust baseline XLM-R. Except for the English track,
we still observe improvements in all languages up
to 1.0 points on the F1 score. Furthermore, in Ta-
ble 3, we identified the fine-grained classes that
show constant improvement for all the languages.
Our results showed an improvement of up to 28.6
points on the F1 macro score obtained in different
languages. These results show that our model can
incorporate the provided tag information in all the
tested languages. However, a significant drawback
of our approach is that we obtained zero scores for
fine-grained tags unseen in training, showing an
important limitation in relying on annotations from
the training set.

For the test set, we include the best model in the
competition for each track, named the Top-1 model,
considered an upper bound. Scores computed by
the task organizers in the Evaluation Phase for the
test set are reported in Table 4. We also added

Class EN ES FR PT

OtherLOC +3.6 +1.7 +8.6 +3.6
HumanSettl +2.35 +2.2 +0.7 +2.3

Station +7.0 +10.6 +8.8 +7.0
MusicalWork +3.1 +0.5 +3.9 +3.1
WrittenWork +0.1 +5.3 +1.5 +0.1

OtherPER +3.9 +2.9 +3.6 +3.9
Symptom +28.6 +1.7 +5.8 +28.6

Table 3: Fine-grained tags improved by our model in
comparison with our baseline XLM-Rob.

Our model Top-1 Model

Track EN-English

clean 60.5 88.1
noisy 54.7 79.8

overall 58.7 85.5

Track ES-Spanish

clean 64.9 91.7
noisy 58.8 85.8

overall 62.9 89.8

Track FR-French

clean 61.3 91.6
noisy 53.7 85.1

overall 58.9 89.6

Track PT-Portuguese

clean 61.9 87.3
noisy 56.2 83.4

overall 60.0 86.0

Table 4: Macro-averaged F1 scores obtained in the four
mono-lingual tracks for the three types of the test set
(clean, noisy, and overall).

the scores reported for the two subsets, noisy and
clean. The final ranking is based on the overall
macro F1. The scores obtained for the test set are
similar to our scores for the development test, show-
ing that our models did not overfit. Although our
results suggest that injecting relevant context infor-
mation of the entity tag into the models helps to im-
prove performance, more is needed to outperform
other models that use external resources to lever-
age the model representations. Additionally, our
model is hindered by input simulation errors, de-
creasing its performance by 6.9%, 7%, 8.8%, and
6.3% on each of the English, Spanish, French, and
Portuguese tracks, respectively. However, this im-
pact is globally fairly the same for our model as for
the Top-1 model.

6 Conclusion

This paper describes our approach to improving
token representation for the NER task. We evalu-
ated the effectiveness of injecting context-relevant
information about tag descriptors to improve the
token representations of a PLM. The results for
the development and test sets showed important
improvements over the baseline when consider-
ing tag context information. Considering that the
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Top-1 model requires extensive computation and
textual resources for training and testing, we con-
sider that our proposition, that only requires very
limited additional knowledge, can be adopted as
a first step towards developing better approaches
for low-resource languages. In future work, we
will evaluate how to extract better representations
from the hierarchical fine-grained taxonomy and
adapt this improved version of XLM-RoBERTa
as a base model to other approaches, such as the
best-performing method of this evaluation.
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