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Abstract
1.	 Cancer is an understudied but important process in wildlife. Cancerous cells are 

proposed to have had significant effect on the evolution of metazoan species due 
to their negative effect on host fitness. However, gaining knowledge on the im-
pact of cancer on species and ecosystems is currently relatively slow as it requires 
expertise in both ecology and oncology. The field can greatly benefit from auto-
mation to reduce the need of excessive manpower and analyse complex ecological 
datasets.

2.	 In this commentary, we examine how machine learning has been used to gain 
knowledge on oncogenic processes in wildlife. Using a landscape ecology ap-
proach, we explore spatial scales ranging from the size of a molecule up to whole 
ecosystems and detail, for each level, how machine learning has been used, or could 
contribute to obtain insights on cancer in wildlife populations and ecosystems.

3.	 We illustrate how machine learning is a powerful toolbox to conduct studies at the 
interface of ecology and oncology. We provide guidance for the readers of both 
fields on how to implement machine learning tools in their research and identify 
directions to move the field forward using this promising technology. We dem-
onstrate how applying machine learning to complex ecological datasets will (a) 
contribute to quantitating the effect of cancer at different life stages in wildlife; 
(b) allow the mining of long-term datasets to understand the spatiotemporal vari-
ability of cancer risk factors and (c) contribute to mitigating cancer risk factors and 
the conservation of endangered species.

4.	 With this study, we aim to facilitate the use of machine learning to wildlife species 
and to encourage discussion between the scientists of the fields of oncology and 
ecology. We highlight the importance of international and pluridisciplinary col-
laborations to collect high-quality datasets on which efficient machine learning 
algorithms can be trained.
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1  | INTRODUC TION

Cancer is a group of diseases found in multicellular organisms in 
which cheating cells break cellular cooperation, go rogue, and ob-
tain the ability to evolve via Darwinian selection inside the host 
(Aktipis et  al.,  2015; Albuquerque et al., 2018). The emergence of 
cancerous cells is increasingly seen as a speciation event, in which 
a new parasitic species emerges, initiates a clade and consumes re-
sources from the host, impairing the host's health and fitness (Capp 
& Thomas, 2020; Duesberg et al., 2011). In most cases, malignant 
cells die with their host (in contrast, see the nine cases of transmis-
sible cancers; Dujon, Gatenby, et al., 2020; Ganguly et al., 2016; Loh 
et al., 2006; Metzger et al., 2016; Pye et al., 2016).

Species are exposed to cancer risk factors forming a dynamic 
landscape which can vary relatively fast in space and in time and can 
lead to an increase in cancer incidence (Dujon, Ujvari, et al., 2020; 
Pesavento et al., 2018). A typical example is the rapid change induced 
by human activities (Giraudeau et al., 2018; Pesavento et al., 2018), 
which increase exposure to carcinogenic substances in almost all 
ecosystems, intensifies habitat fragmentation and reduces genetic 
diversity, all of which escalates the likelihood to develop cancer 
in animals (see examples: sea turtles, Jones et  al.,  2016; belugas, 
Martineau et al., 2002; California sea lions, Browning et al., 2015).

The need for the collection of datasets to study oncogenic 
processes both in laboratories and in the wild is rapidly increasing 
(Dujon, Aktipis, et al., 2021). However, such studies are often labori-
ous to conduct, involve the use of a range of different methods and 
technologies (e.g. genetics, histology, bio-logging), and often multi-
ple experts trained in a range of disciplines (in oncology, behavioural 
ecology, chemistry; Dujon, Bramwell, et  al.,  2020; Schlemmer 
et  al.,  2018; Weinstein,  2018). In addition, many of those studies 
require tools able to make predictions efficiently (currently done 
mostly by human experts), with a real potential for facilitating them 
through automation. Indeed, the ability to learn the patterns present 
in complex ecological datasets will (a) contribute to the quantifica-
tion of the effect of tumours present at various stages in wildlife 
species for which data are currently lacking; (b) allow for the reanal-
ysis of long-term datasets (e.g. remote sensing, population censuses) 
to understand the spatiotemporal variability of cancer risk factors 
and predict future impacts; and (c) contribute to the mitigation of 
cancer risk factors to improve outcomes for the conservation of en-
dangered species (Dujon, Ujvari, et al., 2020; Hamede et al., 2020; 
Vittecoq et al., 2013).

The increasing need for predictive modelling has driven re-
cent advances in the use of machine learning algorithms in science 
(Dujon & Schofield, 2019; L'Heureux et al., 2017; Lecun et al., 2015). 
Machine learning performs predictive tasks by generalising infor-
mation from data samples (Domingos,  2012; Esteva et  al.,  2021; 
L'Heureux et al., 2017; Lecun et al., 2015) and are used in situations 
in which robust statistical inference is often considered less import-
ant as having a robust predictive model (and often machine learn-
ing is used to annotate data which is subsequently analysed within 
the inferential framework; Bzdok et al., 2018). In the context of the 

study of the ecology of cancer such prediction tasks include, for ex-
ample, the detection of internal or external tumours in imagery data 
or individual cancerous cells in liquid biopsies or histology samples 
but also finding cancer in individuals based on metabolite profiles. In 
addition, machine learning can be used to determine which species 
an individual belongs to, annotate its behaviour, obtain information 
on its habitat, but also on its exposure to chemicals and other risk 
factors (Cardoso et al., 2018; Kourou et al., 2015; Kumar et al., 2015; 
Salem et al., 2017). Those tasks are often time-consuming and could 
be considerably hasten using machine learning tools to satisfy the 
increasing demand in oncological expertise.

Over the past decade, and with the emergence of deep learning, 
convolutional neural networks have gained a raising popularity to 
classify image samples (Esteva et  al.,  2021; Lecun et  al.,  2015). In 
contrast, support vector machines, random forests and K-means 
clustering algorithms are often used to solve a broader range of 
prediction tasks (i.e. using gene expression, metabolome or pa-
tient records data; Domingos, 2012; L'Heureux et al., 2017; Lecun 
et al., 2015), see Box 1. It is therefore time to assess how machine 
learning has the potential to facilitate studies investigating the im-
pact of cancers on wildlife species and ecosystems. In addition, it is 
important to identify the challenges that these approaches need to 
overcome.

In this paper, we review how machine learning has been used so 
far to study cancer using examples from both human and wildlife 
species. We also provide future directions in which machine learning 
would greatly contribute to our improved quantification of the effect 
of cancer on ecosystems. Finally, we outline challenges and recom-
mendations to the reader on how to implement machine learning al-
gorithms to analyse data in their study system. With this publication, 
we aim to illustrate how machine learning can improve the feasibility 
of studies on cancer in wildlife species and ecosystems and highlight 
the suitability of machine learning for their management and conser-
vation (Hamede et al., 2020). By demonstrating the applicability and 
benefit of machine learning techniques to study cancer in the wild, 
we also pave the path for future studies investigating other commu-
nicable and non-communicable wildlife diseases.

2  | APPLIC ATION OF MACHINE LE ARNING 
FOR THE DETEC TION OF C ANCER IN 
WILDLIFE SPECIES

The landscape ecology of cancer is a dynamic and complex net-
work of interactions between risk factors within nested spatial 
scales ranging from molecular mechanisms in a cell, through the in-
dividual, to the level of populations and entire ecosystems (Daoust 
et al., 2013; Dujon, Ujvari, et al., 2020). This network of interactions 
ultimately determines the emergence, progression or disappearance 
of tumours in a host. Here we detail how machine learning can be 
used to obtain information about the effect of cancer on wildlife 
species at four key spatial scales: the cell, the individual, the species 
and the ecosystem (Figure 1).
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3  | AT THE CELLUL AR LE VEL

3.1 | Analysis of omics datasets

Cancerous cells have an altered metabolism that allows them to sur-
vive as rogue cells in the host organism, often reactivating ancient 
‘genetic programmes’ that are present in all metazoan cells (Capp & 
Thomas, 2020; Kaushik & DeBeradinis, 2018). This implies that bio-
markers that distinguish cancerous cells from healthy ones can be 
isolated and used in diagnostics, as evidenced by studies in humans 

(Kaushik & DeBeradinis, 2018). However, identifying suitable biomark-
ers to detect cancerous cells in liquid or solid biopsy samples of wild-
life species is currently a key challenge that remains to be addressed 
(Dujon, Aktipis, et al., 2021; Hamede et al., 2020). Machine learning 
is increasingly used to study cancer-specific biomarkers, facilitating 
the processing of large datasets generated by the screening of the ge-
nome, epigenome and transcriptome and that could also be beneficial 
for wildlife species (Lee et al., 2020). For example, machine learning 
(random forests) was used to investigate devil facial tumour disease 
biomarkers in the serum of Tasmanian devils Sarcophilus harrisii, and 

BOX 1 Popular machine learning methods in ecology and oncology

Unsupervised learning

The aim of an unsupervised machine learning algorithm is to automatically find patterns in a dataset (e.g. different categories or 
clusters, as opposed to a supervised algorithm which requires them; Domingos, 2012). A popular unsupervised machine learning al-
gorithm is the K-means clustering algorithm which finds clusters of observations with similar characteristics in a dataset (Jain, 2010). 
Unsupervised machine learning algorithms are useful in exploratory analysis because they can identify patterns that may not be obvi-
ous in the raw data, as for example when analysing omic datasets (Valletta et al., 2017). In addition, unsupervised machine learning 
algorithms perform well when the groups present in the data are very distinct from each other (i.e. they can be useful in detecting 
anomalies such as tumour cells, or abnormal behaviour in tumour-bearing individuals). Recent advances in deep learning are currently 
making rapid progresses towards fully unsupervised learning in the medical field which could be translated to wildlife species (Esteva 
et al., 2021).

Support vector machines

Support vector machines are supervised algorithms that construct a set of boundaries (i.e. hyperplanes) in an N-dimensional space 
(with N being the number of variables included in the model) to classify records in a dataset in multiple categories (Thessen, 2016). 
Support vector machines often perform relatively well when given labelled training data and have been used to predict susceptibil-
ity to cancer based on single nucleotide profiles (Kourou et al., 2015), classify histology samples (Komura & Ishikawa, 2018), predict 
habitat types (Mountrakis et al., 2011) and classify animal behaviours (Valletta et al., 2017).

Random forest

Random forests are supervised algorithms that operate by constructing a multitude of weak decision trees and by aggregating them 
to compute a prediction following a bootstrapping approach (hence the term random forest). The predictions returned by a random 
forest algorithm outperform those returned by each of the constituting trees. Random forests are one of the most widely used 
machine learning in ecology (Dujon & Schofield, 2019; Kampichler et al., 2010; Thessen, 2016; Valletta et al., 2017). They have also 
been used to classify cells as healthy or malignant based on their shape (Kumar et al., 2015), and map the habitat or the behaviour of 
species (Cutler et al., 2007; Valletta et al., 2017).

Artificial neural networks and convolutional neural networks

Artificial neural networks are supervised machine learning algorithms that mimic the way the human brain analyses and processes 
information and are mostly used to classify records in a dataset. In the last 10 years, the popularity of artificial neural networks has 
greatly increased due to their ability to efficiently solve classification tasks, analyse large amount of data and a wider availability in 
hardware able to perform their costly computation (Jordan & Mitchell, 2015; Lecun et al., 2015). Convolutional neural networks are 
a subclass of artificial neural networks dedicated to the processing and classification of imagery data (e.g. histology slides, animal 
pictures; Esteva et al., 2017; Minakshi et al., 2017; Wäldchen & Mäder, 2018; Weinstein, 2018). The most advanced convolutional 
neural network algorithms are currently able to classify the content of whole pictures and accurately delineate different regions 
within them (Gray et al., 2019; Redmon et al., 2015; Ren et al., 2015; Temitope Yekeen et al., 2020).
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has facilitated the identification of a peptide biomarker specific to the 
transmissible cancer afflicting the species (Karu et al., 2016).

3.2 | Histology

The need for accuracy in histopathologic diagnosis of cancer is in-
creasing as cancer therapy in humans requires accurate cancer type 
identification (Acs et al., 2020). Cancerous cells often have abnormal 
shapes with modified cell membranes or nuclei, and tend to cause 
disorganised cell arrangements which can be detected by a machine 
learning algorithm that is able to distinguish cancerous cells from 
healthy ones in histology samples (Komura & Ishikawa, 2018; Kumar 
et al., 2015, 2020). Within a species, machine learning algorithms are 
increasingly being used to automatically detect single or groups of 
malignant cells and determine if a sample contains cancerous cells 
(Schmidt et al., 2018; Sikpa et al., 2019). Such algorithms allow to an-
notate a large number of samples faster and often with comparable 
accuracy and precision compared to manual screening by a trained 
expert (Esteva et al., 2017; Hekler et al., 2019).

Designing machine learning algorithms that can detect cancer-
ous cells in multiple species is challenging, but not impossible, and 
can be achieved using unsupervised anomaly detection models 
(e.g. using generative adversarial networks, Ren et al., 2019; Schlegl 
et al., 2019). Given enough samples, such models are likely to be able 
to identify different cell types which can then be verified by scien-
tists to determine if they are neoplastic and iterated to improve the 
tunning of the model. This approach has been successfully applied 
to human samples and could be translated to wildlife species (Schlegl 
et al., 2017, 2019). Since the approach is unsupervised, it would allow 
the screening of species for which we have little information avail-
able as long as cancerous cells have a different observable pheno-
type compared to healthy ones.

3.3 | Detection of tumour cells in liquid biopsy

The detection of circulating tumour cells within the lymphatic system 
or blood vessels is currently challenging because their concentration 
is usually relatively low (e.g. in humans and dogs, Alix-Panabières & 

F I G U R E  1   The potential of machine learning to obtain insights on the effect of cancer on species and ecosystems from the cellular to 
ecosystem scale
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Pantel, 2021; Crowley et al., 2013; Pantel & Alix-Panabières, 2010; 
Wright et  al.,  2019). Detecting circulating tumour cells in humans 
and mammals requires extremely sensitive and specific analytical 
methods. This classification can be done manually or using a ma-
chine learning algorithm to automate the process (Li et  al.,  2019; 
Wang et  al.,  2020). After an enrichment step used to concentrate 
cells into a small sample, each cell is classified as being healthy or 
cancerous using immunological, molecular or functional assays (Alix-
Panabières & Pantel, 2021; Pantel & Alix-Panabières, 2010). Liquid 
biopsy provides promising opportunities for the analysis of blood 
samples from vertebrates (Chmielewska et  al.,  2013), or haemo-
lymph from invertebrates, and will, for example, contribute to the 
detection of elusive transmissible cancers (Bramwell et  al.,  2021; 
Burioli et al., 2019). The technique is particularly useful for bivalves 
in which cancer is predicted to be a widespread and global disease 
(Dujon, Bramwell, et al., 2021), especially to detect enlarged, poly-
ploid and abnormally shaped neoplastic cells in haemolymph sam-
ples. This would also facilitate long-term environmental monitoring 
and the acquisition of baseline data we are currently lacking (Kumar 
et al., 2015; Rodellar et al., 2018; Sikpa et al., 2019).

At the cellular level, machine learning could allow a time and 
cost-effective annotation of large sample collections accumulated 
by wildlife managers (especially blood) and veterinary practitioners 
(blood, histology and biopsy). For all methods described above, it is 
expected that the integration of machine learning into routine care 
will be a milestone for the healthcare sector in the coming decades, 
and subsequently will translate into improved ability to detect can-
cer in wildlife species (Acs et al., 2020).

4  | AT THE ORGAN LE VEL

4.1 | Internal and external solid tumours

At the organ level, the detection of solid tumours often relies on 
the identification of subtle differences between neoplastic and 
healthy tissues on imagery data (e.g. radiography, photography, 
computerised tomography scan). The analysis and interpretation of 
imaging data require trained subspecialists who are in high demand 
(Schlemmer et al., 2018). Recent advances in machine learning algo-
rithms have made great strides in automatically detecting tumours 
in human medical imaging data (Bi et al., 2019; Esteva et al., 2021), 
with a performance that can even surpass human experts in task-
specific applications (e.g. skin mole, lung and brain tumour detec-
tion, Akselrod-Ballin et al., 2016; Esteva et al., 2017).

The algorithms developed to detect cancer in humans can also 
be translated to the detection of tumours in animal imagery data, 
as illustrated by studies that used machine learning to detect can-
cer in the neck or tongues of mice (Lu et al., 2018; Ma et al., 2017) 
and classify skin tumours or to distinguish between meningio-
mas and gliomas in the brain of dogs (Banzato et al., 2018; Zapata 
et al., 2020). Imaging technologies coupled with machine learning 
also have the potential to allow precise volumetric delineation of 

tumour size at multiple time points and to simultaneously track mul-
tiple lesions (Bi et al., 2019) and would also be particularly useful for 
detecting early-stage tumours in wildlife species. This data is very 
valuable to obtain insights on tumour progression, and to test novel 
hypotheses (e.g. the group phenotypic composition hypothesis; 
Capp et al., 2021) exploring the reasons why only a small fraction 
of tumours reach the metastatic stage (Dujon, Capp, et al., 2021; 
Luzzi et al., 1998). Indeed, theoretical modelling predicts that in the 
wild, animals with cancer will be rapidly eliminated because of the 
additional costs associated with the tumour burden (Perret et al., 
2020; Vittecoq et al., 2013). This implies that it would be difficult to 
observe the late stages of metastatic cancers in most wild species 
(i.e. prey species) and it is of key importance to be able to detect 
precancerous lesions before an animal dies and ecologically rele-
vant information is lost.

Precancerous lesions have already been observed in a number of 
species, for example, in the liver of flatfish or the digestive tube of 
sea turtles (Lima et al., 2019; Myers et al., 1991). In humans, precan-
cerous lesions are often present in much larger numbers compared 
to cancerous ones (Bi et al., 2019; Folkman & Kalluri, 2004; Gould 
et al., 2015) and machine learning algorithms have been developed 
to distinguish between them to reduce over-diagnosis (Song et al., 
2017). It is very likely that the same trends apply to wildlife species 
(Thomas et al., 2018). At the organism level, machine learning could 
take advantage of samples collected by non-specialists to enable 
managers, hunters and fishermen to perform routine monitoring of 
wildlife health.

5  | AT THE SPECIES LE VEL

5.1 | Species identification

The quantification of the effect of cancer risk factors in wildlife 
often requires the identification of the causative agent. This is, for 
example, the case for parasites (helminths, protozoans, arthropods 
and others) that are well-known causes of cancer in both human 
and wildlife populations (Brindley et  al.,  2015; Ewald & Swain 
Ewald,  2014; Jones et  al.,  2016). Machine learning can automate 
species identification, for example, by identifying helminth eggs in 
urine and stool samples (which could be applied to the stool of elu-
sive or nocturnal species; Holmström et al., 2017), including cancer-
causing helminth species such as Schistosoma haematobium (Brindley 
et  al.,  2015). Blood-sucking arthropods also contribute to cancer 
burdens in animal populations by carrying cancer-causing pathogens, 
and possibly even cancerous cells (see Arnal et al., 2020). Preliminary 
studies with promising results have investigated the potential of ma-
chine learning to create smartphone applications to identify mos-
quito species, with the potential to facilitate surveys in remote areas 
(Minakshi et al., 2017; Motta et al., 2019). Similarly, machine learning 
has been used to identify triatomine species (Triatoma sp, Khalighifar 
et  al.,  2019), the vectors of Trypanosoma cruzi, a parasite that has 
antiangiogenic and anti-tumoral properties (López et al., 2010).
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In aquatic ecosystems, the frequency of phytoplankton blooms 
has been increasing, and the carcinogenic toxins produced by these 
events most likely contribute to elevated tumour burden in species 
inhabiting these ecosystems (Bláha et al., 2009; Hallegraeff, 1993). 
For example, sea turtles exposed to brevetoxins produced by red 
tide algal blooms have decreased body condition and increased ox-
idative stress levels that have been correlated with fibropapilloma-
tosis tumour growth (Perrault et  al.,  2017). Embedded in portable 
flow cytometers, machine learning algorithms can identify toxic phy-
toplankton species in the field during algal blooms, and therefore, 
aid the monitoring of these toxic events (Gӧrӧcs et al., 2018). In the 
laboratory, machine learning can complement experts to identify 
oncogenic species in water samples (i.e. toxic dinoflagellate species; 
Culverhouse et al., 2003).

Quantify the effect of cancer on ecosystems will very likely re-
quire longitudinal studies in which multiple animals of a same spe-
cies, with or without cancer, are being monitored over time (Dujon, 
Ujvari, et al., 2020; Ruiz-Aravena et al., 2018). Such studies require 
each individual to be repeatedly identified with a high accuracy 
which is currently primarily done manually. Promising studies (rang-
ing from coral to mammals; Weinstein, 2018) indicate that machine 
learning can facilitate this task and could complement similar estab-
lished methods to repeatedly identify individuals on commonly used 
devices such as cameras traps, or video/sound recorders (Dujon, 
Ierodiaconou, et al., 2021; Siddiqui et al., 2018; Tabak et al., 2019; 
Wäldchen & Mäder, 2018; Weinstein, 2018).

5.2 | Behavioural classification

Alike parasitic infections, cancer is known to alter the behaviour of 
the host (Vittecoq et al., 2015). Humans with cancer often experi-
ence mood alteration, sleep disorders and a state of pain (Stepanski 
et al., 2009). Altered behaviour in response to cancer has also been 
observed in multiple animal species. For example, cancerous com-
mon fruit flies Drosophila melanogaster can discriminate between in-
dividuals at different stages of tumour development and selectively 
choose their social environment accordingly. Cancerous individuals 
kept in isolation exhibited faster tumour progression than flies kept 
in groups of other cancerous individuals (Dawson et  al.,  2018). In 
addition, female flies with tumours reproduced, on average, 2 days 
earlier than healthy ones to adapt their reproductive strategy in re-
sponse to tumour progression (Arnal et  al., 2017). Cancer in juve-
nile sea turtles Chelonia mydas increase the proportion of time they 
spend resting (Brill et al., 1995) and can trigger a basking behaviour 
not observed in healthy individuals (Swimmer,  2006). In Ukraine, 
great tits Parus major and flycatchers Ficedula hypoleuca avoid nest 
boxes located in areas heavily contaminated by radioactive elements 
(Møller & Mousseau,  2007), likely as a cancer avoidance strategy 
(Boutry et al., 2020).

Experiments investigating the effect of cancer on a host spe-
cies usually involve the recording of behaviour by a human ob-
server or with the help of cameras or other devices from which the 

behavioural states can be inferred (Weinstein, 2018). However, the 
manual analysis of the data can be painstakingly time-consuming 
(Kain et al., 2013; Valletta et al., 2017; Weinstein, 2018). To speed 
up data analysis, machine learning models have been developed to 
automatically annotate the behaviour of a range of species such as 
hydras (Han et al., 2018), mice (de Chaumont et al., 2019) and dro-
sophila (Kain et al., 2013) based on video records in laboratories. The 
use of such algorithms could be extended to study the effect of can-
cer on studied species and to create detailed behavioural maps that 
may allow the detection of subtle differences in the behaviour of 
healthy and tumour-bearing individuals (Berman et al., 2014).

In the wild, machine learning can be used to study the behaviour 
of animals and the space use of animal within the well-established 
field of movement ecology (Nathan et al., 2008). As species move 
in their cancer risk landscape, their exposure to carcinogenic sub-
stances will vary accordingly (Dujon, Ujvari, et al., 2020; Giraudeau 
et al., 2018; Pesavento et al., 2018). Tracking animals could poten-
tially allow to measure their exposure to cancer risk factors but 
also detect and quantify alterations in their behaviour due to on-
cogenic processes. For example, a study on juvenile sea turtles C. 
mydas in Hawaii using acoustic telemetry found that individuals 
with fibropapillomatosis were less active during night time com-
pared to healthy individuals, indicating that they spend more time 
resting on the seabed (possibly due to the energetic cost of tumour 
burden; Brill et  al.,  1995). Similarly, a tracking study of Tasmanian 
devils in Australia showed that the home range size of animals de-
creased since the apparition of a deadly transmissible cancer, likely 
because as the population size decreased, the per capita resources 
increased with animals requiring less space to acquire them (Comte 
et  al.,  2020). Here, machine learning can be used to considerably 
reduce the time required to annotate and predict the behaviour of 
animals tracked with a range of telemetry technology such as Global 
Positioning System (GPS) or accelerometers (Bidder et  al.,  2014; 
Chakravarty et al., 2019; Yu et al., 2021) and to obtain valuable in-
formation on species that can be otherwise difficult to monitor (e.g. 
Dujon et al., 2019; Schofield et al., 2017). For example, by provid-
ing both GPS location and behavioural states (using accelerometers) 
bio-logging will likely also be particularly useful to study the cancer 
risk landscape and infer the exposure to stressors of long-distance 
migratory species. In addition, machine learning models can often be 
easier to implement compared to more traditional animal movement 
models (Wijeyakulasuriya et al., 2020).

5.3 | Body condition

The energetic cost of bearing tumours increases as a cancer pro-
gresses and is often associated with a decrease in body condition 
in both humans and wild species (Friesen et  al.,  2015; Nicholson 
et al., 2018; Ruiz-Aravena et al., 2018). In addition to provide infor-
mation on a species' life-history traits, the measurement of the body 
condition of individuals over time can be used as non-specific indica-
tion of the presence of a cancer (Nicholson et al., 2018) but also of 
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the progression of the tumour burden (see e.g. Ruiz-Aravena et al., 
2018). However, it can be difficult to measure the body condition 
of elusive, endangered or simply overly heavy species. The use of 
emerging technologies, such as unmanned aerial vehicles, comple-
mented by machine learning offers a promising avenue to measure 
the body condition of wildlife in a non-invasive way. This approach 
has already been applied to whales (Christiansen et al., 2016; Gray 
et  al.,  2019) and machine learning was used to automatically es-
timate the body condition of the animals in three species (Gray 
et  al.,  2019). This sugests the technique would a be valuable tool 
to obtain information for the beluga whales Delphinapterus leucas 
in which the prevalence of cancer is high (Martineau et al., 2002). 
Very similarly, the body condition of pinnipeds such as Australian sea 
lions Neophoca cinerea, and other pinniped species, can be inferred 
from photogrammetry (Allan et al., 2019; Hodgson et al., 2020), and 
machine learning automation could be implemented and translated 
to monitor species such as the California sea lion Zalophus califor-
nianus with a high prevalence of urogenital carcinoma (Browning 
et al., 2015).

6  | AT THE ECOSYSTEM LE VEL

The effect of cancer at the ecosystem level is currently understudied 
but can be significant (Vittecoq et al., 2013). For example, >80% of 
Tasmanian devils died over a short span of 25 years due to trans-
missible cancers. Devils being top predators and scavengers, their 
population decline has greatly affected the Tasmanian ecosystem 
(Cunningham et al., 2018; Hollings et al., 2014, 2016). Species inhab-
iting an ecosystem evolve in cancer risk landscapes. Such landscapes 
describe how spatiotemporal variability affect cumulative cancer 
risk exposure and the likelihood of species of developing cancer dur-
ing their lifetime (Dujon, Ujvari, et al., 2020). Machine learning of-
fers a range of algorithms commonly used to analyse remote sensing 
datasets facilitating the mapping of a range of environmental fac-
tors that influence the cancer risk landscape (Blaschke, 2010; Cutler 
et al., 2007; Dujon & Schofield, 2019; Kampichler et al., 2010).

6.1 | Habitat distribution

A number of cancer risk factors are differentially affected by the 
habitat type (exposure to ultraviolet, pollution, habitat fragmenta-
tion, see Dujon, Ujvari, et al. (2020) for a review). Machine learning 
has been used to map habitat types in a diverse range of ecosystems 
(Blaschke, 2010; Dujon & Schofield, 2019; Mountrakis et al., 2011; 
Qian et  al.,  2015) but also human-induced environmental deg-
radation such as contamination by hydrocarbon spills (Temitope 
Yekeen et al., 2020), radioactive fallouts (Varley et al., 2016) as well 
as habitat fragmentation (Qian et al., 2015) or light pollution (Xue 
et al., 2020). The increased use of machine learning in habitat map-
ping will directly benefit the study of the effect of cancer on species 
and ecosystems.

6.2 | Species distribution

Determining how species interactions within an ecosystem (e.g. 
predator/prey interactions, grazing, parasitism, bioturbation, etc.) 
contribute to their cancer risk, and how the oncogenic processes as-
sociated with those taxa impact ecosystem functioning requires the 
determination of their spatial distribution. This is important as we are 
currently in a context of increasing oncogenic pressures on ecosys-
tems and we have little knowledge of how biodiversity hotspots (or 
areas of high ecological values) overlap with area of high cancer risk 
(Dujon, Aktipis, et al., 2021; Vittecoq et al., 2013). Machine learn-
ing has been used to map the distribution of large number of plant 
and animal species (Dujon & Schofield,  2019; Tabak et  al.,  2019; 
Wäldchen & Mäder, 2018) including mosquitoes (Früh et al., 2018; 
Hardy et  al.,  2019) and helminths (Xia et  al.,  2019), the latter also 
being associated with increased cancer risk. In Hungary, Erdélyi 
et al.  (2009) used a random forest algorithm to estimate the wider 
distribution area of an endemic papillomavirus infection associated 
with skin tumours in the Roe deer Capreolus capreolus. In Hawaii, 
Williams et al.  (2010) used a very similar machine learning method 
to model the distribution of Porites growth anomalies, a tumour-
like disease of coral. Machine learning has also aided in the identi-
fication of other potential animal reservoirs of zoonoses (Wardeh 
et al., 2020); the mapping of algal toxic blooms (Grasso et al., 2019); 
and has also been used to create metapopulation models and species 
interaction maps in the Tasmanian devil (Siska et al., 2018).

7  | MACHINE LE ARNING IN APPLIC ATION

Current applications of machine learning clearly indicate the great 
potential of these techniques across different disciplines; however, 
a number of challenges need to be considered. First, we recom-
mend strong collaborations between the field of ecology, oncology, 
and machine learning due to the fast development and expansion 
of the latter (Jordan & Mitchell, 2015). In addition, we also recom-
mend that scientists outside the field of machine learning familiarise 
themselves with machine learning methods (in the same way they 
learn classical statistical analyses methods, see Olden et al., 2008; 
Domingos, 2012; Chicco, 2017; Dujon & Schofield, 2019 for an in-
troduction to machine learning, see also Table 1). Before implement-
ing a machine learning algorithm to study cancer, a scientist should 
consider several key points (Wagstaff, 2012). Machine learning, like 
any other statistical tool, is not an end by itself and can only gener-
ate new insights and add value to a study if it is associated with a 
good biological question to answer (Wagstaff, 2012). As such, ma-
chine learning would be especially useful if paired with one of the 
key questions recently identified in the field of ecology and evolu-
tion of cancer (see the list of 84 key questions from Dujon, Capp, 
et al., 2021), especially if it requires a large amount of automation 
(Figure  2). For example, such algorithms would facilitate the an-
notation of data which can then be included in inferential model-
ling approaches to improve our knowledge of how human activities 
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are modifying the prevalence of cancers in wildlife species (which 
is expected to increase as the number of contaminants released in 
ecosystems increases, Bramwell et al., 2021; Giraudeau et al., 2018; 
Pesavento et al., 2018), or to obtain data on the importance of can-
cer in ecosystem functioning (i.e. theoretical modelling predicts that 
prey with cancer are rapidly eliminated from the ecosystem by pred-
ators; Perret et al., 2020). Similarly machine learning algorithms can 
contribute to the detection of new transmissible cancer lineages that 
are elusive but predicted to be widespread (Capp et al., 2021; Dujon, 
Bramwell, et al., 2021; Metzger et al., 2016; Skazina et al., 2021).

Data availability is also an important consideration (Figure  2). 
Machine learning algorithms learn patterns from the data they are 
trained on; therefore, data quality largely determines model quality 
(Marx, 2019). Since cancer detection can be a relatively difficult task 
(especially in wildlife), training the algorithms to ease diagnostic could 
require relatively large datasets (Marx, 2019, Figure 2). The dataset 
size required to train a machine algorithm varies depending of the 
model type and of the task to solve (e.g. the number of samples re-
quired to train a convolutional neural network can be greatly reduced 
using transfer learning; Khan et al., 2019). An approach to determine 
the required size for a dataset is to split it and to train a machine learn-
ing algorithm by iteratively increasing the amount of data incorporated 
in the training process while monitoring how the increase in data in-
creases your accuracy. At the cellular level, generation of high-quality 
reference datasets requires the compilation of genomic and proteomic 
information from a range of wildlife species, an ongoing task (see, e.g., 
the Ensembl repository which contains the genome of >300 verte-
brate species, www.ensem​bl.org). At the organ level, histology data-
sets including samples from healthy and cancerous individuals must be 
compiled, for example using historical collections and then identifying 
needs for the collection of new data (e.g. Sikpa et al., 2019, trained 
their algorithm on 100 whole histology slides to detect tumours in 
mouse brains). In addition, it will also be important to share these 
datasets with the wider community to foster new ideas and refine ap-
proaches to train machine learning. Almost as important as creating 
reference datasets will be to share model architecture that performed 
well, but also that did underperformed, as to reduce the time required 
to develop efficient monitoring tools (Marx, 2019).

With this commentary, we have illustrated how machine learning 
is a powerful tool to add to the toolbox of both ecologists and on-
cologists. While the efforts required to train such machine learning 
algorithms will require initial large collaborations (as evidenced by 

the recent advance in machine learning applied to human cancers), 
once properly developed they hold great potential for satisfying the 
increasing need for expert analyses. Answering these questions are 
of key importance to mitigate the effect of cancer on wildlife and 
implement efficient management strategies (Hamede et al., 2020).
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TA B L E  1   Commonly used machine learning methods encountered in the field of ecology and evolution of cancer and suggested R and 
Python packages to implement them (adapted from Dujon & Schofield, 2019)

Machine learning algorithm R packages Python packages Useful sources

Random forest rf scikit-learn Cutler et al. (2007) and Strobl et al. (2009)

Support vector machine e1071 scikit-learn Hsu et al. (2008)

K-means clustering Stats, ClusterR scikit-learn Jain (2010)

Convolutional and artificial neural network keras tensorflow, keras Chollet (2015)

Imagery thresholding and segmentation imager OpenCV Zou et al. (2016)

F I G U R E  2   Diagram comparing the relative complexity and 
sample size of studies investigating the effects of cancer on species 
and ecosystems. A task can be considered complex because the 
data contains many dimensions (e.g. omics data), the properties of 
cancerous cells are close from those of healthy cells (e.g. certain 
type of tumours looks very similar on imagery data) or contain high 
spatiotemporal dependency (e.g. movement and other mapping 
data). The relative complexity and sample size of studies required 
to advance the field is represented as a red square. The human 
and computer icons represent areas of the diagram in which the 
analysis of the data by fully trained human specialists or by machine 
learning algorithm, respectively, would be in the majority of cases 
the most efficient solution. As the field progresses, it is expected 
that the complexity and sample size of studies will increase and 
will benefit from the advancements of machine learning. For 
convolutional neural networks, the sample size required to train 
a model can sometimes be considerably reduced using transfer 
learning
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