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Exact solutions for signal propagation along an excitable transmission line.

Arnaud Tonnelier
Univ. Grenoble Alpes, Inria, CNRS, Grenoble INP, LJK, 38000 Grenoble, France.”
(Dated: December 7, 2023)

A simple transmission line composed of pulse-coupled units is presented. The model captures the
basic properties of excitable media with, in particular, the robust transmission of information via
traveling wave solutions. For rectified linear units with a cut-off threshold, the model is exactly
solvable and analytical results on propagation are presented. The ability to convey a non-trivial

message is studied in detail.

I. INTRODUCTION

Nonlinear media have been largely used for their
information-processing capabilities, and, among them,
excitable media have became a paradigm for performing
natural or unconventional computing [11, 17]. A bit of in-
formation is physically represented by a pulse excitation
and a group of pulses delivers a message [2]. The non-
equilibrium properties of the medium can be used to gen-
erate nontrivial messages and, in spatially extended sys-
tem, the question of information transmission is closely
related to the existence of traveling wave solutions. The
ability of discrete excitable media to support nonlinear
waves is well known in biology [23] but has also been
observed in geochemical systems [15], chemical reaction
kinetics [37], and in engineered systems [24, 25], to men-
tion few of them. Traveling waves are directly involved in
information processing as for instance in visual percep-
tion [38] and more broadly in the functions performed by
the nervous system [1]. The temporal structure of the
wave plays an important role in the neural processing of
sensory stimuli. In particular, the synaptic plasticity, in-
volved in learning and memory, crucially depends on the
precise timing of pulses [22].

A fundamental issue in the study of collective dynamics
is to unravel the complex relation between interactions
and dynamics, specially for functionally meaningful tra-
jectories, i.e. having non-trivial spatio-temporal profiles
[20, 31]. In most natural systems, the precise network
structure is unknown and information about the connec-
tivity is obtained indirectly from activity measurement
[26]. The absence or presence of a connection, or the hi-
erarchical structure of the network, can be inferred from
the dynamical response properties [3, 30]. In this con-
text, we raise the following question: given a network
structure, say regular lattice, all-to-all connectivity, or
random network, is it possible to derive information on
connectivity strength from signal propagation? It is well
documented that a weak connectivity does not allow for
propagation, a phenomenon known as propagation fail-
ure. The strength of each connection shapes the dynam-
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ics of propagation but finding the precise relation be-
tween traveling waves and network connectivity remains
a challenging problem.

Detailed models provide a comprehensive description of
excitable networks but they are rarely integrable and
their study reveals to be very difficult beyond numerical
simulations. Valuable insights into the dynamics of non-
linear waves in excitable media have been obtained using
simplified models [4, 7]. Analytical results based on ex-
plicit solutions have proven useful in understanding prop-
agation phenomena in nonlinear transmission lines [32].
In this paper we introduce a simple threshold model that
captures the basic properties of excitable media with,
in particular, the existence of different propagating pat-
terns. The complete solvability of the model allows an
in-depth analysis of simple waves where units along the
network are sequentially activated [34] and of complex
patterns having a non-trivial spatio-temporal periodicity
[33].

The plan of the paper is the following. In the next sec-
tion, the generic formulation of the excitable transmis-
sion line is presented. In section III preliminary results on
existence and stability of traveling signals are obtained.
A fully solvable model is proposed and studied in section
IV where analytical expressions are derived for both the
signal shape and the signal velocity.

II. THE EXCITABLE TRANSMISSION LINE

We study the signals generated and propagated by one-
dimensional networks where each node is described by a
time-dependent state variable, noted s;(t), where i € Z
is the index of the node in the network and ¢ > 0 is
the time. The mechanisms of emission and transmission
along the network are as follow. A node may interact
with the others in the network if its activation threshold
is reached. The i'" node is said to be activated at time ¢;
when s;(t;) > 1, where we set without loss of generality
the threshold to unity. The threshold-crossing time t;
is called indifferently the activation time, the firing time
or the excitation time. The firing time is transmitted so
that the dynamics of the node at location i is described



si(t) = Zwije(t—tj), (1)

where w;; is the strength of the connection from j to ¢
and e(t) is a pulse-shape coupling function that is ini-
tiated by the arrival of a firing time (at time ¢;). Its
analytical expression will be specified latter. We assume
that the network is homogeneous, we have w;; = w(i—j),
feedforward, that is w; ; = 0 for j > 4, and excitatory,
ie. wy; > 0. We note w; = w;;—; and n the maximum
connection length, i.e. w; = 0, for j > n. After the
transmission of the firing time, the node remains quies-
cent, i.e. a strong refractory is assumed (the node jumps
back instantly to 0). The single-activation approximation
is relevant in rapid information processing tasks as, for
instance, in fast image recognition where each processing
unit, the neuron, can emit only one action potential [29].
This situation also occurs when the recovery operates on
a time scale significantly greater than the activation as in
forest fires or epidemic spread. The single-spike solution
is also used to facilitate the mathematical treatment of
models [35].

The excitable transmission line described by (1) shares
similarities with pulse-coupled neural networks, named
PCNN, that have been primarily introduced to describe
the dynamics of the visual cortex [6]. It is also a partic-
ular instantiation of the spike response model [10] where
the emission times ¢; are the spike timings and the ele-
mentary signal e(t) is the excitatory postsynaptic poten-
tial. The model can be derived from an approximation
of differential models of biological neural networks [33].
It allows a continuous time integration of incoming sig-
nals and therefore differs from cellular automata that are
synchronously updated [39].

Determining exact solutions of the excitable system (1)
relies on finding a closed-form expression for the activa-
tion times ¢;. We are interested in the propagation along
the transmission line that is, in the trivial case, asso-
ciated with the existence of an increasing sequence (t;)
where the successive activation times of the nodes along
the network increase linearly, i.e. we have t;11 —t; = 1/c
where c¢ is the transmission speed. However, more com-
plex relation between successive firing times can exist and
we are set out to construct traveling signals with a non-
trivial spatiotemporal periodicity. This leads to solutions
that are less understood and that correspond to an in-
triguing behavior closely related to the lurching waves
observed in continuous excitable networks [12, 13, 27]
and to multichromatic travelling waves recently found in
lattice Nagumo equations [18, 19]. The periodicity of
these traveling patterns does not come from the periodic
structure of the underlying medium, as for instance in di-
atomic chains [16] or in synfire-chains [2], but arises as a
natural property of spatially homogeneous systems. This
also differs from the propagation of spatio-temporal pat-
terns generated by the successive excitation of individual
elements as in burst propagation [28]; a solution tied to

intrinsic nodes properties rather than connectivity.

III. TRAVELING SIGNALS

We consider the transmission of firing sequences de-

scribed by a velocity, ¢, and a sequence of time-intervals,
noted (sg), such that the activation times of the nodes
along the lattice are given by t,iyrx = (pi + k)/c + si
which characterizes the ith repetition of a sequence of
length p, i.e. involving p successives nodes. We have
k€0,...,p—1 that denotes the label of the nodes in the
replaying sequence. We fix the origin of the sequence at
k = 0 and we set sp = 0. The case s = 0 corresponds
to the propagation of simple signals where the successive
activation times have a constant time shift of 1/c. The
sequence (sj) measures how the propagating signal devi-
ates from a simple signal and we refer this solution as a
composite signal to suggest that the propagation can be
seen as the combination of simple signals where distinct
nodes can have distinct profiles.
A fundamental question is how the sequence (si) and the
velocity c are related to the network connectivity, i.e. the
weights (w;) ? In this paper, we focus on third nearest-
neighbor interactions, i.e. we set n = 3, that corresponds
to the simplest connectivity that allows the propagation
of composite signals of length p = 2. The existence of a
traveling packet of two firing times is determined by the
two unknowns, ¢ and s, such that

L if 4 is odd
t; = ;<. ’ 2
! {24—3, if i is even, (2)

The transmission line conveys two time intervals: the
natural one associated with the velocity and an addi-
tional information, coded by s. The characteristic time s
is an intrinsic property of the transmission line and not a
free parameter. The case s = 0 corresponds to a simple
signal and the case s = 1/c is related to the propagation
of a synchronous pair of firing times. Traveling signals
associated with the activation times (2) have two distinct
profiles, noted S; and So, such that

(1) = S1(i —et), if iis odd,
ST\ Sa(i — ct), if i is even,
that are given by

Sl(&) = w1€(§ + % - S) +w2€(§ + %) —|—w3e(§ + % _ 8),
(3)
So(€) = wie(€ + L + 5) + woe(€ + 2) + wze(E + 2 + 5),

where £ is the traveling wave coordinate. Threshold con-
dition for the traveling wave solutions gives

f(1/e,8) =0, and f(1/¢,—s) =0, (4)

where f(z,y) = wie(r —y) + wae(2z) + wze(3z —y) — 1.
A solution of (4) is associated with a traveling signal if
the admissibility conditions

Si(€) <1 for £€<0,i=1,2 (5)



are fulfilled. Otherwise the solution is said to be non-
admissible. Inequalities (5) ensure that the threshold is
not reached before the origin and can be interpreted as
causality conditions.

Stability is a key property for the robust propagation of
signals along the network. We consider a small pertur-
bation of the emitting times such that t; = t; + u; where
|u;| < 1. We inject this ansatz into (1) and we look for a
solution of the form ug; = A} Ay and ug;11 = Ajug; in the
linearized system. Asymptotic stability of the traveling
sequence (2) holds when [\ Az] < 1 where A\; and Ay are
the roots of the multivariate polynomials

(a+b+c)x’y — axy — br — c =0,

(6)

(@4 b+ &)xy? —azy —by — =0,

where the coefficients are given by a = wie/(1/c + s),
b=wye'(2/c), c = wze'(3/c+s), with e’ the derivative of
the coupling function e. Coefficients (a, b, ¢) are directly
obtained from (a,b,c) replacing s by —s in the corre-
sponding expression. The trivial solution \; = Ay = 1 is
related to the translational invariance of traveling wave
solutions.

Traveling signals are classified into two distinct types.
The case s = 0 corresponds to simple signals that are
characterized by a constant interspike interval between
two consecutive nodes. Within this class, we distinguish
between three different solutions reported as 3-signal, 2-
signal and 1-signal that are classified according to the lo-
cation of the time events t; = 1/¢, i = 1,2, 3, with respect
to the time-to-peak of the pulse-shape function e. If the
three events fall into the increasing phase of e, the trav-
eling signal belongs to the 3-signals class. The 1-signal
is obtained if 1/c is the only time less than the time-
to-peak. The intermediate solution corresponds to a 2-
signal. The 3-signals are fast wave where each firing time
of neighboring nodes contributes to the threshold cross-
ing so that 3-signals are strictly monotone whereas for
2-signals and 1-signals the effect of the received-first and
received-second firing time, respectively, has vanished or
is in a decaying phase at the threshold crossing. When
s > 0 the solution corresponds to a composite signal and
we distinguish between the case s < 1/c where the fir-
ing sequence is strictly increasing and s > 1/c where the
sequence is non monotonic.

IV. AN EXACTLY SOLVABLE MODEL

We consider a coupling function e given by the cut-off
ramp function

e(t)=t, for 0<t<1, (7)

and 0 otherwise, that can be rewritten as e(t) = tx[o,1j(t)
where y is the indicator function. The ramp function, or
rectified function, is omnipresent in digital signal pro-
cessing and is frequently used to describe a progressive

excitation. In our model we add a cut to describe the fi-
nite duration of excitation. The simple elementary signal
(7) can be obtained as an approximation of a pulse-shape
function with an instantaneous jump-like decaying phase.
Results on simple signals have been presented in [34] for
a triangular coupling function with a non-instantaneous
decaying phase. Here we complete and develop the an-
alytical study with a particular attention to composite
signals.

The results that we will analyze are numerically illus-
trated in Fig. 1 where simple signals (s = 0) and
composite signals (s # 0) are investigated. Numeri-
cal simulations are made using a time stepping method
where, at each time step, new emission times are found
by threshold-crossing detection. The calculated emission
times are propagated to neighboring elements and the
network state is updated using the coupling function. In
Fig. 1(a) the existence of simple signals is studied with
the plot of the traveling wave speed ¢ as a function of
the total connectivity strength, |w| = >, w;. When |w|
is small, there is no traveling signals and propagation
failure is observed. Depending on the connectivity, three
branches of solutions can be found, reported as 1-signal
, 2-signal and 3-signal (and noted 1S, 2S and 3S), from
bottom to top, respectively. Candidate solutions for both
simple and composite signals are obtained in Fig. 1(b) in
the (c71, s) plane as the crossing points of the two level
curves (4). Using (7), it is easy to see that the level curves
have a graph that is composed of three distinct segments
that can be determined analytically as a function of the
weights, w;. Inspection of the threshold condition, shown
in Fig. 1(c), reveals that a candidate solution may vio-
late the causality criterion and, as a consequence, parts
of the branches shown in Fig. 1(a) do not define admis-
sible solutions. Traveling wave solutions are shown in
Fig. 1(e),(f) where depending on the initial excitation,
a simple wave or a composite wave propagates along the
transmission line.

Simple signals. The analytical description of the speed
diagram of simple waves is derived from the threshold
condition ), wie(i/c) = 1 and it is easy to show that
the velocity, ¢, as a function of the global connectivity
strength, |w|, is composed of three branches. As ¢ var-
ied, jumps at the two critical speeds ¢ = 3 and ¢ = 2 in-
dicate the transitions from 3-signal to 2-signal and from
2-signal to 1-signal, respectively. The discontinuity of the
speed curve is the result of the instantaneous decrease of
the coupling function. The transmission speed associated
with the different branches is given by

P
cp = Ziwi, (8)
i=1

where p = 1,2,3 for p-signals. It is interesting to see
that the connectivity of the transmission line can be re-
constructed from the velocity of propagating signals us-
ing recursively the formula, wy = ¢1, w; = (¢; — ¢i—1) /4,
i = 2,3. Therefore the full network connectivity can be
inferred from the observation of three distinct propagat-
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FIG. 1. Traveling signals along the transmission line for a con-
nectivity given by w1 = 4|w|/7, w2 = w1/2 and w3 = w2/2.
(a) Speed diagram of simple signals where the velocity ¢ of
the signal is plotted as a function of the global connectivity
strength |w|. The graph is made of three distinct branches,
noted 35, 25 and 15, from top to bottom, respectively. Dot-
ted lines are for solutions that are not admissible (see panel
(c))). The vertical dotted line indicates the value |w| = 2.1
that is used in plot (b) for the graphical representation of the
two level curves f(z,y) = 0 and f(xz,—y) = 0 (see (4)) in
the (z,y) = (1/c¢,s) plane. Crossing points indicate candi-
date solutions for traveling signals. Solutions on the z-axis,
i.e. for s = 0, are associated with simple signals and the
corresponding branch of the speed diagram is mentioned by
the labels 3S, 2S or 1S. The label CS indicates a candidate
solution for a composite signal. Some candidate solutions are
non-admissible as shown in (c¢) for a solution on the 2S branch
of the speed diagram (we use here |w| = 2.4) for which the
causality criterion is violated. In (d) the signal profiles, Si
and Sa, of the composite signal are shown for the solution
noted CW in panel (b). Raster plots of the traveling signal
for (e) a simple signal and (f) a composite signal. The two
insets show the associated inter emitting-time interval, noted
At = t;+; — t; where i is the index of the node.

ing signals.

The threshold condition only gives candidate solutions
and the causality criterion (5) determines their admissi-
bility. By inspecting the maximum of the wave function

4

S(€) =, wie(€—1i/c) in the region ¢ < 0, we determine
the exact conditions for the admissibility of the differ-
ent simple signals. The branch associated with the fast
transmission, referred to as the 3S branch, defines strictly
increasing traveling wave solutions that are therefore al-
ways admissible. For the two other branches, some can-
didate solutions may be non-admissible as it is shown
in Fig. 1(a) where the 2-signal branch and the 1-signal
branch corresponds to non-admissible signals when |w]| is
large, i.e. greater than |w| ~ 2.2 and |w| ~ 2.35, respec-
tively, for parameters used in the plot. A propagating
signal can be found on the p*" branch of the speed curve
if the following conditions hold: for p = 2, wy +ws > 2ws3
and for p =1, wy > min(ws, ws).

The stability of simple waves is determined from (6) that,
after factoring by A — 1, reduces to a second order poly-
nomial and it is easy to demonstrate that simple signals
are always stable.

Composite signals. The transmission of a time interval
different from the one trivially associated with the wave
speed is less well understood and studied. Exploration
of candidate solutions for system (4) using the coupling
function (7) leads to a viability region, i.e. a region where
admissible composite signals may be found, that can be
determined explicitly in the (1/¢, s) plane as depicted in
Fig. 2. There are two distinct regions that are related to

FIG. 2. Locus of existence of composite signals in the (¢™*, s)
plane. The grey shaded quadrilateral indicates the region
where a composite signal may be found. In region A, where
cs > 1, the firing sequence associated with the propagating
signal is non monotonic whereas in region B the wave pattern
corresponds to a strictly increasing sequence of firing times.
The boundary between the two regions (¢s = 1) corresponds
to the propagation of a pair of synchronous firing times.

different modes of signal propagation. In region labeled
A, the propagation is characterised by a non-monotonic
sequence of activation times and in region B, the sequence
is strictly increasing. When wy < ws, the signal speed ¢
and the time interval s belong to region A (see Fig. 2)
and can be determined analytically using the threshold-
crossing condition. We find

w1 + w3 S:3w3—w1 (9)
da '’ da



where the parameter d 4 depends on the connectivity and
is given by

da = 2(w1w2 —+ wowsz + 2w1w3).

For w; > w3, candidate solutions are located in region B
and are given by
3ws 2w + ws
c=—,8§= ——— 10
- — (10)

where
dB = 2((101 + wg)(wl + U/3) + wl(wg + wg))

Note that when w; = w3, (9) and (10) coincide. If we
note c.s the velocity of a composite signal, using (8) and
(9), (10), we have the following inequalities

C2 S Ces S C3,

i.e. composite signals travel at a speed intermediate be-
tween fast wave speed (velocity of 3-signals) and 2-signal
speed.

Using (3), we find that the activity of the nodes described
by the waveform S; is strictly increasing whereas nodes
described by S5 has a trajectory having a jump down at
& =1—3/c—s. Therefore the admissibility condition (5)
for composite signals depends only on the wave function
Sy and simply reads as Sa(1 — 3/c — s) < 1 (where the
left side limit of the function has to be considered). We
obtain the admissibility condition

w1(2/c—1)+we(l/c+s—1)—w3+1>0, (11)

where (c,s) is given by (9) when w; < ws and by (10)
when w; > ws. The stability is determined using (6)
where the coefficients of the multivariate polynomials are
a=wIl(1/c+s), b =wII(2/c), c = wsll(3/c+s), with
IT the rectangular function obtained from the derivative
of the coupling function e, II(z) = 1, for 0 < x < 1 and
0 otherwise. Investigation of the roots (see Appendix B)
shows that composite signals are always stable.

The boundary between the two regions, given by cs = 1
and obtained when w; = ws, is related to the propa-
gation of a synchronous signal where a pair of identi-
cal firing times propagates along the transmission line.
Synchronous solutions have frequently retained a special
attention for their role in conveying and processing in-
formation. Precisely synchronized action potentials with
millisecond precision can propagate in cortical neural net-
works [5] and are supposed to play an important role
in network remodeling through spike timing-dependent
plasticity [9].

Synchronous waves. Existence of a synchronous solu-
tion is only possible when w; = w3 and we find a propa-
gation velocity ¢ = 2(w;+ws) that defines a candidate so-
lution when wy 4+ wo > 1. The transmitted time-interval
is given by s = 1/(2(w1 + we)) and the wave profile is
described by the two following functions. The first wave
function is given by

S1(8) = (w1 +w2)€ +1,

for —2/¢ < € < 0 and 0 otherwise. The second wave
shape is defined by

N 2w1
52(5) - ’LU1£+ w, +w27
for —4/c < ¢ < —2/c, and
2’[1)1
= (2 Ty
S2(§) = (2w + w2)€ + oo, T L

for —2/c < ¢ <1—4/e¢, and
Sg(f) = (w1 + UJQ)f +1,

for 1 —4/c < ¢ < 0. The waveform is strictly increas-
ing for the nodes associated with S; whereas the func-
tion S presents a jump of discontinuity, ASs = —ws,
at £ = 1 —4/c. The admissibility condition (11) reads
2wi + wy < 2. The locus of existence of synchronous
waves in the (w1, ws)-parameter plane is plotted in Fig.
3 and is compared with the regions of existence of simple
signals. A large part of the parameter space (wy,ws) €

W2
%
. 3s
%] \i
00 By T va
% 1 12

FIG. 3. Regions of existence of a stable signal transmission in
the (w1, w2) plane for w1 = ws. A signal can propagate stably
along the transmission line for parameters in the grey regions.
Different areas are depicted with different grey levels that
represent simple signals, labeled 3S and 25, and composite
signals, noted sS for synchronous signal. The region 3S is a
half plane delimited by the straight line 2(wi +w2) = 3. The
zone labeled ‘sS¢ is triangular and the 2S region is triangular
in shape.

Ri corresponds to the propagation of simple signals
where 3-signals are the dominant patterns. The 1-signal
does not exist when w; = w3 (causality criterion is vio-
lated) but 2-signals transmission is possible. Propagation
failure is observed when both w; and wsy are small. There
exist regimes where synchronous waves can travel for pa-
rameters where simple signals are also free to travel, i.e.
the transmission line presents a bistability between sim-
ple and synchronous waves, the initial stimulation deter-
mines the propagating pattern. In particular, 2-signals
always coexist with synchronous signals. Interestingly
there also exists a tiny region where the synchronous



wave can travel in parameter regimes where simple sig-
nals fail to propagate. For instance when w; = w3 = 0.3
and wy = 0.8, the propagation of a synchronous wave is
observed whereas simple waves do not exist.

As wy changed, different regimes can be reached. If we
set wo = 0.8, the following sequence of bifurcations, as
w1 increased, is observed. At small wy values, signals do
not propagate along the network. As w; reaches the crit-
ical value w1 = 1 — wq = 0.2, synchronous waves appear.
When w; reaches the value 3/4 — wy/2 = 0.35, there is
a coexistence between synchronous waves and 3-signals,
and subsequently when w; = 2 — 2wy = 0.4 a tristability
regime with the possible propagation of 2-signals.

V. DISCUSSION

Cellular automata are minimal models that describe
the dynamics of excitable media [14, 36] where the prop-
agation results from a cooperative effect generated and
transmitted by simple identical and connected compo-
nents [39]. Despite the strong similarities with the prop-
agating patterns generated by more realistic models, as
spiking neural lattice for instance [21], cellular automata
do not capture the temporally continuous properties of
excitable systems and their sensitivity to the updating
scheme made them inadequate for describing natural pro-
cesses.

In this paper, we formulated a simple phenomenologi-
cal model of excitable media consisting of a continuous
time-integration of incoming signals supplemented with a
threshold effect. The resulting model is an information-
processing line that allows for stable signal transmission
with different velocities, as observed in one-dimensional
neuronal cultures [8]. Classical solutions described by a
unique waveform are obtained but more complex trajec-
tories composed of multiple profiles also exist. Using a
simple activation function the model is solvable and the
propagation of composite waves is studied in detail. The
stability of traveling signals with several distinct profiles
is shown. The exact dependence of the traveling sig-
nals on the connectivity of the network is obtained for
the propagation of a doublet including the case of syn-
chronous propagation.

We consider a network with third-nearest-neighbor cou-
pling that allows for the temporal repetition of a dou-
blet along the line. The doublet is not generated by
the re-excitation of nodes but is an intrinsic property of
the network. It would be interesting to study the prop-
agation of larger sequences, i.e. triplet or quadruplet,
that can occur in a transmission line with an extended
connectivity. Simulations (not shown) reveal that long
range interactions give rise to more complex signals and
future works are necessary to clarify the link between
connectivity footprint and signal propagation. Another
further extension of this work will concern the effect of
multiple-activation of nodes. We restrict our attention
here to the so called one-spike framework where nodes

can emit only one time and interactions between several
activation-times would create a richer variety of phenom-
ena. Fixed profiles that change cyclically are studied
here but irregular patterns that evolve continually may
also exist. The case of quasi periodic solutions, not stud-
ied here, could be considered to broaden possible signal
transmissions in the network.

APPENDIX A

Simple waves for w; = ws. For a transmission line

such that n = 3 and w; = ws, the existence of p-waves is
given by the following conditions. The fast wave speed
(p = 3) is given by ¢ = 4w + 2w and the condition ¢ > 3
reads wy > 3/2—2w,. For p = 2, we have ¢ = w;+ws and
conditions 2 < ¢ < 3 gives 1 — w1 /2 < wg < 3/2 — wy /2.
For the slow wave, i.e. p = 1, the wave speed is given by
¢ = w; and we obtain the condition 1 < wy < 2.
The candidate solution defines an effective solution if the
admissibility condition S(§) < 1, for £ < 0, is fulfilled. As
previously mentioned, fast waves (3-signals) are always
admissible solutions. Using maxe<oS(§) < 1, we find
the following admissibility condition for 2-waves:

2w§ + wa + bwiwg — 3wy — 3wy < 0.

One can show that the condition of existence for 2-signals
wq < 3/2—w; /2 is fulfilled when the admissibility condi-
tion holds. For 1-wave we find the admissibility condition
wi < 1 that is in contradiction with the existence crite-
rion and therefore the branch of 1-wave solutions is not
admissible.

APPENDIX B

Stability analysis of composite signals. We distin-
guish between the two regions of existence of composite
signals (see Fig.2)

Case A: w; < ws. From (6), we study the roots (A1, A2)
of the multivariate polynomials

(w2 + w3)xy® — way — ws = 0,
(wy 4 wo)x?y — wiay — wox = 0.

The trivial solutions Ay = Ay = 1 and A\; = 0 are handled
easily and we end up with

w% — wW1wWs3
(w1 + we) (w2 + w3)

A1Ag =

and we find that |[A;A2] < 1 is always satisfied showing
the stability of composite signals.
Case B: wy > ws. System (6) gives

acy2 — w1y — wey — lwy + wg =0,

(w1 + wg)x2y —wixy — wex = 0,



that, after dealing with the trivial cases, leads to:

’LU% — W1wWs3

Ay = .
V2T (wy + wa) (w1 + wy + ws)

It follows that |A\;A2| < 1 and the stability of the associ-
ated traveling signal.
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