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Abstract

In modern machine learning problems we deal with datasets that are either dis-

tributed by nature or potentially large for which distributing the computations is usu-

ally a standard way to proceed, since centralized algorithms are in general ineffective.

We propose a distributed learning approach for mixtures of experts (MoE) models

with an aggregation strategy to construct a reduction estimator from local estimators

fitted parallelly to distributed subsets of the data. The aggregation is based on an

optimal minimization of an expected transportation divergence between the large MoE

composed of local estimators and the unknown desired MoE model. We show that the

provided reduction estimator is consistent as soon as the local estimators to be aggre-

gated are consistent, and its construction is performed by a proposed majorization-

minimization (MM) algorithm that is computationally effective. We study the statisti-

cal and numerical properties for the proposed reduction estimator on experiments that

demonstrate its performance compared to namely the global estimator constructed in

a centralized way from the full dataset. For some situations, the computation time

is more than ten times faster, for a comparable performance. Our source codes are

publicly available on Github.

Keywords: Distributed Learning; Mixtures of Experts; Estimator Aggregation; Optimal

Transport; Majorization-Minimization Algorithm
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1 Introduction

In modern machine learning problems one has to deal with datasets that are not centralized.

This may be related to the application context in which the data can be by nature available

at different locations and not accessible in a centralized mode, or distributed for computa-

tional issues in case of a large amount of data. Indeed, even if the dataset is fully available

in a centralized mode, implementing reasonable learning algorithms may be computationally

demanding in case of a large number of examples. The construction of distributed techniques

in a Federated Learning setting Yang et al. (2019) in which the model is trained collabora-

tively under the orchestration of a central server, while keeping the data decentralized, is

an increasing area of research. The most attractive strategy is to perform standard infer-

ence on local machines to obtain local estimators, then transmits them to a central machine

where they are aggregated to produce an overall estimator, while attempting to satisfy some

statistical guarantees criteria.

There are many successful attempts in this direction of parallelizing the existing learn-

ing algorithms and statistical methods. Those that may be mentioned here include, among

others, parallelizing stochastic gradient descent (Zinkevich et al., 2010), multiple linear re-

gression (Mingxian et al., 1991), parallel K-means in clustering based on MapReduce (Zhao

et al., 2009), distributed learning for heterogeneous data via model integration (Merugu and

Ghosh, 2005), split-and-conquer approach for penalized regressions (Chen and ge Xie, 2014),

for logistic regression (Shofiyah and Sofro, 2018), for k-clustering with heavy noise Li and

Guo (2018). It is only very recently that a distributed learning approach has been proposed

for mixture distributions, specifically for finite Gaussian mixtures (Zhang and Chen, 2022a).

In this paper we focus on mixtures of experts (MoE) models (Jacobs et al., 1991; Jordan and

Xu, 1995) which extend the standard unconditional mixture distributions that are typically

used for clustering purposes, to model complex non-linear relationships of a response Y con-

ditionally on some predictors X, for prediction purposes, while enjoying denseness results,

e.g. see (Nguyen et al., 2021), in accommodating the heterogeneous nature of the data pairs

(X, Y ). For an overview of theoretical and practical aspects of MoE modeling, the reader is

referred to Yuksel et al. (2012); Nguyen and Chamroukhi (2018).
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1.1 Motivation

The class of MoE has attracted a lot of research in the statistics and machine learning

community. Training MoE is performed iteratively by maximum likelihood estimation via

the well-known EM algorithm (Jacobs et al., 1991; Jordan and Xu, 1995; Dempster et al.,

1977). For the high-dimensional setting (when d is large, including for d ≫ N), Nguyen

et al. (2022) recently proved a non-asymptotic oracle inequality result for model selection

via Lasso-penalization in MoE. In this paper we consider the context of distributed data

with large N which may rend the computations costly or infeasible, degrade the quality and

interpretabilty of the reduced estimator at the central server when aggregated from the local

machines, typically when using simple averaging. Our approach also concerns preserving

privacy and reducing the communication between the local machines and the central server

in the construction of a principled aggregation estimator.

1.2 Mixtures of Experts context

Let D = {(xi, yi)}Ni=1 be a sample of N independently and identically distributed (i.i.d.)

observations from the pair (X, Y ) where xi ∈ X ⊂ Rd represents the vector of predictors

and yi ∈ Y represents a real response in the regression context or a categorical response

in the classification one. For simpler notation, from now on, we assume that the vector x

is augmented by the scalar 1 so that x ← (1,x⊤)⊤. A MoE model defines the conditional

distribution of the response y given the covariates x as a mixture distribution with covariate-

dependent mixing proportions πk(x;α) and conditional mixture components φ(y|x;βk), via

the following conditional probability density function (p.d.f)

f(y|x;θ) :=
K∑
k=1

πk(x;α)φ(y|x;βk), (1)

where θ = (α⊤,β⊤
1 , . . . ,β

⊤
K)

⊤ is the parameter vector of the model and K is the number of

experts. Here, πk(x;α) is the gating network, usually modelled by a softmax function given

by πk(x;α) = exp(x⊤αk)

1+
∑K−1

k′=1
exp(x⊤αk′ )

with parameter vector α = (α⊤
1 , . . . ,α

⊤
K−1)

⊤, αk ∈ Rd+1 for

k ∈ [K − 1], whereas the conditional density φ(y|x;βk) for k ∈ [K] is usually a Gaussian

p.d.f in regression or the softmax function in multinomial classification. Here we focus on
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the MoE model for regression with Gaussian experts with mean x⊤βk and variance σ2
k, with

βk ∈ Rd+1, being the regression coefficients vector, and derive it for the direct classification

problem as provided in Section B.4 of the supplementary material.

1.3 Main contributions

Our main contributions in the paper can be summarized as follows:

i) We propose a principled distributed learning approach of mixture of experts models

(DMoE) with an aggregation strategy to construct a reduction estimator from local

estimators fitted parallelly on decentralized data. To the best of our knowledge, we

are the first to study this distributed learning of MoE models from decentralized data

or for a large amount of data;

ii) The collaborative learning of the MoE model is performed well via an aggregation

based on an optimal transport minimization (Proposition 3.3) between the large MoE

composed of local estimators and the unknown desired MoE model;

iii) We show that the aggregated reduction estimator is well-posed and consistent as soon

as the local estimators are consistent (Proposition 3.4);

iv) This work extends the work of Zhang and Chen (2022a) on density estimation via

unconditional mixture of Gaussians, to the non-trivial case of conditional density esti-

mation via mixture of experts for prediction, with a key result of an MM algorithm for

aggregating local models and theoretical results on the statistical consistency of the

proposed approach.

v) The core technical challenges brought by our DMoE are presented in Sections 2.2 and

2.3.
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2 Aggregating distributed MoE models

2.1 Problem setting

We consider the aggregation at a central server of MoE models trained separately on decen-

tralized data at local machines to estimate a reduced MoE model.

Suppose that we have decentralizedM subsets D1, . . . ,DM of a data set D of N examples,

stored on M local machines. Let Nm be the sample size of the subset Dm, i.e.,
∑M

m=1Nm =

N . Note that in case of distributing the data for computational reasons, many strategies

can be adopted, including by randomly dividing them into enough small disjoint subsets or

by constructing small bootstrap sub-samples like in (Kleiner et al., 2014). We propose to

approximate the true unknown data distribution via a MoE model of the form f(·|x,θ∗) as

defined in (1), where θ∗ is the true unknown parameter vector. The class of MoE models is

dense as recently demonstrated in (Nguyen et al., 2021) and enjoys attractive approximation

capabilities. For simpler notation, we will denote by f ∗ the true conditional p.d.f f(·|x,θ∗).

Consider a local estimation of the MoE model on a data subset Dm, m ∈ [M ], by

maximizing the locally observed-data likelihood (e.g., using EM algorithm). Let f̂m be the

local estimator of the MoE conditional density f(·|x, θ̂m), defined by

f̂m := f(·|x, θ̂m) =
K∑
k=1

πk(x; α̂
(m))φ(·|x; β̂

(m)

k ), (2)

where θ̂m = (α̂(m), β̂
(m)

1 , . . . , β̂
(m)

K ) is the locally estimated parameter vector on the sub-

sample Dm. The question is how to approximate the true global density f ∗ from the local

densities f̂m, and more importantly, how to aggregate the local estimators θ̂m to produce

a single aggregated estimator for the true parameter vector θ∗. Hereafter, we use “local

density” and “local estimator” to respectively refer to the conditional density function f̂m

and the parameter vector θ̂m, of the MoE model estimated at local machine m based on Dm,

m ∈ [M ].
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2.2 The core technical challenges brought by our distributed MoE

approach

A natural and intuitive way to approximate the true density f ∗ is to consider the weighted

average of the densities f̂m’s with the weights λm’s being the sample proportions Nm/N that

sum to one. This weighted average density, that can be defined by

f̄W =
M∑

m=1

λmf̂m, (3)

as an average model approximates very well the true density f ∗. However, this aggregation

strategy has two issues. Firstly, it only provides an approximation to the conditional density

value, i.e., for each x ∈ X we have f̄W (y|x) ≈ f ∗(y|x), but does not approximate directly

the true parameter θ∗, which is desirable for many reasons. Secondly, since each f̂m is a

mixture of K expert components, we can express the density f̄W in (3) as

f̄W =
M∑

m=1

K∑
k=1

λmπk(x; α̂
(m))φ(·|x; β̂

(m)

k ).

One can see that
∑M

m=1

∑K
k=1 λmπk(x; α̂

(m)) = 1 for all x ∈ X , so f̄W can be viewed as a MoE

model withMK components in which the component densities are φ(·|x; β̂
(m)

k ) and the gating

functions are λmπk(x; α̂
(m)). Therefore, although this MK-component MoE approximates

well the true density f ∗, it has a wrong number of components, i.e., MK instead of K,

which makes the approximation results difficult to interpret. Hence, this aggregation is not

desirable.

2.3 The proposed aggregation strategy

LetMK denotes the space of all K-component MoE models as in (1). Two other common

strategies to aggregate the local densities f̂1, . . . , f̂M are via

f̄B := f(y|x; θ̄B
) = arg inf

g∈MK

M∑
m=1

λmρ(f̂m, g), (4)

and

f̄R := f(y|x; θ̄R
) = arg inf

g∈MK

ρ(f̄W , g), (5)
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where ρ(·, ·) is some divergence defined on the space of finite mixture of experts distributions.

The solutions f̄B and f̄R are often known as barycenter solution and reduction solution,

respectively, with their interpretations are given as follows.

In the case of f̄B, we are finding a K-component MoE model g that can be viewed as a

barycenter of the local models f̂1, . . . , f̂M with respect to (w.r.t) the weights λ1, . . . , λM and

the divergence ρ(·, ·). Whereas in the case of f̄R, we are finding a K-component MoE model

g that is closest to the weighted average density f̄W defined in (3), w.r.t the divergence

ρ(·, ·). Because we are searching for solutions in MK , both f̄B and f̄R solve the problem

of wrong number of components in f̄W . Both solutions are desirable, and in fact, can be

shown to be connected under specific choices of ρ(·, ·). However, we prefer the reduction

solution f̄R for addressing the following core technical reasons. First, as we have already

remarked, the MK-component MoE f̄W is a good approximation to the true density f ∗, so

it makes more sense to find a K-component MoE model that approximates f̄W , which we

already know is very good. Second, the barycenter approach may lead to a counter-intuitive

solution under some specific ρ(·, ·), e.g., as already shown in Zhang and Chen (2022a) for the

case of univariate Gaussian mixture models and the 2-Wasserstein divergence with Euclidean

ground distance. Finally, as we can see, given the same divergence ρ(·, ·), the computation

in (4) will be more expensive than that of (5), especially in our large data context.

The proposed reduction strategy addresses these key technical challenges mentioned

above and provides a desirable reduced MoE f̄R that has the correct number of compo-

nents and is constructed upon a well-posed and consistent reduction estimator θ̄
R
of θ∗ as

soon as the local ones are.

3 Estimator reduction via optimal transport

Thus, one objective is to develop an efficient algorithm to find the reduction estimator θ̄
R
.

We shall denote the components of the reduction estimator by θ̄
R
= (ᾱR, β̄

R
1 , . . . , β̄

R
K). A

description of our considered problem can be seen in Fig. 1, in which, the gating and expert

parameters are explicitly indicated for each component of the local and the reduced models.
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Figure 1: Description of the proposed aggregation framework. Left panels are the compo-

nents of the local ME models with their corresponding estimated parameters. Right panels

are the components of the aggregated K-component ME model, i.e., the desired solution.

The unknown parameters are therefore ᾱR, β̄
R
1 , . . . , β̄

R
K .

For mathematical convenience, we will incorporate the weights λm into the local gating

functions πk(x; α̂
(m)) and write them simply by {π̂ℓ(x)}ℓ∈[MK], which will be also referred to

as gating functions. The corresponding experts in f̄W will be abbreviated by {φ̂ℓ(y|x)}ℓ∈[MK].

Similarly, for g ∈MK , we will abbreviate its K gating functions by {πk(x)}k∈[K], and its K

experts by {φk(y|x)}k∈[K]. We then have, for g ∈MK ,

f̄W =
MK∑
ℓ=1

π̂ℓ(x)φ̂ℓ(·|x) and g =
K∑
k=1

πk(x)φk(·|x). (6)

By substituting (3) into (5) we can express explicitly the reduced density as

f̄R = arg inf
g∈MK

ρ

(
M∑

m=1

λmf̂m, g

)
, (7)

that is, we seek for a K-component MoE model g of form as in (1) that is closest to the

MK-component MoE f̄W =
∑M

m=1 λmf̂m w.r.t some divergence ρ(·, ·). In general, an analytic

solution is difficult to obtain for such reduction problem, especially in the context of MoE

models where the conditional density is constructed upon several different gating and expert

functions. Therefore, one has to find a numerical solution for the the reduction model f̄R.
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Firstly, the solution much depends on the choice of the divergence ρ(·, ·), which measures

the goodness of a candidate model g ∈ MK . The best candidate g should minimize its

divergence from the large MoE model f̄W . Secondly, computing the divergence between two

MoE models is not explicit and difficult. Therefore, borrowing the idea in Zhang and Chen

(2022a) that finds a reduction estimator for finite Gaussian mixtures based on minimizing

transportation divergence between the large starting mixture and the desired mixture, we

establish a framework for solving a reduction estimator for MoE models formalized in (7).

3.1 Expected transportation divergence for reduction estimator

Let h =
∑L

ℓ=1 π̂ℓ(x)φ̂ℓ(y|x), L ∈ N∗, and g =
∑K

k=1 πk(x)φk(y|x) be two MoE models of L

and K components, respectively. Here, h will play the role as f̄W in problem (5). We wish

to define a divergence that measures the dissimilarity between the two MoE models h and g.

Let Φ denotes the family of the component conditional densities φ(·|x;β) =: φ(·|x). Let π̂

and π be, respectively, the column vectors of gating functions π̂ℓ(·)’s and πk(·)’s. For x ∈ X ,

we denote

Px(π̂,π) := Π (π̂(x),π(x))

=
{
P ∈ UL×K : P1K = π̂(x),P⊤1L = π(x)

}
,

where U denotes the interval [0, 1], 1K and 1K are vectors of all ones. In other words, for

x ∈ X , Px(π̂,π) denotes the set of all matrices P of size L ×K, with entries Pℓk ∈ [0, 1],

satisfying the marginal constraints

K∑
k=1

Pℓk = π̂ℓ(x), ∀ℓ ∈ [L], and

L∑
ℓ=1

Pℓk = πk(x), ∀k ∈ [K]. (8)

Given x ∈ X , one can think of such matrix P ∈ Px(π̂,π) as a plan that transports an

amount of material distributed according to π̂(x) to distributed according to π(x), for short,

we will say “transports π̂(x) to π(x)”. Suppose that the transportation is costing for each

unit of material. We are then interested in the optimal way, i.e., with a minimum cost, to

transports π̂(x) to π(x). The optimal plan is clearly depends on x. We will write P (x) to

indicate such optimal plan.
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Definition 3.1 (Expected transportation divergence). The expected transportation diver-

gence between two MoE models h and g is defined by

Tc(h, g) = E

[
inf

P∈Px(π̂,π)

L∑
ℓ=1

K∑
k=1

Pℓk c (φ̂ℓ(·|x), φk(·|x))

]
=: E

[
Tc(h, g,x)

]
, (9)

where c(·, ·) is a real-valued bivariate function defined on Φ × Φ satisfies c(φ1, φ2) ⩾ 0 for

all φ1, φ2 ∈ Φ, and the equality holds if and only if φ1 = φ2.

Here, the expectation is taken w.r.t x and the function c is often referred to as the

cost function. Assume that, for a given x ∈ X , P (x) is an optimal solution to the opti-

mization problem inside the expectation operator in (9). Then the value of Tc(h, g,x) can

be interpreted as the optimal total cost of transporting π̂(x) to π(x) with the unit cost

of transportation is proportional to the values c (φ̂ℓ(·|x), φk(·|x))’s. This interpretation is

common in optimal transport and known as Kantorovich formulation Oberman and Ruan

(2015). The value Tc(h, g) is therefore defined as the expectation of these optimal trans-

portation costs. The cost function c must be chosen such that it reflects the dissimilarity

between the conditional densities φ̂ℓ(·|x) and φk(·|x), and also has to be easy in calculation.

We show later that the Kullback-Leibler (KL) divergence as choice for c is suitable for MoE

models.

Thus, by considering ρ(·, ·) being the expected transportation divergence Tc(·, ·), problem
(5) becomes

f̄R = arg inf
g∈MK

Tc(f̄W , g)

= arg inf
g∈MK

{
E

[
inf

P∈Px(π̂,π)

MK∑
ℓ=1

K∑
k=1

Pℓk c (φ̂ℓ(·|x), φk(·|x))

]}
· (10)

We will now use Tc(g) to refer to Tc(f̄W , g), since our objective now is to minimize the

transportation divergence Tc(f̄W , g) as a function of g ∈ MK . Problem (10) involves two

optimization problems: one over Px(π̂,π) and one over MK . However, we show that the

constraint P ∈ Px(π̂,π) in fact can be relaxed to P ∈ Px(π̂, ·). This means we only need P

to satisfy the constraints in the first part of (8), those in the second part (8) are redundant.

In other words, instead of searching, for each x, a plan P that satisfies π(x), we can move
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π, the gating functions constructing g, to match P . Indeed, for f̄W and g as in (6), let us

define Rc(f̄
W , g) as a function of g as follows

Rc(f̄
W , g) = E

[
inf

P∈Px(π̂,·)

MK∑
ℓ=1

K∑
k=1

Pℓk c (φ̂ℓ(·|x), φk(·|x))

]
(11)

=: E
[
Rc(f̄

W , g,x)
]
. (12)

Here, the MK ×K matrix P is now free of the constraints involving the gating network π

of g, namely, for all x ∈ X , the equality P⊤1MK = π(x) is unnecessary. Then, the following

proposition shows that solving f̄R = arg infg∈MK
Tc(f̄W , g) can actually be reduced to solving

f̄R = arg infg ∈MK Rc(f̄
W , g), which is much easier. Before presenting the proposition, we

define P(f̄W , g,x) a function of g ∈MK and x ∈ X as follows

P(f̄W , g,x) = arg inf
P∈Px(π̂,·)

MK∑
ℓ=1

K∑
k=1

[Pℓk c (φ̂ℓ(·|x), φk(·|x))] . (13)

This function returns the optimal plan for the optimization problem inside the expectation

operator in the definition ofRc(f̄
W , g). Similarly to Tc(g), let the dependence of the functions

on f̄W in the background, so that Rc(f̄
W , g), Rc(f̄

W , g,x) and P(f̄W , g,x) will be written

as Rc(g), Rc(g,x) and P(g,x), respectively.

Proposition 3.2. Let Tc(g),Rc(g) and P(g,x) defined as above. Then inf
g∈MK

Tc(g) = inf
g∈MK

Rc(g).

The reduction solution is hence given by f̄R = arg inf
g∈MK

Rc(g) and the gating functions of f̄R

can be calculated by

πk(x) =
MK∑
ℓ=1

Pℓk(f̄
R,x), ∀x ∈ X , (14)

where Pℓk(f̄
R,x) denotes the entry (ℓ, k) of P(f̄R,x).

The proof of Proposition 3.2 is given in Appendix A.1 of the supplementary material.

Thus, thanks to Proposition 3.2, our objective now is to minimizeRc(g) w.r.t g. By replacing

Tc(g) by Rc(g), problem (10) becomes

f̄R = arg inf
g∈MK

Rc(g)

= arg inf
g∈MK

{
E

[
inf

P∈Px(π̂,·)

MK∑
ℓ=1

K∑
k=1

Pℓk c (φ̂ℓ(·|x), φk(·|x))

]}
· (15)
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This optimization can be done with the help of majorization-minimization (MM) algorithm

(e.g., Lange (2004)). We defer the numerical approach for solving the problem (15) in

Section 4, now we will show that the problem is well-posed and state the conditions for the

consistency of the reduction estimator.

3.2 Well-posedness and consistency of the reduction estimator

We make the following standard assumptions before the consistency proposition.

A1. The dataset D = {(xi, yi)}Ni=1 is an i.i.d. sample from the K-component MoE model

f(y|x,θ∗) that is ordered and initialized (Jiang and Tanner, 1999b).

A2. The cost function c(·, ·) is continuous in both arguments, and c(φ1, φ2)→ 0 if and only

if φ1 → φ2 in distribution.

A3. c(·, ·) is convex in the second argument.

■ Well-posedness. First, we observe that for any x ∈ X , the minimization problem inside

the expectation operator in (15) is in fact a linear programming (LP) problem. Moreover, for

x ∈ X , we see that Px(π̂, ·) is a nonempty set, and the sum
∑MK

ℓ=1

∑K
k=1 Pℓkc (φ̄ℓ(·|x), φk(·|x))

is bounded below by zero for all P ∈ Px(π̂, ·). Therefore, this LP problem has a global

minimizer (e.g., see Boyd and Vandenberghe (2004)). Hence, for all g ∈ MK , there exists

non-negative finite expectation for the random quantity Rc(g,x). Let C(P ,φ) be a function

of the transport plan w.r.t the component densities of g, given by

C(P ,φ) =
MK∑
ℓ=1

K∑
k=1

Pℓk c (φ̂ℓ(·|x), φk(·|x)) ,

where P ∈ UMK×K , U = [0, 1] ⊂ R, and φ = (φ1(·|x), . . . , φK(·|x)) ∈ ΦK . Let I(g,x) be a

function of g and x defined by I(g,x) = infP∈Px(π̂,·) C(P ,φ), i.e., the optimal cost given g

and x inside the expectation operator in (15). Then, the objective function of the problem

(15) can then be written as

Rc(g) = E [I(g,x)] .
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Proposition 3.3. Assume there exists ∆ ∈ R+ such that I(g,x) ⩽ ∆ for all g ∈ MK,

x ∈ X . Then Rc(g) is continuous and convex as a function of g ∈ MK. It follows that the

problem (15) has a global solution.

The proof of the Proposition 3.3 is provided in Appendix A.2 of the supplementary

material. Note that the condition on the boundedness of the optimal transportation costs

is common, and the solution to the problem (15) is not necessarily unique. The assumption

A3. is necessary to show that problem (15) is well-posed, and it holds for most of divergences

including the KL one used in this paper, see e.g., Dragomir (2013).

■ Consistency. The reduction estimator θ̄
R
has a desired property that it is a consistent

estimator of the true parameter θ∗ as soon as the local estimators are consistent estimators

of θ∗.

Proposition 3.4. Let θ̄
R
be the parameter of the reduction density f̄R defined in (5) with ρ

being the expected transportation divergence Tc. Suppose assumptions A1.-A2. are satisfied.

Then θ̄
R
is a consistent estimator of θ∗.

The assumption that the parameters are ordered and initialized in Assumption A1. is

common and necessary because under it the MoE models are identifiable (Jiang and Tanner,

1999a). Assumption A2. ensures the divergence between f̄R and f ∗ tends to 0 as N → ∞.

The proof of Proposition 3.4 is given in the supplementary material Sec. A.3.

4 An MM algorithm for the reduction estimator

We see that, the optimization problem (15) is accompanied by the objective function Rc(g)

defined upon another optimization, w.r.t the transportation plan P , that makes the approach

such as gradient descent hard to apply directly. For that we derive an MM algorithm (Lange,

2004), which requires the definition of a so-called majorant function, to solve the problem

(15). The MM algorithm in our problem consists of starting from an initial model g(0) ∈MK ,

then at each iteration t, find a majorant function for Rc(g) at g
(t), and minimize it to obtain

the next model g(t+1). The generated sequence (g(t))t⩾1 satisfies Rc(g
(0)) ⩾ Rc(g

(1)) ⩾ . . .

14



We keep running until convergence is reached, i.e., there is no significant change in the

value of Rc(g). The local minimum obtained at convergence is then taken as the desired

model f̄R. This descent property is attractive and makes it very stable, as compared to

other (e.g. gradient descent) algorithms for which the monotonicity property often does

not hold. Moreover, in gradient descent, we need to calculate the gradient of the objective

function in (15), which is not obvious, as it is defined upon another optimization (w.r.t the

transportation plan P ).

The following proposition provides a majorizer for Rc(g).

Proposition 4.1. Let g(t) be the model obtained at the t-th MM iteration and let

Sc(g, g(t)) = E

[
MK∑
ℓ=1

K∑
k=1

Pℓk(g
(t),x) c(φ̂ℓ(·|x), φk(·|x))

]
, (16)

where Pℓk(g
(t),x) is given by

Pℓk(g
(t),x) =


π̂ℓ(x) if k = arg inf

k′∈[K]

c(φ̂ℓ(·|x), φ(t)
k′ (·|x))

0 otherwise.

(17)

Then Sc(g, g(t)) is a majorant function of Rc(g) at g
(t).

The proof of Proposition 4.1 is provided in Appendix A.4 of the supplementary material.

Here we see that, the plan with entries Pℓk(g
(t),x) given in (17) is an optimal plan for

the optimization problem (13) when g = g(t) (this is clarified more in the proof of the

proposition). Then, the next step is to minimize Sc(g, g(t)), w.r.t g, to obtain a next point

g(t+1) for the MM algorithm. As we can see, the optimization for Sc(g, g(t)) can be performed

separately. At each iteration t-th, the parameter vector of the expert k can be optimized via

φ
(t+1)
k (·|x) = arg inf

φ∈Φ

{
E

[
MK∑
ℓ=1

Pℓk(g(t),x) c(φ̂ℓ(·|x), φ(·|x))

]}
. (18)

According to each specification of the experts and the cost function c(·, ·), problem (18) has

a certain form that is supposed to be easy to solve, as for the cases of the Gaussian and

logistic regression experts, with c is the KL-divergence. Hence, our algorithm alternates

between the two following steps until convergence:

– calculating the majorant function Sc(g, g(t)) as in (16), which in fact only involves

updating Pℓk(g
(t),x) according to (17);
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– updating the experts parameters by solving (18).

The gating function parameters are updated based on equation (14), in which the theoretical

solution f̄R is replaced by model g∗ obtained by the MM algorithm. For that, we need a sup-

porting sample DS available at the central server, details in Section B of the supplementary

material

Communication and computation costs The communication cost in our case involves

sending to the central machine the local parameters with a cost of O(M.K.2d) and the

sample DS with a cost of O(N/M). Moreover, the communication in our approach oc-

curs solely in one direction (local to central) and takes place only once, whereas in many

other approaches, maintaining communication (in both directions and/or between nodes) is

crucial and potentially impose high costs. The Algorithm 1 provided in Section C of the

supplementary material gives a pseudo-code that summarizes our main algorithm.

5 Experimental study

We compared, on simulated and real datasets, the performances of our estimator θ̄
R
to the

following ones:

– Global estimator θG: the MLE of the MoE based on the full dataset calculated in a

centralized way, i.e., θG ∈ arg infθ
∑N

i=1 log f(y|x;θ) with f defined in (1). Note that

here the generic term global does not refer to a global solution.

– Middle estimator θ̄
Mid

: the parameter of the local density that gives the smallest sum

of transportation divergences weighted by the λm’s, defined as, f̄Mid = f(y|x; θ̄Mid
) =

arg inf
g∈{f̂1,...,f̂M}

∑M
m=1 λmTc(f̂m, g).

– Weighted average estimator θ̄
W
: an ad-hoc estimator defined as the pointwise weighted

average of the local estimators, i.e., θ̄
W

=
∑M

m=1 λmθ̂m.

The metrics used to compare the estimators are:
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– The expected transportation divergence, defined in (9) with c being KL divergence,

between the true MoE model and the estimated MoE model.

– Log likelihood value of the estimated parameter evaluated on the testing set.

– Mean squared error (MSE) between the true and estimated parameters.

– Relative prediction error on the testing set, defined by RPE =
∑n

i=1(yi−ŷi)2)/
∑n

i=1 y
2
i ,

where yi and ŷi are the true and the predicted responses.

– Adjusted Rand Index (ARI) between the true clustering in the testing set and the

clustering predicted by the estimated MoE model.

– Learning time, i.e., the total running time to obtain the estimator.

We conducted simulations in which we fixed K = 4 and d = 20 and considered datasets

of different sizes, from moderate to very large (N ∈ {105, 5 × 105, 106}), to illustrate the

statistical performance of the estimators. The testing sets (20% of the data) has 50k, 125k

and 500k observations, respectively. It is worth mentioning that each of the datasets with

one million observations occupies around 1.6 GB of memory. The estimators are computed

using training sets and the metrics (except the learning time) are evaluated on testing sets.

Additional details of the data generating process, the implementation, as well as the con-

vergence behavior of the MM algorithm in a typical run can be found in Appendix D of the

supplementary material.

Figure 2 shows the box plots of 100 Monte Carlo runs of the evaluation metrics when

N = 106. As we can see, the performance of our reduction estimator is as good as that of

the global estimator when M is 4 or 16 machines. When M is 64 or 128 machines, the errors

of the reduction estimator are slightly higher than the global estimator, but still better than

the middle and weighted average estimators. In terms of transportation distance, we can see

that with the reduction estimator, the obtained MoE model is as close as the MoE model

formed by the global estimator, even when M = 128 machines. Finally, the distributed

approach requires much less learning time than the global one, for example it is three to ten

times faster when using 4 to 64 machines.
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Figure 2: Performance of the Global MoE (G), Reduction (R), Middle (M) and Weighted

average (W) estimator for sample size N = 106 and M machines.

In Figure 3, we compare the evaluation metrics of the estimators across sample sizes

when 128 machines were used. With this large number of machines, the learning time is

significantly reduced when using the distributed approaches, especially for datasets with

one million observations. The performance metrics such as MSE, RPE and ARI behave as

expected across estimators and across sample sizes.

We investigate the prediction performance of the proposed distributed approach and

the global approach on the Multilevel Monitoring of Activity and Sleep in Healthy people

(MMASH) dataset. This dataset consists of 24 hours of continuous inter-beat interval data

(IBI), triaxial accelerometer data, sleep quality, physical activity and psychological charac-

teristics of 22 healthy young males. More details about the experiment setup of MMASH

are provided in Rossi et al. (2020). The size of our training set is N = 1162400, and the

size of testing set is 290600. The RPE, RMSE, Scattered Index (SI) and the learning time

of each approach are given in Table 1. We can see, the distributed approach significantly

reduced the learning time while the prediction metrics are not too different.
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Figure 3: Performance of the Global (G), vs Reduction (R), Middle (M) and Weighted

average (W) estimator using 128 machines for different sample sizes N .

Table 1: Comparison of Global (G) and Reduction (R) estimators on MMASH data.

RPE RMSE SI Time (m)

G 1.03% 8.58 9.01% 57.32

R, M = 64 1.45% 9.46 9.54% 7.84

R, M = 128 1.45% 9.49 9.58% 6.32

6 Conclusion and perspectives

In this paper, a principled distributed learning approach of MoE models was proposed.

The approach is based on searching for a desired K-component MoE model that globally

minimizes its expected transportation divergence from a large MoE composed of local MoE

models fitted on local machines. An MM algorithm, with a well-designed majorizer, was

proposed to solve the resulting minimization problem. The numerical studies demonstrate

the effectiveness of the proposed approach through extensive experiments conducted on both

simulated and real-world datasets. The demonstrated well-posedness and consistency of the
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aggregated estimator, coupled with the promising performances in regression, underscores

the potential practical applicability of the proposed approach in read-world scenarios. The

numerical experiments of the proved updating formulas of the algorithm for the classification

case to evaluate it in practice is deferred to future work.

While MoE are highly effective in capturing nonlinearity (e.g., see (Nguyen et al., 2016))

and are of broad interest in the statistics and machine learning communities, a potential use

of our approach with deep neural networks is to consider for example multi-layer perception

or more complex architectures for the experts, to make the impact broader. Moreover, we

theoretically provided guarantees of consistency of the reduction estimator in the distributed

setting regardless of the type of experts (provided they fulfill the assumptions as discussed

before) which is potentially applicable to DNNs. Finally, because we focused on the non-

trivial problem of models aggregation to construct a consistent MoE model with a fixed

number of experts, our approach requires the local models have the same number of experts,

which may not occur in practice if standard model selection approaches for MoE are applied

on local machines. For its use in its current state, one may for instance use a sufficiently large

number of experts given the denseness property of MoE. Choosing an aggregated estimator

with the optimized number of experts is an open perspective kept for a future work.
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Appendix

This supplementary material provides proofs for the Propositions 3.2, 3.3, 3.4, and 4.1,

in Appendices A.1, A.2, A.3, and A.4, respectively. In Appendices B.1 and B.2 we then

provide details for the updating formulas for the gating network and the experts network,

respectively. The formulations of these updating formulas rely on the Propositions B.1

for regression and B.2 for classification, both being proved in Appendices B.3 and B.5,

respectively. Appendix C provides the summarizing pseudocode of the main algorithm.

Further implementation details and experimental results are provided in Appendix D.

A Proofs

A.1 Proof of Proposition 3.2

First, by definition, Rc(g) is obtained by relaxing the constraint in Tc(g) from P ∈ Px(π̂,π)

to P ∈ Px(π̂, ·), therefore the inequality

inf
g∈MK

Tc(g) ≥ inf
g∈MK

Rc(g)

is trivial.

The inequality in the opposite direction is also true. Indeed, let g⋆ = arg inf
g∈MK

Rc(g)

be a minimizer of Rc(g), i.e., we have Rc(g
⋆) = inf

g∈MK

Rc(g). Then, in the remainder we

will show that inf
g∈MK

Tc(g) ≤ Rc(g
⋆). We denote the gating and expert functions of g⋆ by

{π⋆(x), φ⋆
k(·|x)}, k ∈ [K].

According to (14), the gating functions are calculated by

π⋆
k(x) =

MK∑
ℓ=1

Pℓk(g
⋆,x), ∀x ∈ X . (19)

where Pℓk(g
⋆,x) denotes the entry (ℓ, k) of P(g⋆,x) as defined in (13). The relation (19)

means that the matrix P(g⋆,x) is belonging toΠx(·,π⋆). On the other hand, by its definition

P(g⋆,x) is obviously belonging to Px(π̂, ·). Hence, P(g⋆,x) ∈ Πx(π̂,π
⋆). Note that, this

holds for all x ∈ X . Therefore, taking expectation we have

inf
g∈MK

Tc(g) = inf
g∈MK

{
E

[
inf

P∈Px(π̂,π)

KM∑
ℓ=1

K∑
k=1

Pℓk c (φ̂ℓ(·|x), φk(·|x))

]}

≤ E

[
inf

P∈Πx(π̂,π⋆)

L∑
ℓ=1

K∑
k=1

Pℓk(g
⋆,x) c (φ̂ℓ(·|x), φ⋆

k(·|x))

]
= Rc(g

⋆),

which completes the proof.



A.2 Proof of Proposition 3.3

Continuity. Firstly, we show that, conditional on x, I(g,x) is continuous in g. The as-

sumptions A2. and A3. on the continuity and convexity of the cost function c immediately

lead to the continuity and convexity in φ of the function C(P ,φ). Moreover, C(P ,φ) as

an affine function is obviously continuous and convex in P . Indeed, because C(P ,φ) is

a continuous function, and Px(π̂, ·) is a compact set for all x ∈ X , the function defined

by φ 7→ inf
P∈Px(π̂,·)

C(P ,φ) is continuous, moreover, the infimum is attained. By definition,

I(g,x) depends on g only through φ, it follows that I(g,x) is also continuous in g.

Then, since I(g,x) is bounded for all g and x by the assumption, from the Lebesgue’s

dominated convergence theorem we have that: for all sequence (g(t))t⩾1 such that g(t) → g,

= lim
t→∞

∫
X
I(g(t),x)dµ(x) =

∫
X
I(g,x)dµ(x) = Rc(g),

that is Rc(g) is continuous.

Convexity. We observe that Px(π̂, ·) is a convex set for all x ∈ X (it can be verified easily

by definition). It follows that I(g,x) is convex in g because of the facts that C(P ,φ) is

convex and taking infimum over a convex set preserves convexity. Then, let g1, g2 ∈ MK

and λ1, λ2 ∈ [0, 1] such that λ1 + λ2 = 1, one have

Rc(λ1g1 + λ2g2) =

∫
X
I(λ1g1 + λ2g2,x)dµ(x)

⩽
∫
X
(λ1I(g1,x) + λ2I(g2,x)) dµ(x)

= λ1Rc(g1) + λ2Rc(g2),

which is the definition for the convexity of Rc(g).

A.3 Proof of Proposition 3.4

For each m ∈ [M ], the assumption that the local estimator θ̂m is consistent implies that

its expert parameters β̂
(m)

1 , . . . , β̂
(m)

K must be ordered and its gating parameter α̂(m) must

be initialized as those of θ∗. Therefore, their weighted average θ̄
W

=
∑M

m=1 λmθ̂m is also a

consistent estimator of θ∗, i.e., we have θ̄
W → θ∗ in probability. It follows that the expected

transportation divergence between the two corresponding MoE models, f̄W and f ∗, will tend

to zero almost surely as N →∞, i.e., we have T (f̄W , f ∗)→ 0.

On the other hand, by definition, the MoE model corresponding to the reduction estima-

tor θ̄
R
is the one, among all g ∈MK , that minimizes the expected transportation divergence

from the weighted average model f̄W . Therefore, we have

T (f̄W , f̄R) ≤ T (f̄W , f ∗)→ 0 (20)
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almost surely.

Consequently, we also have that T (f̄R, f ∗) → 0 almost surely. Indeed, if it does not

hold, the definition (9) implies that there exists a nonzero-measure set X̂ ⊂ X on which

T (f̄R, f ∗,x) ↛ 0. On the other hand, because T (f̄W , f ∗)→ 0, we must have T (f̄W , f ∗,x)→
0, and so T (f̄W , f̄R,x) → 0, almost surely on X̂ . Because we are conditional on x, we can

borrow exactly the technique used in the proof of Theorem 9 in Zhang and Chen (2022b)

which basically argues that the assumption T (f̄R, f ∗,x) ↛ 0 finally leads to a contradiction

to the fact that T (f̄W , f̄R,x) → 0 almost surely on X̂ (i.e., contradiction to (20)). That

means we must have T (f̄R, f ∗,x) → 0 on all nonzero-measure subsets of X , and hence its

expectation, i.e., T (f̄R, f ∗)→ 0.

As a consequence, β̄
R
k → β∗

k in probability, because any possibility that it does not hold

will lead to a contradiction to (20). Indeed, suppose that there exists k ∈ [K] such that

the expert parameter β̄
R
k does not tend to β∗

k at some event. Then due to the property of

the cost function c(·, ·), the value T (f̄R, f ∗) must be bounded from below by some positive

constant, which obviously contradicts the fact (20).

We are left to show that ᾱR also converge to α∗ in probability. The estimation of ᾱR via

MLE in (25) makes itself a consistent estimator for the parameter of the logistic regression

model with predictors xs ∈ XS and responses ask given in (24). Since α̂(m) p→ α∗ and the

fact that the gating function is continuous w.r.t the parameter, for all xs ∈ XS we have

πk(xs; α̂
(m))

p→ πk(xs;α
∗) by the Slusky theorem. It follows

M∑
m=1

λmπk(xs; α̂
(m))

p→ πk(xs;α
∗), ∀xs ∈XS. (21)

Moreover, because at the convergence of the MM algorithm, the obtained experts pa-

rameters are supposed to be the theoretical solution β̄
R
k , the matrix Pℓk(g

∗,x) in (24) can

be written by

Pℓk(g
∗,xs) =

 π̂ℓ(xs) if k = arg inf
k′∈[K]

c(φ̂ℓ(·|xs), φ
R
k′(·|xs))

0 otherwise,
(22)

where φR
k′(·|xs) denotes φk′(·|xs; β̄

R
k ), the kth expert density of the reduced MoE model.

Therefore, by noting the convention about the connection between λmπk(xs; α̂
(m)) and

π̂ℓ(xs), we can see that the responses ask are in fact the approximations of πk(xs;α
∗). This

means ᾱR is also a consistent estimation of α∗.

A.4 Proof of Proposition 4.1

We will use the definition of majorant function to prove that Sc(g, g(t)) given in (16) is a

majorant function ofRc(g) given in (11) at g(t). That is, we will show that Sc(g, g(t)) ≥ Rc(g)
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and the equality holds when g = g(t).

First, for all g ∈MK and x ∈ X , from the definition of Pℓk(g
(t),x) we see that

K∑
k=1

Pℓk(g
(t),x) = π̂ℓ(x), ∀ℓ ∈ [MK].

This means the transportation plan P = [Pℓk(g
(t),x)]ℓk is a member of Px(π̂, ·). Therefore,

by the definition of Sc(g, g(t)) and Rc(g) we have Sc(g, g(t)) ≥ Rc(g).

Finally, at g = g(t), by definition the functions Sc(g, g(t)) and Rc(g) are respectively given

by

Rc(g
(t)) = E

[
inf

P∈Px(π̂,·)

MK∑
ℓ=1

K∑
k=1

Pℓk c
(
φ̂ℓ(·|x), φ(t)

k (·|x)
)]

, (23)

Sc(g(t), g(t)) = E

[
MK∑
ℓ=1

K∑
k=1

Pℓk(g
(t),x) c(φ̂ℓ(·|x), φ(t)

k (·|x))

]
.

Obviously, the transportation P = [Pℓk(g
(t),x)]ℓk with Pℓk(g

(t),x) given in (17) is a minimizer

of the minimization in (23). This means that the two quantities above are equal.

B Details of updating the gating and expert networks

of the DMoE model

B.1 Updating the gating network of the distributed MoE model

As we can see, up to this point all the optimizations carried on the central machine are

involving the expectations w.r.t x. In practice, the distribution of x is unknown. Therefore,

our approach is to create a small sample DS = {(xs, ys)}Ss=1 of size S by randomly drawing

from the full dataset D . This DS acts as a supporting sample for the calculations on the

central machine. Then, the expectation Eµ(x)[ · ] will be understood as the empirical expec-

tation calculated based on the empirical distribution µ(·) = S−1
∑S

s=1 δxs(·). The size of DS

is also an issue for further consideration. However, let us assume that DS has a sufficiently

large size to characterize the distribution of the variable x. We will denote by XS the set

of all observations xs in the supporting sample DS, and where there is no ambiguity we also

use XS to denote the matrix with each row corresponds to one row vector x⊤
s .

Although the equation (14) gives a formula to compute the mixing weights for every

covariate x, to obtain the final desired MoE model it is necessary to find the parameter

ᾱR for the gating functions πk(·, ᾱR). Therefore, we propose to estimate ᾱR via solving a

softmax regression problem in which the predictors are XS and the responses are computed
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according to (14). In particular, let A = [ask] be a matrix in RS×K defined by

ask =
MK∑
ℓ=1

Pℓk(g
∗,xs), (24)

where g∗ is the model obtained at convergence of the MM algorithm, xs ∈ DS, and Pℓk(g
∗,xs)

is computed according to (17). Then ᾱR can be estimated via the maximum likelihood

approach

ᾱR = argmax
α

S∑
s=1

K∑
k=1

ask log πk(xs;α)

= argmax
α

S∑
s=1

[
K−1∑
k=1

askα
⊤
k xs − log

(
1 +

K−1∑
k′=1

exp{α⊤
k′xs}

)]
. (25)

This problem can be solved efficiently, for example, by the Newton-Raphson procedure.

Here, we note that the parameter vector is also initialized, i.e., the Kth gate’s parameter is

constrained to be zero, this is necessary for proving the consistency of θ̄
R
.

Now, we are left with the question of how to obtain the update for the expert parameter

β
(t+1)
k as the solution of (18). In the next subsections, we will present the update formulas

for the two cases of the Gaussian regression expert and logistic regression expert when the

cost function c(·, ·) is KL-divergence.

B.2 Updating the Gaussian regression experts parameter

Now, we consider the case of φ(·|x) being Gaussian regression experts, i.e., φ(·|x) = φ(·|x⊤β;σ2),

where β ∈ Rd+1 and σ2 ∈ R+ are the parameters of the expert. The KL-divergence between

two Gaussian regression experts takes the following form

KL
(
φ1(·|x)∥φ2(·|x)

)
=

1

2

(
log

σ2
2

σ2
1

+
σ2
1

σ2
2

+
(β2 − β1)

⊤xx⊤(β2 − β1)

σ2
2

− 1

)
.

Therefore, with the experts being Gaussian and the cost function c(·, ·) being KL(·∥·),
the objective function of the problem (18) can be written as a function of β and σ2 as

K(β, σ2) := E

[
MK∑
ℓ=1

P(t)
ℓk (x)

1

2

(
log

σ2

σ̂2
ℓ

+
σ̂2
ℓ

σ2
+

(β − β̂ℓ)
⊤xx⊤(β − β̂ℓ)

σ2
− 1

)]
, (26)

where P(t)
ℓk (x) denotes Pℓk(g

(t),x), which is calculated by (17) with c(φ̂ℓ(·|x), φ(t)
k′ (·|x)) is now

replaced by KL(φ̂ℓ(·|x)∥φ(t)
k′ (·|x)). Then, (18) can be simply rewritten by

(β
(t+1)
k , σ2

k
(t+1)

) = arg inf
(β,σ2)∈Rd+1×R+

K(β, σ2).

The following proposition gives a solution to this problem, i.e., the updating formula for the

parameters of the Gaussian regression experts.
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Proposition B.1. Let the notations be as defined above. If c(·, ·) is chosen to be KL (·∥·),
and φ

(t+1)
k (·|x) in (18) are Gaussian regression experts, then the update formulas for their

parameters are given by

β
(t+1)
k = (X⊤

SD
(t)
k XS)

−1X⊤
SXS ⊙ (W

(t)⊤
k B̂

⊤
)1p, (27a)

σ2
k
(t+1)

=
1

trace(D
(t)
k )

(
Σ̂

⊤
W

(t)
k 1S + 1⊤

MKW
(t)
k ⊙ (β(t+1) − B̂)⊤X⊤

SXS(β
(t+1) − B̂)1MK

)
,

(27b)

in which, the matrices D
(t)
k , W

(t)
k and B̂ are given in (28)-(30).

The detailed calculations are given in Appendix B.3.

B.3 Proof of Proposition B.1

To see this, it is necessary to minimize the function K(β, σ2) given in (26). Firstly, we

observe that K(β, σ2) is continuously differentiable and convex w.r.t β, so any stationary

point is a global minimizer of K(β, σ2) as a function of β. On the other hand, K(β, σ2)

is coercive w.r.t σ2, then it has a global minimizer that satisfies the first-order optimality

condition.

The partial derivatives of K(β, σ2) w.r.t β and σ2 are given by

∂K
∂β

= E

[
MK∑
ℓ=1

P(t)
ℓk (x)

xx⊤(β − β̂ℓ)

σ2

]
,

∂K
∂σ2

= E

[
MK∑
ℓ=1

P(t)
ℓk (x)

(
σ2 − σ̂2

ℓ − (β − β̂ℓ)
⊤xx⊤(β − β̂ℓ)

2σ4

)]
.

Replacing the expectation operator by the empirical expectation and setting ∂K
∂β

to 0 one

gets

1

S

S∑
s=1

MK∑
ℓ=1

P(t)
ℓk (xs)xsx

⊤
s β =

1

S

S∑
s=1

MK∑
ℓ=1

P(t)
ℓk (xs)xsx

⊤
s β̂ℓ

⇔
S∑

s=1

xs

(
MK∑
ℓ=1

P(t)
ℓk (xs)

)
x⊤
s β =

S∑
s=1

xsx
⊤
s

MK∑
ℓ=1

P(t)
ℓk (xs)β̂ℓ.
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Let us denote

B̂ =
[
β̂1, . . . , β̂MK

]
∈ Rp×MK , (28)

D
(t)
k = diag

(
MK∑
ℓ=1

P(t)
ℓk (x1), . . . ,

MK∑
ℓ=1

P(t)
ℓk (xS)

)
∈ US×S, (29)

W
(t)
k =

 P
(t)
1k (x1) P(t)

1k (x2) . . . P(t)
1k (xS)

...
...

. . .

P(t)
MK,k(x1) P(t)

MK,k(x2) . . . P(t)
MK,k(xS)

 ∈ UMK×S, (30)

where U = [0, 1] ⊂ R. Then the above equation can be written under matrix form as

X⊤
SD

(t)
k XSβ = X⊤

SXS ⊙ (W⊤
k B̂

⊤
)1p,

where ⊙ denotes the Hadamard product. This follows the root for β is given by

β = (X⊤
SD

(t)
k XS)

−1X⊤
SXS ⊙ (W

(t)⊤
k B̂

⊤
)1p.

Similarly, setting ∂K
∂σ2 to 0 one gets

S∑
s=1

MK∑
ℓ=1

P(t)
ℓk (xs)σ

2 =
S∑

s=1

MK∑
ℓ=1

P(t)
ℓk (xs)

(
σ̂2
ℓ + (β − β̂ℓ)

⊤xx⊤(β − β̂ℓ)
)
,

which can be written under matrix form as

trace(D
(t)
k )σ2 = Σ̂

⊤
W

(t)
k 1S + 1⊤

MKW
(t)
k ⊙ (β − B̂)⊤X⊤

SXS(β − B̂)1MK ,

where Σ̂ = (σ̂2
1, . . . , σ̂

2
MK)

⊤ ∈ RMK
+ . The conclusion is followed immediately.

B.4 Updating the logistic regression experts parameters

When the problem under consideration is classification, it is common to use logistic regression

model to model the component densities. For simplicity, we consider here the case of binary

responses, i.e., y ∈ {0, 1}. The conditional density in this case takes the following form

φ(y|x;β) =
[

exp(x⊤β)

1 + exp(x⊤β)

]y [
1

1 + exp(x⊤β)

]1−y

,

where β ∈ Rd+1 is the parameter vector. Let φ1(y|x;β1) and φ1(y|x;β2) be the conditional

densities of two binary logistic regression experts, then the KL-divergence between them is

given by

KL
(
φ1(·|x)∥φ2(·|x)

)
=

exp(x⊤β1)

1 + exp(x⊤β1)

(
log

exp(x⊤β1)

1 + exp(x⊤β1)
− log

exp(x⊤β2)

1 + exp(x⊤β2)

)
+

1

1 + exp(x⊤β1)

(
log

1

1 + exp(x⊤β1)
− log

1

1 + exp(x⊤β2)

)
.

(31)
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Analogously to the case of Gaussian regression experts, substituting the expression of KL-

divergence between two logistic experts into (18), the objective function can be rewritten as

a function of β by

KBi(β) := E

[
MK∑
ℓ=1

P(t)
ℓk (x)

(
log
(
1 + exp(x⊤β)

)
− x⊤β

exp(x⊤β̂ℓ)

1 + exp(x⊤β̂ℓ)
+ const

)]
, (32)

where P(t)
ℓk (x), similarly to the case of Gaussian experts, is calculated by (17) with c(φ̂ℓ(·|x), φ(t)

k′ (·|x))
is now replaced by KL(φ̂ℓ(·|x)∥φ(t)

k′ (·|x)) given in (31).

Proposition B.2. Let the notations be as defined above. If c(·, ·) is chosen to be KL (·∥·),
and φ

(t+1)
k (·|x) in (18) are logistic regression experts, then the update formulas for their

parameters are given by

β
(t+1)
k = (X⊤

SXS)
−1X⊤

S (log(V
(t)
k )− log(1− V

(t)
k )), V k = D

(t)
k

−1
W

(t)⊤
k U⊤, (33)

in which, the matrices D
(t)
k and W

(t)
k the same with those in Proposition B.1, and U is given

in (36).

The detailed calculations can be found in Appendix B.5.

B.5 Proof of Proposition B.2

To see the update formula for the parameter vector of the logistic regression expert, it is

necessary to minimize the function KBi(β) given in (32). The first order derivative of KBi(β)

is given by

∂K
∂β

= E

[
MK∑
ℓ=1

P(t)
ℓk (x)

(
x exp(x⊤β)

1 + exp(x⊤β)
− x exp(x⊤β̂ℓ)

1 + exp(x⊤β̂ℓ)

)]
.

Replacing the expectation operator by the empirical expectation and setting ∂K
∂β

to 0 we

obtain the following equation

S∑
s=1

MK∑
ℓ=1

P(t)
ℓk (xs)

xs exp(x
⊤
s β)

1 + exp(x⊤
s β)

=
S∑

s=1

MK∑
ℓ=1

P(t)
ℓk (xs)

xs exp(x
⊤
s β̂ℓ)

1 + exp(x⊤
s β̂ℓ)

. (34)

Let us denote

E =

[
exp(x⊤

1 β)

1 + exp(x⊤
1 β)

, . . . ,
exp(x⊤

Sβ)

1 + exp(x⊤
Sβ)

]⊤
∈ US, (35)

U =


exp(x⊤

1 β̂1)

1+exp(x⊤
1 β̂1)

exp(x⊤
1 β̂2)

1+exp(x⊤
1 β̂2)

. . .
exp(x⊤

1 β̂MK)

1+exp(x⊤
1 β̂MK)

...
...

. . .
exp(x⊤

S β̂1)

1+exp(x⊤
S β̂1)

exp(x⊤
S β̂2)

1+exp(x⊤
S β̂2)

. . .
exp(x⊤

S β̂MK)

1+exp(x⊤
S β̂MK)

 ∈ US×MK . (36)
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Then the equation (34) can be rewritten under matrix form as

X⊤
SD

(t)
k E1S = X⊤

SW
(t)⊤
k U⊤1S.

We see that, the above equation holds if E = D
(t)
k

−1
W

(t)⊤
k U⊤, or equivalently, XSβ =

log(V
(t)
k )− log(1− V

(t)
k ) with V k := D

(t)
k

−1
W

(t)⊤
k U⊤. Therefore, we obtain

β = (X⊤
SXS)

−1X⊤
S (log(V

(t)
k )− log(1− V

(t)
k )),

which completes the proof.

C Pseudocode of the main DMoE algorithm

The Algorithm 1 gives a pseudo-code that summarizes our main algorithm of aggregating

MoE models.

Algorithm 1 Aggregating MoE local estimators

Input:

- local gating parameters α̂(m), m ∈ [M ];

- local expert parameters β̂
(m)

k , m ∈ [M ], k ∈ [K];

- sample proportions λm, m ∈ [M ].

Output: Reduction estimator θ̄
R
= (ᾱR, β̄

R
1 , . . . , β̄

R
K).

1: Initialize a MoE model g(0), i.e., initialize θ(0) = (α(0), β
(0)
1 , . . . ,β

(0)
K ). Assign t←− 0

2: Sampling a supporting sample DS from D

3: repeat

4: for k ∈ [K] do

5: for ℓ ∈ [MK] do

6: For all x ∈ DS, compute Pℓk(g
(t),x) according to (17)

7: end for

8: Update expert parameters by solving (18). Depending on whether the expert is

Gaussian

or logistic regression model, update formula takes the form (27) or (33), respectively

9: end for

10: Assign t←− t+ 1

11: until the objective function (16) converges.

12: Estimate the gating parameter according to (25).
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D Details of implementation of numerical experiments

and additional results

D.1 Data generating process

In this simulation, we fixed K = 4 and d = 20. We considered datasets of different sizes,

from moderate to very large, to illustrate the statistical performance of the estimators.

The datasets were generated as follows. Firstly we specified a true mixture of K compo-

nents, which to be estimated, and the centers x(k) of the clusters k ∈ [K]. Then for each

N ∈ {100000, 500000, 1000000}, we generated 100 random dataset D = {(xi, yi)}Ni=1 by

drawing, for each k, N/K points from a multivariate Gaussian distribution with mean x(k)

and covariance matrix defined by Σuv = 1
4

|u−v|
, for u, v ∈ [d]. Finally, the responses yi are

generated by the standard generating process for MoE model, i.e.,

yi|Zi = k,xi ∼ N
(
x⊤
i β

∗
k; σ∗2

k

)
Zi|xi ∼ M

(
1,
(
π1(xi;α

∗), . . . , πK(xi;α
∗)
))

,

where M(1,π) is the multinomial distribution with parameter vector π. Here, the true

parameter vector of the model to be estimated is θ∗ := (α∗⊤,β∗
1
⊤, . . . ,β∗

K
⊤, σ∗

1
2, . . . , σ∗

K
2)⊤.

To have more fairly data generating process, these true parameter vectors and the cluster

centers are also selected randomly from the set of integers in the interval [−5, 5]. For each

of the N ’s considered above, we also generated 100 corresponding testing sets such that the

ratio of training-testing split is 80% − 20%, more precisely, the testing sets will have 50k,

125k and 500k observations, respectively. It is worth mentioning that each of the datasets

with one million observations consumes roundly 1.6 GB of memory. The estimators are

computed using training sets and the metrics (except the learning time) are evaluated on

testing sets.

D.2 Implementation details and additional results

For the distributed approaches, i.e., the reduction, middle and weighted average estimators,

we consider four settings of M , respectively, 4, 16, 64 and 128 machines. The data are

distributed equally to the local machines, and the size of the supporting set is taken to be

equal to the size of local data, i.e., S = Nm = N/M for all m ∈ [M ].

The Global estimator is obtained by running the EM algorithm, on a single computer.

The learning time for each of them is therefore the total time of running the corresponding

algorithm. On the other hand, for the reduction estimator, since the local inferences can be

performed parallelly on multiple machines, the learning time is recorded as the sum of the
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maximum local time and the aggregating time, i.e., the time consumed by the Algorithm 1.

Similarly, the learning time of Middle and Weighted average estimator is the sum of the

maximum local time and the time of the corresponding calculations to obtain them. All EM

algorithms involving the global and local inferences are run with five random initializations.

Finally, for each of the obtained estimators, we compute the transportation distance form

the true model, the log-likelihood, MSE, RPE and ARI on the corresponding testing sets.
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Figure 4: Performance of the Global MoE (G), Reduction (R), Middle (M) and Weighted

average (W) estimator for sample size N = 105 and M machines.

Figure 6 shows the convergence behavior of the MM algorithm in a typical run (picked

up randomly from our experiments). The objective function (16) can be seen to converge in

about 35 MM iterations.

33



0

200

400

600

800

1000

T
ra

n
s
p
o
rt

a
ti
o
n
 d

is
ta

n
c
e

G RMW G RMW G RMW G RMW
M=4 M=16 M=64 M=128

-1.23

-1.225

-1.22

-1.215

-1.21

-1.205

L
o
g
 l
ik

e
lih

o
o
d

10
5

GRMW GRMW GRMW GRMW
M=4 M=16 M=64 M=128

0

10

20

30

40

50

T
im

e
 (

m
in

)

G RMW G RMW G RMW G RMW
M=4 M=16 M=64 M=128

0

0.01

0.02

0.03

0.04

0.05

M
S

E

G RMW G RMW G RMW G RMW

M=4 M=16 M=64 M=128

0.12

0.122

0.124

0.126

0.128

0.13

0.132

0.134

0.136
R

P
E

G RMW G RMW G RMW G RMW

M=4 M=16 M=64 M=128

0.952

0.954

0.956

0.958

0.96

0.962

0.964

A
R

I

G RMW G RMW G RMW G RMW

M=4 M=16 M=64 M=128

Figure 5: Performance of the Global MoE (G), Reduction (R), Middle (M) and Weighted

average (W) estimator for sample size N = 500000 and M machines.
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Figure 6: The objective function against iterations to illustrate the decreasing and conver-

gence behavior for a randomly taken dataset.

34


	Introduction
	Aggregating distributed MoE models
	Estimator reduction via optimal transport
	An MM algorithm for the reduction estimator
	Experimental study
	Conclusion and perspectives
	Acknowledgement
	References
	Appendix
	Proofs
	Details of updating the gating and expert networks of the DMoE model
	Pseudocode of the main DMoE algorithm
	Details of implementation of numerical experiments and additional results

