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Abstract
In this paper, we propose SRL4NLP, a new
approach for data augmentation by drawing
an analogy between image and text process-
ing: Super-resolution learning. This method
is based on using high-resolution images to
overcome the problem of low resolution im-
ages. While this technique is a common usage
in image processing when images have a low
resolution or are too noisy, it has never been
used in NLP. We therefore propose the first
adaptation of this method for text classification
and evaluate its effectiveness on urgency de-
tection from tweets posted in crisis situations,
a very challenging task where messages are
scarce and highly imbalanced. We show that
this strategy is efficient when compared to com-
petitive state-of-the-art data augmentation tech-
niques on several benchmarks datasets in two
languages.

1 Introduction

The performances of NLP classification tasks are
largely influenced by the availability of good qual-
ity training data with sufficient number of repre-
sentative instances. This is particularity salient for
(highly) imbalanced text classification problems,
like malware detection (Oak et al., 2019), relation
extraction (Gao et al., 2019), hate speech detection
(Schmidt and Wiegand, 2017) as well as urgency
detection (Sánchez et al., 2023).

To augment minority classes, many data augmen-
tation strategies have been proposed while ensuring
models generalization. Roughly, these strategies
can operate either at the data or model level. Data-
based approaches generate synthetic new instances
relying on lexical/syntactic variations (paraphras-
ing, substitution, etc.) or pre-trained generative
models (e.g., GPT2, GPT3) (Anaby-Tavor et al.,
2020; Yoo et al., 2021; Chia et al., 2022). Model-
based approaches on the other hand fight class im-
balance during training via (a) some dedicated loss
functions by assigning higher wrong classification

costs to classes with small proportion (Lin et al.,
2020; Li et al., 2020), (b) specific architectures
such as multi-task learning leveraging auxiliary
tasks (Spangher et al., 2021) and knowledge distil-
lation that trains smaller model with soft labels
(Tan et al., 2022), or (c) text interpolation that
mixes up original and perturbed samples in the
hidden space (Chen et al., 2022). While data-based
techniques are easy to implement with low compu-
tational cost compared to model-based ones (Wei
and Zou, 2019), current methods have difficulty to
generate meaningful instances as augmented data
are often too close to the original ones, or semanti-
cally different which may result in instances that do
not make sense to humans (Feng et al., 2021; Ka-
malloo et al., 2022). Prompt-based augmentation
alleviates these issues but at the price of training
large-scale language models. In addition, they turn
to be sensitive to prompt design in terms of the
choice and order of the input examples (Reynolds
and McDonell, 2021).

In this paper, we propose a new approach for data
augmentation by drawing an analogy between im-
age and text processing: Super-resolution learning
(Yang et al., 2019). This method is based on using
high-resolution images to overcome the problem
of low resolution images and has been successfully
employed in image processing when images have
a low resolution or are too noisy (Peng et al., 2016;
Koziarski and Cyganek, 2018; Tian et al., 2023;
Fukami et al., 2023). It has however never been
adapted to NLP classification tasks. In this con-
text, we make a parallel between image and text by
considering noisy and short user generated content
(e.g., social media posts) as a low resolution image
and long well written documents (e.g., news papers,
Wikipedia, scientific articles) as a high resolution
image which enables augmentation with more di-
verse and high quality data with less cost. Mixed
data from both types of resolution are then used to
train supervised classifiers.
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We measure the effectiveness of super-resolution
data augmentation on single label text classification
tasks which: (i) show a step-imbalanced distribu-
tion with a high fraction of minority classes (Buda
et al., 2018), (ii) are characterized by a long-tailed
distribution with many instances for a small num-
ber of classes, but few for the remaining classes
(Henning et al., 2023), (iii) involve low-quality in-
stances (e.g., few tokens, ill-formed with grammar
spelling/syntactic issues), and (iv) are about media
events such as disasters (e.g., flood, earthquakes),
health (e.g., vaccines, cancer, suicide) and sport,
that are more likely to be discussed in factual exter-
nal sources of information, adding therefore mean-
ingful context. Among NLP applications meeting
these criteria (e.g., cybersecurity (Oak et al., 2019),
medecine (Mayer et al., 2021; Ansari et al., 2021)),
we experiment with urgency detection from tweets
(Castillo, 2016; Alam et al., 2021), a very challeng-
ing task aiming at classifying messages posted dur-
ing crisis situations according to fine-grained inten-
tion to act categories (such as human/infrastructure
damages, warning/advice). In this task, messages
that require an urgent and rapid action from res-
cue teams are scarce and highly imbalanced com-
pared to non-urgent ones (Reuter et al., 2018; Sari-
oglu Kayi et al., 2020), making it a very interesting
case study for super-resolution learning. In this
paper, our contributions are:

• SRL4NLP, a simple yet effective adaptation
of a well-established data augmentation strat-
egy in image processing to text classification
which does not rely on artificially generated
data but on existing high quality texts.

• A study of the performances of this strategy
on disaster management from social media
relying on benchmark datasets in both English
and French.

• A quantitative and qualitative evaluation in an
out-of-type configuration where classifiers are
evaluated in unseen event types during train-
ing. Our results suggest that super-resolution
learning is achieving competitive results when
compared to state-of-the-art data augmenta-
tion techniques.

In the following, Section 2 presents the origi-
nal machine-learned super-resolution method and
how we adapted it for NLP. Section 3 presents the
datasets and Section 4 presents the experimental

settings used in this study. Section 5 presents the
results. We compare our approach to related work
in Section 6. Finally, we conclude drawing some
perspectives for future work.

2 Data Augmentation with
Super-Resolution

2.1 Super-resolution for Image Processing

Data augmentation has first been explored in the
field of image processing with algorithms for geo-
metric transformations, color changes, filters, ran-
dom erasing, etc. (see (Shorten and Khoshgoftaar,
2019) for a survey). Classifiers are mainly trained
on high-resolution labeled data but do not perform
well when tested on low-resolution data. Thus,
super-resolution method, consisting in enhancing
the resolution of an image, is largely approved and
applies in many fields such as face recognition (Zou
and Yuen, 2012), microscopic image (Nehme et al.,
2018), the domains of flow (Liu et al., 2020; Yousif
et al., 2021; Fukami et al., 2023) or medicine (van
Sloun et al., 2019).

Super-resolution gained interest for deep learn-
ing with Peng et al. (2016) who evaluated different
training strategies for CNN models to improve fine-
grained category classification of very low resolu-
tion images. They artificially reduce the resolution
of some high-resolution training data and show that
mixing them during the training phase improves
accuracy when models are tested on low-resolution
images compared to training on either high or low-
resolution only.

Thus, multi-resolution training, which randomly
resizes images to different resolutions, allows to ac-
commodate varying resolutions during testing and
is used mainly to train CNN models. Recently, Tian
et al. (2023) proposed ResFormer, a vision trans-
former trained on multi-resolution images (several
scalings of images) which obtains better results
than a transformer trained on single resolution.

2.2 SRL4NLP: Super-resolution for NLP

Inspired by these results, we draw an analogy be-
tween images and texts: (1) we consider that tweets
are low-resolution texts as they are short and of-
ten low-quality, noisy texts; and (2) we propose to
augment low-resolution training data with similar
texts with a higher resolution (see Figure 1). We
consider high-resolution texts as clean texts with
a higher number of tokens than tweets. Instead of
generating artificial high-resolution texts from low-
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Figure 1: Adaptation of Peng et al. (2016) super-resolution learning to text classification, illustrated here on the task
of urgency detection, our case study.

resolution ones before or during training as often
done in image processing and to avoid additional
training costs, we propose to augment data with
existing texts such as newspaper, encyclopedic ar-
ticles, or scientific publications, and to mix them
with tweets for the training step.

SRL4NLP implies to have a high-resolution
dataset about the same topics as the low-resolution
one, and annotated with the same labels. If not
available, we propose a method in Section 3 to
collect and automatically annotate high-resolution
data from structured texts, such as Wikipedia arti-
cles.

3 Datasets

The literature on emergency detection has been
growing fast in the recent years and several datasets
(mainly tweets) have been proposed to account for
crisis-related phenomena.1 Messages are annotated
according to relevant categories that are deemed to
fit the information needs of various stakeholders
like humanitarian organizations, local police and
firefighters. Well-known dimensions include re-
latedness to identify whether the message content
is useful (Jensen, 2012) and situation awareness
(also known as urgency) to filter out on-topic rel-
evant vs. on-topic irrelevant information (Imran

1See https://crisisnlp.qcri.org/ for an overview.

et al., 2013; McCreadie et al., 2019; Sarioglu Kayi
et al., 2020; Kozlowski et al., 2020). We evaluate
several data augmentation strategies on different
datasets in English and French since datasets for
crisis management are available in these languages
(see Table 1).

3.1 Low-Resolution datasets

- KOZLOWSKImerge: This dataset is the largest
French dataset for crisis management composed of
16,202 tweets about various expected (e.g., storms)
and sudden crisis (e.g., explosions) events (Ko-
zlowski et al., 2020; Bourgon et al., 2022). It
contains tweets annotated for three urgency cat-
egories as well as 6 intentions to act categories: (1)
URGENT that applies to messages mentioning HU-
MAN/MATERIAL DAMAGES as well as security in-
structions (ADVICE-WARNING) to limit these dam-
ages during crisis events, (2) NOT URGENT that
groups SUPPORT messages to the victims, CRITICS

or any OTHER messages that do not have an im-
mediate impact on actionability but contribute in
raising situational awareness, and finally (3) NOT

USEFUL for messages that are not related to the
targeted crisis. To be comparable with the follow-
ing English dataset, some intent classes have been
merged into more coarse-grained classes: HUMAN-
DAMAGE and MATERIAL-DAMAGE into DAM-
AGE; SUPPORT and CRITICS into SOCIAL while
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URGENT NOT URGENT NOT USEFUL TOTALDAMAGE ADVICE_WARNING SOCIAL OTHER
KOZLOWSKImerge 908 1,456 1,128 1,352 11,358 16,202
HUMAIDmerge 908 1,456 1,128 1,352 11,358 16,202
FRAUTO 603 276 153 0 0 1,032
FRAUTO_NO_SOCIAL 603 276 0 0 0 879
ENAUTO_NO_SOCIAL 1,160 0 0 0 0 1,160

Table 1: Distribution of each dataset in terms of urgency (3 classes) and intent (5 classes).

keeping imbalanced distribution with 71%, 8,98%
and 5.60% for NOT USEFUL, SOCIAL and DAM-
AGE respectively.
- HUMAIDmerge: It is an English dataset of 77,196
tweets annotated for crisis management following
10 intent categories and one NOT USEFUL class
(Alam et al., 2021). This latter class having few
instances (1,986) and as we wanted it to be a major-
ity class as in KOZLOWSKImerge, we added 9,372
NOT USEFUL instances from other crisis datasets
annotated for relatedness (CRISISLEXT6 (Olteanu
et al., 2014) and CRISISLEXT26 (Olteanu et al.,
2015)). To allow a better comparison, we aligned
HUMAID annotations with KOZLOWSKImerge by
merging similar categories (e.g., injured/dead peo-
ple and missing or found people into the unified
label DAMAGE) while discarding irrelevant ones
(e.g., no decision). We have also randomly selected
the same number of tweets from the same classes
as in KOZLOWSKImerge to have an equivalent dis-
tribution and a comparable size.

3.2 High-Resolution datasets
SRL4NLP implies to have a high-resolution dataset
about the same topics as the low-resolution one,
and annotated with the same labels, so that both
datasets can be mixed during the training step.
However, as there is no available high-resolution
dataset for crisis management which fit our needs,
we defined a simple but generic method to collect
and annotate automatically high-resolution texts
from existing structured documents. This method
avoids additional computational costs due to arti-
ficial data generation and manual annotation. The
selection and annotation of high-resolution texts
from structured documents follow Algorithm 1,
which annotates paragraphs of relevant documents
according to the title of the section they belong to;
assuming a set of labels C of a classification task
for a given use case and a set of documents D re-
lated to this use case structured in terms of sections
S and paragraphs P , such that:

• C = {(c1, k1), ..., (cn, kn)} where each la-

bel ci is triggered by a set of keywords K =
{k1, ..., kl}, and

• D = {d1, ..., dm} where dj =<
(Sj , P

+
i )+ > such that Sj = {sj,1, ..., sj,n}

the n sections of dj ∈ D, and
Pn = {pn,1, ..., pn,r} the r paragraphs
of Sj .

Algorithm 1: HIGH-RESOLUTION TEXT

SCRAPPER AND ANNOTATION
Input: C, K, D, S , P
Output: label(pr)

1 for di in D do
2 for si,j in Si do
3 for cn,kn in C do
4 if kn in sj then
5 for pr in Pj do
6 label(pr) = cn

For our use case, we decided to use Wikipedia
as external source as it contains a large variety of
factual and valuable information for understanding
the nature, causes, impacts, and responses to dif-
ferent crises (e.g., damage and weather reports, re-
sponses and mitigation efforts, media coverage and
public reactions) making it well suited for super-
resolution. In addition, it is copyright free, easy to
scrap, and comes with a structured format with ded-
icated sections and paragraphs for each Wikipedia
page. Thus, the following datasets, built with Al-
gorithm 1, are composed of high-resolution para-
graphs from Wikipedia, used to augment all mi-
nority classes, except NOT USEFUL, the majority
class:

- FRAUTO: the set of relevant documents D is
composed of the 152 links in the French Wikipedia
page Natural disasters by year2. The sets of key-
words K used for the matching of section titles

2https://fr.wikipedia.org/wiki/Cat%C3%A9gorie:
Catastrophe_naturelle_par_ann%C3%A9e
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with classes are given in Appendix A. This results
in 1,032 labelled paragraphs, each of them being
related to a crisis type given by the document title.
Among them, we manually checked 144 randomly
selected paragraphs and agreed with the automatic
annotation (see an example in Appendix C).

- FRAUTO_NO_SOCIAL: unlike Twitter, texts
in Wikipedia which can be labelled as SOCIAL

(i.e. critics, support) are rare. For this reason,
we have created a subset of FRAUTO, named
FRAUTO_NO_SOCIAL, which contains only the
data labelled DAMAGE and ADVICE_WARNING.

- ENAUTO_NO_SOCIAL: in the same way, 213
links in the English Wikipedia page Natural dis-
asters by year3 have been scrapped leading to the
automatic selection and annotation of 1,160 para-
graphs as DAMAGE or ADVICE_WARNING (see
Appendix B for the English matching lexicon).

Table 1 shows the distribution of these aug-
mented datasets.

4 Models and Evaluation Protocol

4.1 Experimental Settings

For testing the datasets in French, we used
FlauBERTFine−Tuned which is the best perform-
ing model for intent classification on the French
dataset according to (Kozlowski et al., 2020). It is
a FlauBERT model (Le et al., 2020) that has been
fine-tuned on 358,834 unlabelled tweets posted dur-
ing crises. For English, we used RoBERTa (Liu
et al., 2019) which is reported to be efficient for
crisis management in English (Koshy and Elango,
2022; Rocca et al., 2023; Madichetty et al., 2023).
For both models, we used the Focal Loss with an
Adam optimizer.

Regarding the classification task, we do not re-
port any comparative analysis with existing main-
stream large language model such as GPT for three
main reasons. First, our aim is to design a sim-
ple approach that requires very low computational
cost. Second, as we used GPT3 to generate the
new augmented data and so learned from these
data, we decided to not use it for classification
because results may be biased. Finally, we also ex-
perimented classification with GPT3 on 100 tweets
of KOZLOWSKImerge. However, it was unable to
distinguish OTHER and NOT USEFUL messages,
achieving therefore low performances compared

3https://en.wikipedia.org/wiki/Category:
Natural_disasters_by_year

to FlauBERT (e.g. GPT3 was only able to cor-
rectly classify 35% of messages into intention to
act categories).

Following the general trends in crisis manage-
ment (Kersten et al., 2019; Algiriyage et al., 2021;
Bourgon et al., 2022), we designed an out-of-type
evaluation protocol by training on a pool of events
related to different types of crises (e.g., Hurricane,
Storm) and testing on a particular different type
(e.g., Earthquake). The aim is to evaluate if a model
can deal with new types of crisis, which is crucial
to ensure the portability of the models to unseen
events.

Each corpus contains different types of crisis:
Fire, Flood, Storm, Hurricane, Collapse and Ter-
rorist attack for KOZLOWSKImerge and Fire, Flood,
Storm, Hurricane, Earthquake for HUMAIDmerge.
Thus for each dataset, an experiment consists in
the average of n runs, each run with n − 1 crisis
types for training and the remaining crisis type for
testing. For HUMAIDmerge, as a random data sam-
pling is done so that the dataset can be comparable
with the distribution of the French one and as the
initial English dataset is pretty large (around 86K),
we created 5 independent batches of 16,202 ran-
dom tweets per batch conserving the same class
distribution as KOZLOWSKImerge and reported the
averaged macro F-scores.

For both datasets, we replaced all numbers and
URLs by a dedicated token and removed user men-
tions.

4.2 Methods
In addition to our super-resolution data augmen-
tation method, we evaluate several state-of-the-art
approaches:

4.2.1 Data-based approaches
- Synonym replacement (Zhang et al., 2015):

This method substitutes a random word in a text by
one of his synonym selected in a thesaurus based
on a language model prediction. We used the im-
plementation from the NLPAUG library.4

- Contextual augmentation: Based on
Kobayashi (2018), this method requires a deep
learning model calculating the word probability
at a given position based on its context. Then, it
replaces the word at this position by the predicted
word.

- Back Translation (Yu et al., 2018): This
method translates a text from a source language

4https://github.com/makcedward/nlpaug
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Text Method

(1) #Harvey has so far cost at least 31 lives, forced 30,000+ people from homes in TX and caused
extensive destruction.

Original tweet

(2) #Harvey has cost at least 31 lives so far, forced more than 30,000 people to leave their homes
in TX and caused considerable destruction.

Back translation

(3) # Moreve It has so far cost at quigo 31 liveds, forced 3 et+ over from homes in TX that causes
some extensive destruction.

Synonym replacement

(4) Old #Harovey the has so was far we cost at high leostast 1 31 lives, forced 30,000+ people
from homes in TX and caused so extensive place destruction.

Contextual augmentation

(5) The impact of #Harvey has been devastating, with 31 lives lost, over 30,000 people displaced
from their homes in TX, and widespread destruction. Let’s stand together and support those
affected by this crisis. #SupportForHarveyVictims #RebuildingTogether

Generative augmentation

(6) Approximately 32,000 people were displaced in shelters across the state by August 31. The
George R. Brown Convention Center, the state’s largest shelter, reached capacity with 8,000
evacuees. The NRG Center opened as a large public shelter accordingly. More than 210,000
people registered with FEMA for disaster assistance.

Super-resolution

Table 2: Examples of augmented data from one tweet.

into a target language and then translates it back
to the source. We used Helsinki-NLP/OPUS-MT-
train (Tiedemann and Thottingal, 2020)5 to trans-
late the French dataset into English and then back
into French. For the English dataset, we translated
it into French and then back into English.

- Generative augmentation: Inspired by Yoo
et al. (2021), we used GPT3 (Brown et al., 2020) to
generate new data similar to tweets of our datasets.
The prompt asks to generate 10 new tweets similar
to 5 tweets from the original dataset that share the
same label but can be from different crises.

To be able to make comparison between
classification models, we used the above
methods to augment data with the same dis-
tribution as FRAUTO_NO_SOCIAL to augment
KOZLOWSKImerge and ENAUTO_NO_SOCIAL

to augment HUMAIDmerge. Table 2 presents
examples of augmented data obtained from one
tweet with the above methods, showing for some
of them the low quality of what is generated.

4.2.2 Model-based approaches
We also compare with the following two model-
based methods as they have been shown to be quite
effective for crisis management.

- Manifold Mixup (Verma et al., 2019): It has
been adapted to crisis management by Chowdhury
et al. (2020a). It makes semantic interpolation
during training, obtaining neural networks (here,
FlauBERTFine−Tuned for French and RoBERTa
for English) with smoother decision boundaries.6

5https://github.com/Helsinki-NLP/
OPUS-MT-train

6https://github.com/vikasverma1077/manifold_

- Multi-task learning (Ye et al., 2019): This
strategy trains several layers on different but related
tasks to improve the performance. This learning
architecture has already been used for crisis man-
agement by Kozlowski et al. (2020) and Khanal and
Caragea (2021). Following Kozlowski et al. (2020),
the tasks are utility (useful vs. not useful), urgency
(urgent vs. not urgent vs. not useful) and intention
(5 classes) detection, the latter being our main task.
For all tasks, we used the Focal loss function and
FlauBERTFine−Tuned for French and RoBERTa
for English.

5 Results

5.1 Quantitative results
Table 3 presents the results obtained by
FlauBERTFine−Tuned on the KOZLOWSKImerge

dataset (5 classes) and its augmented versions.
The model obtains the best results on the dataset
augmented with FRAUTO_NO_SOCIAL via the
automatic super-resolution method. We note
that augmenting only the classes DAMAGE and
ADVICE-WARNING with few high-resolution
texts from Wikipedia can even help improving
the performance on the class SOCIAL which has
not been augmented. Indeed, Wikipedia contains
informative data, similar to what is found in tweets
for both classes DAMAGE and ADVICE-WARNING

whereas it contains almost no SOCIAL data.
Thus, augmenting only the first two classes helps
the model to be more discriminant on the class
SOCIAL.

Table 4 presents the results obtained by
RoBERTa on the HUMAIDmerge dataset (5 classes)

mixup
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Dataset Damage Advice_Warning Social Other Not Useful Total

KOZLOWSKImerge 54.87 46.94 54.62 23.86 82.83 52.62
Manifold Mixup 55.95 46.67 50.65 26.00 82.64 52.38
Multi-task 57.76 47.15 50.99 30.50 82.86 53.85
KOZLOWSKImerge +Back Translation 48.94 46.48 49.25 26.40 83.00 50.81
KOZLOWSKImerge +Generative augmentation 52.77 47.66 50.74 22.09 81.83 51.02
KOZLOWSKImerge +Contextual augmentation 58.37 48.04 50.84 24.41 82.05 52.74
KOZLOWSKImerge +Synonym replacement 57.04 47.38 51.35 28.12 81.22 53.02
FRAUTO 55.67 47.75 50.18 22.51 81.37 51.50
FRAUTO_NO_SOCIAL 58.65 48.33 56.00 25.73 82.26 54.19

Table 3: Results of FlauBERTFine−Tuned in terms of average F-score on KOZLOWSKImerge for out-of-type
experiment.

Dataset Damage Advice_Warning Social Other Not Useful Total

HUMAIDmerge (5 batches) 69.87 73.04 82.51 39.18 92.05 71.33
Manifold Mixup 70.42 72.78 82.30 41.26 92.26 71.81
Multi-task 73.99 68.04 81.16 37.43 91.47 70.42
HUMAIDmerge +Back Translation 74.86 72.66 81.21 37.31 90.77 71.36
HUMAIDmerge +Generative augmentation 68.46 71.14 75.89 31.26 91.12 67.57
HUMAIDmerge +Contextual augmentation 87.59 71.11 82.06 41.78 91.56 74.82
HUMAIDmerge +Synonym replacement 87.61 73.50 81.17 41.03 91.78 75.02
ENAUTO_NO_SOCIAL 84.90 73.02 83.52 42.03 91.38 74.97

Table 4: Results of RoBERTa in terms of average F-score on HUMAIDmerge for out-of-type experiment.

Dataset Damage Advice_Warning Social Other Not Useful Total

HUMAIDmerge (5 batches) 71.23 65.58 93.66 42.31 80.48 70.65
Manifold Mixup 70.79 67.12 93.57 42.58 80.12 70.83
Multi-task 73.39 68.49 78.63 40.35 93.87 70.95
HUMAIDmerge +Back Translation 70.99 72.37 93.49 41.76 79.13 71.54
HUMAIDmerge +Generative augmentation 69.77 64.63 93.88 33.68 72.05 66.80
HUMAIDmerge +Contextual augmentation 69.33 86.84 93.44 45.35 80.00 74.99
HUMAIDmerge +Synonym replacement 72.63 86.14 93.46 44.65 78.48 75.07
ENAUTO_NO_SOCIAL 71.52 86.99 93.88 45.74 81.70 75.97

Table 5: Results of RoBERTa in terms of average F-score on HUMAIDmerge for out-of-type experiment without the
test run on Earthquake.

and on its augmented versions. Except Genera-
tive augmentation and Multi-task, all augmenta-
tion methods outperform the baseline on the orig-
inal dataset. We can make a similar observation
as for the French dataset: augmenting only the
class DAMAGE with ENAUTO_NO_SOCIAL helps
improving the performance on the class SOCIAL.
SRL4NLP is second behind Synonym replacement
and its results are statistically significant compared
to those obtained on the original HUMAIDmerge

dataset (p-value=1.68e-12 with the McNemar test).
When looking into details at the 5 runs on each
crisis type, we noticed that Earthquake was an out-
lier for which our model underperformed. The test
run on Earthquake has a F-score of 70.99 when
augmented with SRL4NLP whereas the F-score
is 74.05 on the original dataset: this crisis type
has the strongest decrease compared to other cri-

sis types. This may be explained by the fact that
only 57 paragraphs have been added to augment
the data for earthquake, representing much less
data compared to other crisis types (at least 100
paragraphs). Table 5 presents the results obtained
without the test run on earthquake. In this configu-
ration, SRL4NLP outperforms all state-of-the-art
augmentation methods and is more efficient for all
classes except DAMAGE.

Concerning recall and precision,
FlauBERTFine−Tuned obtained a precision
of 55.24 (resp. 55.98) and a recall of 53.33
(resp. 55.53) on KOZLOWSKImerge (resp. when
augmented with SRL4NLP). RoBERTa obtained
a precision of 72.01 (resp. 74.03) and a recall
of 73.11 (resp. 77.85) on HUMAIDmerge (resp.
when augmented with SRL4NLP). SRL4NLP
increases mainly recall, which fits particularly
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with the needs of crisis management where the
emergency services need to be aware of all urgent
messages.

5.2 Error analysis

A manual error analysis highlights three main
causes of misclassification. For example, in Ta-
ble 6, the predicted label in messages (1) and (2)
seems more accurate (support) than the gold label.
Indeed, the tweet (1) is about displaced people so
it can be considered as DAMAGE but the main ob-
jective of the tweet is an intent to support these
people. In tweet (2), the support is represented by
the hashtag #PrayForGreece. In tweet (3), the word
damage misled the model to consider this tweet as
DAMAGE. Finally, message (4) could have multi-
ple labels: the gold label ADVICE-WARNING since
the tweet declares a state of emergency but also the
predicted one DAMAGE since it mentions people
evacuation.

6 Related Work

6.1 Data Augmentation in NLP

Various methods have been developed to generate
artificial data in order to enhance the size and the
quality of training datasets, avoiding collecting and
annotating data manually (Feng et al., 2021). Lan-
guage models can be used for back translation (Yu
et al., 2018) or for synonym replacement and con-
textual insertion (Zhang et al., 2015; Kobayashi,
2018), keeping the semantic of the original sen-
tences in the artificial data. Coulombe (2018) pro-
posed error injection to be more robust to the noise
found in social media posts. Rule-based methods
can also be used to add, replace or swap words
in a sentence (Wei and Zou, 2019), avoiding us-
ing costly language models. Recently, generative
language models such as GPT3 have also been
employed to generate data and augment existing
datasets in a few/zero-shot scenario by using the
class label and dedicated prompts as cue for the
model (Anaby-Tavor et al., 2020; Yoo et al., 2021;
Chia et al., 2022; Ocampo et al., 2023).

Model-based approaches on the other hand make
use of multi-task learning leveraging auxiliary tasks
(Spangher et al., 2021), knowledge distillation that
trains smaller model with soft labels (Tan et al.,
2022), and text interpolation that mixes up original
and perturbed samples in the hidden space (Chen
et al., 2022).

In this paper, we relied on advances in data

augmentation for image classification and propose
SRL4NLP, a novel augmentation paradigm adapt-
ing the well-established super-resolution learning
to text classification. Our approach allows for
adding new linguistic patterns in the train set re-
lying on structured external textual sources and
avoids generating any new data by using existing
high-resolution data for a low computational cost.

6.2 NLP for Crisis Management

Social media, such as Twitter, can give precious
real-time information in crisis situations (Reuter
et al., 2018) (e.g., more than 1,000,000 tweets
posted during in Türkiye and Syria earthquake in
2023 (Toraman et al., 2023)), making NLP-based
crisis management a hot research topic. Recently,
shared tasks have proposed, such TREC-IS (In-
cident Streams track)7 (McCreadie et al., 2019,
2020), and CrisisFACTS20228 (McCreadie and
Buntain, 2023) which allows the development of
classifiers in three settings: (1) relatedness (Is
a message useful/relevant for emergency depart-
ments?), (2) urgency (Is a message urgent for emer-
gency departments? Possibly what is the urgency
degree?), and (3) intents (damage reports, warnings,
critics, etc.).

Classifiers are trained in a supervised way with
either traditional feature-based learning algorithms
(Alam et al., 2021; Li et al., 2018; Kaufhold et al.,
2020) or deep learning architectures (Caragea et al.,
2016; Neppalli et al., 2018; Kersten et al., 2019;
Kozlowski et al., 2020; Chowdhury et al., 2020b;
Liu et al., 2021; Wang et al., 2021; Dusart et al.,
2021). Overall, results show that intent detection
is the most challenging task due to the extremely
imbalanced nature of crisis datasets: urgent mes-
sages are minority (e.g., about 3.87% and 1.93%
for infrastructure/human damages respectively in
CrisisFACTS).

The imbalanced issue has however received less
attention in the literature. Among existing works,
Bayer et al. (2021) used text generation, Kruspe
et al. (2018) relied on automatic round-trip trans-
lation augmenting under-represented classes in the
TREC-IS dataset. Ramachandran and Ramasubra-
manian (2021) proposed a synonym and hypernym
replacement strategy based on WordNet. Finally
Chowdhury et al. (2020a) explored text interpola-
tion via Manifold Mixup in a multilingual setting

7https://www.dcs.gla.ac.uk/~richardm/TREC_IS/
8https://crisisfacts.github.io/
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Text Gold label Predicted Label

(1) Want to help support the thousands of residents displaced by
the FortMcMurray massive wildfire Don t get scammed

Damage Social

(2) Athens is either under wildfires or under storms
i hate this summer PrayForGreece

Not Useful Social

(3) Fort McMurray Trudeau arrives to view wildfire damage Other Damage
(4) Alberta Canada declared a state of emergency after
a wildfire forced more than numero numero people to evacuate

Advice_Warning Damage

Table 6: Examples of misclassification by RoBERTa on HUMAIDmerge dataset.

with BERT. The use of super-resolution in the field
is novel.

7 Conclusion

By drawing an analogy between image and text
processing, we have proposed SRL4NLP, a new
approach based on super-resolution learning to aug-
ment low-resolution imbalanced training data (for
example, tweets) with similar texts having a higher
resolution (paragraphs).

We have evaluated its effectiveness on urgency
detection from tweets posted in crisis situations,
relying on imbalanced benchmark datasets in both
English and French. We have compared the classifi-
cation performances over these datasets augmented
with few data obtained with several data augmenta-
tion methods. The results show statistically signifi-
cant F-scores in out-of-type evaluation setting, out-
performing existing data-based and model-based
augmentation approaches. SRL4NLP has also a
very low computational cost since it avoids the
generation of artificial data and their manual anno-
tation.

For future work, we plan to rely on other external
sources for augmenting our data (e.g., news, gov-
ernment reports, return of operating experiences)
as well as experiment with other use cases (see
below).
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Limitations

In this paper, we have evaluated SRL4NLP on cri-
sis management benchmark datasets in English and

French but the method and the evaluation protocol
for this use case can be extended to datasets in other
languages since Wikipedia pages are available in
many languages.

We think that it can be also easily transfered
to other classification use cases for which low-
resolution datasets and high-resolution comparable
external resources are available: for example, hate
speech detection by augmenting datasets of tweets
with posts on discussion forums; political opinion
detection by augmenting datasets from social me-
dia with political speeches; medical diagnosis by
augmenting patient records with medical publica-
tions, etc.
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Figure 2: Example of the automatic annotation of Wikipedia paragraphs (https://en.wikipedia.org/wiki/
Hurricane_Harvey).

10720

https://en.wikipedia.org/wiki/Hurricane_Harvey).
https://en.wikipedia.org/wiki/Hurricane_Harvey).

