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A B S T R A C T

In the last decade, the explosive growth of vision sensors and video content has
driven numerous application demands for automating human action detection in space
and time. State-of-the-art action detection pipelines mainly concentrate on competi-
tive accuracy, relying on 3D Convolutional Neural Network (CNN) or optical flow to
extract spatiotemporal representations. However, aside from reliable precision, vast
real-world application scenarios such as abnormal state detection, robot services, and
driver assistance systems also mandate continuous, instantaneous processing of ongo-
ing actions under limited computational budgets. Inherently, existing studies are widely
hindered by heavy 3D convolution and fine-grained optical flow estimation, excluding
them from practical deployment. Aiming strictly at a better mixture of detection accu-
racy, speed, and complexity for online detection settings, we customize a cost-effective
2D-CNN-based tubelet detection framework coined Accumulated Micro-Motion Ac-
tion detector (AMMA). It adopts a coarse-level detection paradigm that sparsely ex-
tracts visual and complementary dynamic cues of actions spanning a longer temporal
sequence. Lifting reliance on expensive optical flow estimation, AMMA utilizes accu-
mulated micro-motion to encode actions’ short-term dynamics that can be learned and
efficiently generated on-the-fly from RGB frames. On top of AMMA’s motion-aware
2D backbone, we adopt an anchor-free detector to cooperatively model action instances
as moving points in the time span. When paired with highly compact CNN backbones,
the proposed action tubelet detector achieves competitive accuracy on public bench-
marks while excelling in model size, computational cost, and processing time reduction
by multiple folds (6 million parameters, 1 GMACs, and 100 FPS respectively). Codes
are available at https://github.com/alphadadajuju/AMMA.

© 2022 Elsevier B. V. All rights reserved.

1. Introduction1

In recent years, spatiotemporal action detection/localization has been an active area of research driven by numerous application2

demands such as unmanned surveillance, driver-assistance systems, and interactive robot services, etc. (Hu et al. (2022)). When3

compared to the task of video action recognition, detecting actions in space and time poses more challenges, as it aims to predict the4
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spatial positions, temporal boundaries, and action categories of individual action instances in the video (rather than inferring a global5

action label). On top of the complex nature of the problem, action detection becomes more difficult when it needs to fulfill online6

settings, i.e., continuously observing ongoing actions (from streaming videos) and updating detection results in an efficient and7

real-time fashion. These criteria are crucial in many of the above application scenarios but often overlooked by ongoing research,8

which solely address high-precision detection while disregarding computational budgets.9

Modern solutions for action detection mostly rely on adopting CNN (Convolutional Neural Network) detectors to localize10

action instances. To extract the temporal cues from actions, one leading approach is to employ the two-stream CNN architecture11

pioneered by Simonyan and Zisserman (2014). This architecture decouples spatiotemporal reasoning into separate learning of12

frame-wise RGB and optical flow features, followed by designated fusion strategies such as those proposed by Peng and Schmid13

(2016) and Singh et al. (2017). Other approaches further model short-term appearance variations by extending frame-wise detection14

to the clip-level (Kalogeiton et al. (2017); Zhao and Snoek (2019); Yang et al. (2019); Li et al. (2020)). These methods input a15

sequence of consecutive frames from which they directly infer action tubelets (i.e., a sequence of bounding boxes). When integrated16

with the two-stream architecture, action tubelet detectors achieve state-of-the-art performance with 2D CNN backbones. Inspired17

by leading techniques for action recognition, the latest action detectors also leverage 3D CNN to augment frame-wise prediction18

with additional spatiotemporal context (Yang et al. (2019); Köpüklü et al. (2019); Hou et al. (2017); Gu et al. (2018); Zhao et al.19

(2021)). Equipped with stacked 3D convolutional filters to simultaneously model spatial and temporal variations over consecutive20

frames, 3D CNN-based detectors are capable of learning high-dimensional video representations from RGB images alone. Fusing21

optical flow cues proves to further enhance the temporal modeling capability and detection accuracy in the above methods (Sun22

et al. (2018); Su et al. (2019); Li et al. (2020)).23

In spite of the aforementioned advancements, we argue that trending action detection pipelines have been tailored to solely24

obtain superior detection scores in public benchmarks. In turn, they are sub-optimal in terms of efficiency for practical deployment.25

Firstly, short-term dynamics in the form of optical flow are often exploited to model temporal structures of actions. Under this26

setup, however, optical flow inevitably needs to be prepared in advance as it is expensive and time-consuming to acquire on-site,27

not only incurring wasteful data storage, but also prohibiting online detection. Meanwhile, even though 3D CNNs can extract28

spatiotemporal cues directly from RGB frames, they introduce significantly higher computational cost and training difficulty by an29

order of magnitude than their 2D counterpart. Due to the above drawbacks, existing detectors hardly meet the requirements of vast30

real-world applications, which seek many other qualities beyond just accuracy, for instance high-speed and continuous workflow.31

Lately, moving the computation closer to the sensor has become even more critical in order to manage enormous data flow (i.e.,32

video streams). Such migration in the sensing paradigm shifts the dependence from powerful workstation GPUs to resource-limited33

embedded/edge devices, further demanding drastic reduction in the computational cost of deployed methods.34

In this paper, we propose an action detection solution more pertinent to the stringent criteria of practical detection scenarios,35

termed Accumulated Micro-Motion Action detector (AMMA, as summarized in Figure 1). AMMA is a real-time tubelet detector36

operating on lightweight 2D CNN backbones and raw video clips. It adopts the tubelet detection scheme, acquiring actions’37

spatiotemporal context by combining successively sampled RGB visuals and complementary dynamic cues. To encode short-term38

action dynamics in an efficient manner, we devise a simple yet effective motion representation loosely inspired by optical flow39

by accumulating learnable motion boundaries captured at each video clip (referred to as ”micro-motion”). In AMMA’s 2D-CNN40

backbones, micro-motion is computed on-the-fly from RGB frames, whose abstract features can then be adaptively fused with the41

appearance ones at multiple convolutional scales to produce temporal-aware features.42
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Fig. 1. AMMA overview. Given continuous video frames, AMMA aims to incrementally detect underlying action instances by their bounding boxes and
categories. Different from existing accuracy-dominating detectors, the designs of AMMA and its components strictly and jointly consider reliable detection
precision as well as low cost (time and computation) for practical deployment purposes (e.g., online and real-time detection under limited computation
budgets).

On top of its spatiotemporal backbone, AMMA aggregates multiple temporal-aware features from successive clips at its detector43

head, permitting longer-range action modeling. Precisely, it adopts an anchor-free detector head popularized by Zhou et al. (2019),44

which is computationally more efficient than mainstream detectors such as SSD (Liu et al. (2016)) and YOLO (Redmon and Farhadi45

(2017)) who rely on pre-defined anchor boxes densely distributed across the entire scene. Inspired by the recent work of Li et al.46

(2020), AMMA’s detector head consists of three cooperative branches for coarsely recognizing and localizing action instances’47

centers, modeling their movement over time, and regressing their sizes. Furthermore, due to the smoothness nature of continuous48

actions, our detector can efficiently infer temporally coarse action tubelets across an extended temporal window while interpolating49

intra-frame detection. When handling online video streams in real-time, AMMA incrementally detects coarse tubelets and link50

them over time to yield long-range action tubes for spatiotemporal action localization.51

To the best of our knowledge, AMMA is one of the few works primarily focusing on highly efficient action detection solutions52

for realistic deployment on low-end devices. The main contributions of our work can be summarized as follows :53

• We propose a compact micro-motion representation to encode short-term action dynamics. Compensating for the low ef-54

ficiency of traditional optical flow methods, our motion representation can be generated on-the-fly from video streams in55

real-time.56
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• We devise a lightweight action tubelet detector integrating 2D CNN backbones, micro-motion generation & fusion, and57

cooperative detection branches. It adopts a coarse-to-fine detection paradigm to efficiently infer actions in online settings.58

• We tailor the proposed detection pipeline with three ultra-lightweight CNN backbones and validate their superior mixture of59

performances in precision, speed, and complexity on spatiotemporal action benchmarks.60

2. Related Work61

Different from action recognition or temporal action detection, spatiotemporal action detection not only requires localizing62

when actions occur along the time span, but also spatial localization down to the frame level. Hence, leading methods in the field63

typically leverage varied temporal modeling techniques on top of CNN-based object detectors. In this section, we briefly review64

recent progresses in object detection and spatiotemporal action detection.65

2.1. CNN-based object detection66

Existing object detectors mostly deduce objects’ categories and locations from pre-defined proposals of bounding boxes (i.e.,67

”anchor” boxes) densely placed over the input image. Under the anchor-based framework, two detection pipelines are widely68

explored. R-CNN and follow-up research (Ren et al. (2015); Dai et al. (2016); Lin et al. (2017)) adopt a two-stage approach. In69

the first stage, class-agnostic region-of-interest (RoIs) are regressed from a set of anchors via the Region Proposal Network (RPN).70

Next, features pooled from each RoI are further categorized, and that RoI’s spatial extent is refined to form the final bounding box.71

Such a two-stage workflow imposes a bottleneck upon real-time inference speed. To accelerate detection, single-stage detectors72

such as YOLO by Redmon and Farhadi (2017) and SSD by Liu et al. (2016) remove the intermediate region proposal step. In a73

single forward-pass, they directly perform bounding box regression and classification on anchors across every grid of the image74

feature. With this pipeline, one-stage detectors can operate in real-time while retaining competitive accuracy as the two-stage75

variants.76

Integrating anchor boxes has become the mainstream design choice in modern detectors. Nevertheless, utilizing anchors intro-77

duces excessively more design parameters associated with anchor sizes, aspect ratios, and number of pre-defined boxes, etc. These78

hyperparameters largely impact the final detection performance and require heuristic tuning for different datasets. Further, anchors79

incur complicated intersection-over-union (IoU) computation when matched with groundtruth boxes. In contrast, some newly pro-80

posed detectors demonstrate comparable accuracy by directly regressing objects’ shapes and locations without pre-defined anchors81

(such as the works by Law and Deng (2018); Zhou et al. (2019); Liu et al. (2020); Tian et al. (2020); Xie et al. (2021)). For in-82

stance, Zhou et al. (2019)’s CenterNet represents an object by its bounding box’s center, converting the detection task to a keypoint83

estimation problem. After acquiring image features, the network predicts objects’ center points in the form of a multi-channel84

heatmap. Peaks within the heatmap are regarded as the center locations of detected objects, and each channel is associated with a85

class. Objects’ bounding boxes can then be regressed from image features whose locations match those of the deduced centers. In86

a similar spirit, Law and Deng (2018)’s CornerNet detects objects as pairs of keypoints by predicting two separate heatmaps, each87

encoding all top-left and bottom-right corners of objects’ bounding boxes. Detected corners are considered belonging to the same88

objects and then grouped together based on their similarity embedding.89

2.2. Spatiotemporal action detection90

Many efforts have been made to extend image-based object detectors to video action detection. One popular approach to embed91

temporal information for action reasoning is to adapt the two-stream CNN architecture pioneered by Simonyan and Zisserman92
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(2014). In this architecture, appearance and motion features are independently extracted from RGB and optical flow inputs using93

two feed-forward networks. Fusing the results from both modalities first demonstrates beneficial for action recognition accuracy,94

inspiring many subsequent works in related fields (Li et al. (2020), Yang et al. (2021), Suneetha et al. (2021)). Under the hood,95

Sevilla-Lara et al. (2018) found that fusing optical flow with RGB modalities not only provides additional temporal information,96

but also helps to capture appearance-invariant structures (i.e., moving targets’ ”boundaries”). This facilitates model generalization97

against vast inter-class appearance variations across action videos. Building upon the two-stream framework, Saha et al. (2016)98

and Peng and Schmid (2016) employ two parallel R-CNNs (i.e., for RGB and optical flow) and combine action proposals from99

both RPNs to augment detection. Frame-wise results of the entire video is then linked over time into action tubes by solving two100

energy maximization problems, ensuring optimal temporal coherence and smoothness. Alternatively, Singh et al. (2017) employ101

two SSD, a real-time optical flow estimator, and an incremental linking algorithm to enable online action detection in real-time.102

Under a similar setup, Zhang et al. (2020) integrates an optical flow sub-network within the detection framework which allows joint103

optimization of optical flow generation tailored to the task of action detection.104

To further encode the intra-frame temporal relationships between action regions spanning continuous video frames, Kalogeiton105

et al. (2017) and Yang et al. (2019) take a short clip of consecutive RGB frames as input, regressing 3D anchor cuboids to obtain106

tubelet detection. Saha et al. (2020) also formulate a similar clip-based learning scheme utilizing two successive frames (but107

not necessarily consecutive), enabling learning from action sequences without dense per-frame annotation. Inspired by recent108

advancements in various 3D CNN architectures which can model highly abstracted video representations with proper pretraining109

(Carreira and Zisserman (2017)), 3D CNN has been widely exploited in the latest studies of action detection (Hou et al. (2017); Gu110

et al. (2018); Qiu et al. (2019); Zhao et al. (2021); Sun et al. (2018); Su et al. (2019); Li et al. (2020)). More recently, the adoption111

of self-attention and transformer architecture by Vaswani et al. (2017) for modeling actions over long sequences also receives rising112

attention (Girdhar et al. (2019); Zhao et al. (2021)).113

Extracting relevant spatiotemporal cues from actions is a challenging problem that often relies on convoluted strategies at high114

computational cost (e.g., 3D CNN or optical flow generation). Alternatively, several research seek more efficient architectures or115

workflows to cope with action detection toward practical configurations. Instead of employing parallel CNNs, Zhao and Snoek116

(2019) leverage an innovative two-stream fusion scheme, only extracting shallow optical flow context and using it to directly117

modulate low-level RGB features for efficiency gains. As computing optical flow itself imposes bottleneck upon online and real-118

time inference, Zhang et al. (2019) propose gathering motion boundaries by finding the temporal offsets between shallow-CNN119

features, lifting reliance on traditional optical flow. To avoid the heuristic anchor design adopted by most tubelet detector, Li et al.120

(2020) extends CenterNet by treating each actor as a point, and further models actions over time via the trajectory of moving121

points. Considering that dense per-frame detection is redundant for efficient action inference, Li et al. (2020) further introduces a122

progressive paradigm, which initially estimates coarse spatiotemporal action tubes spanning the entire video and then selectively123

refines these tubes at sampled timestamps. Even though the above works do not specifically address spatiotemporal action detection124

in online settings, they share our incentives of approaching action reasoning jointly from the point-of-view of high accuracy and125

efficiency.126

3. Methodology127

3.1. Overview128

Our proposed detection framework, termed Accumulated Micro-Motion Action detector (AMMA), is an end-to-end 2D-CNN-129

based tubelet detector. As summarized in Figure 2, AMMA takes multiple short video clips as input and produces temporally coarse130
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Fig. 2. Overview of AMMA. AMMA’s backbone takes a video clip of t frames as input at a time (t = 4 in this study), encode short-term action dynamics
as accumulated micro-motion, and outputs a motion-aware feature tensor by merging appearance (from Ft) and complementary motion information via
lateral fusion. Beyond a single clip, AMMA enables long-range spatiotemporal modeling by aggregating multiple clip-level features at its detector head
consisting of three cooperative branches. After merging results of the detector branches, the predicted tubelets are coarse in time. From the coarse tubelets,
dense frame-wise detection can be interpolated between any two clips in a later stage. All figures in this paper are best viewed in color.

action tubelets spanning the input sequence. Each video clip comprises t consecutive frames. From each video clip, appearance131

information is extracted from the latest frame (Ft) by the 2D CNN backbone. Alongside appearance feature extraction, each clip132

is fed to our micro-motion sub-network which generates and accumulates short-term dynamics of actions. From the micro-motion,133

temporal cues are further extracted and fused with the appearance features from Ft via multiple lateral connections to encode134

short-term spatiotemporal context for the clip.135

To model longer spatiotemporal structures across multiple video clips, AMMA aggregates their respective temporal-aware136

features by stacking them in the channel dimension at its detector head. In essence, the aggregated features are fed to three branches137

to recognize and spatially localize action instances’ centers, model the trajectories of action centers over time, and regress their138

spatial extent (e.g., height and width). Cooperative modeling of the three branches produces action tubelets that are temporally139

coarse where detection takes place only at Ft of each clip. Action tubelets can be incrementally detected and linked over time140

following the designated matching strategy, forming long-range action tubes for spatiotemporal localization. Finally, dense frame-141

wise detection is acquired by intra-frame interpolation between any two detection. The following sections describe each working142

module of AMMA in detail.143

3.2. AMMA-backbone144

Clip-level appearance information. We define an input video clip Vcp to contain t consecutive RGB frames, where Vcp =145

[F1, F2, ..., Ft]. The dimension of each frame is H ×W × 3. Since neighboring frames share highly resembling visual cues, we only146

extract appearance information from Ft via a 2D CNN. Formally, we adopt a reduced variant of the encoder-decoder architecture147

used by Zhou et al. (2019) as the 2D backbone. Originally, three deconvolution layers have been added at the end of ResNet’s (He148

et al. (2016)) final convolution layer as the decoder. This serves to adaptively project highly abstracted features onto a spatially larger149
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feature map to facilitate dense detection of small/overlapped objects. Different from object detection, it can be reasonably assumed150

that the likelihood of actors emerging densely in a scene is low. With this insight, AMMA’s backbone decoder is implemented151

with only one deconvolution layer followed by bilinear upsampling. The resulted appearance feature is a tensor with dimension152

H
R ×

W
R × D, where R and D correspond to the downsampling ratio and channel dimension of the feature, respectively. In practice,153

R and D are 8 and 256, respectively.154

Accumulated micro-motion as clip-level action dynamics. A short sequence of t frames still potentially embeds crucial155

dynamic information which Ft alone does not carry. Such a motion cue, often encoded in optical flow, consistently grants two-156

stream CNN networks better discriminating capacity to recognize actions. Alternative to optical flow which is commonly prepared157

in advance due to its high computational cost, we devise a simpler, adaptive motion representation which highlights the small158

displacements of motion boundaries.159

We uncover motion information of a clip by simply accumulating the appearance variation between Ft and its precedent frames160

in the shallow-CNN feature space. Specifically, shallow-CNN features tend to reflect local patterns (e.g., edges or textures) with low161

receptive fields. The difference map between two such low-level features within close temporal proximity inherently encapsulates162

the temporal evolution of various general patterns. We refer to our implicit motion representation as accumulated micro-motion.163

Formally, we define the shallow convolutional block, Conv5×5, as eight 5 × 5 convolutions with strides of 1 and paddings of 3.164

The input to the convolutional block is any clip Vcp where all its frames are first downsampled by two via a max pooling layer. The165

downsampling operation comes from our observation that the difference map between two shallow features within close temporal166

proximity retains values near 0 in most areas, i.e., it only contains high responses in motion salient regions. As the difference map167

exhibits high sparsity, it is more efficient to process it in a low-resolution space without much loss of information. Concretely, the168

above steps are described as follows:169

[ f1, f2, ..., ft] = Conv5×5(MaxPool([F1, F2, ..., Ft])) (1)

MMd
i (x, y) = f d

t (x, y) − f d
i (x, y), f or i = 1 : t − 1, (2)

where in Equation 1, f1, f2, ..., ft represent shallow-CNN features of frames in Vcp, each with a dimension of H
2 ×

W
2 × 8. In170

Equation 2, f d(x, y) denotes the intensity of a feature at its dth channel and pixel location (x, y). As expressed in this equation, each171

micro-motion MMi corresponds to the feature-level difference between the respective frame Fi and Ft. Note that our design of172

shallow layers is intentional, as deep-CNN features with large receptive fields have been overly abstracted and lost essential spatial173

information associated with the boundaries of moving targets.174

To efficiently encode motion variation across different feature spaces and time steps, all MMd are first accumulated into one

channel to manifest the motion magnitude, as shown in Equation 3:

AMMi(x, y) =

√√√ 8∑
d=1

(MMd
i (x, y))2 , f or i = 1 : t − 1. (3)

Note that unlike optical flow fields which typically encode horizontal and vertical motion vectors, each AMM cue is an175

appearance-invariant saliency map reflecting small displacement of motion boundaries. To further incorporate temporal struc-176

tures of the clip, we concatenate all t − 1 AMMi in the channel dimension, followed by a bilinear upsampling operation so that177

the final clip-level micro-motion matches the spatial dimension of the original frames (we first downsampled the frames via max178

pooling in Equation 1). In practice, clip length t is defined as 4 in this study; the accumulated micro-motion of a clip thus has the179

same dimension as an RGB frame (i.e., H ×W × 3).180
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Fig. 3. Overview of AMMA’s detector head. Given an input sequence of K clips (K = 4 in this figure), Center branch (TOP) detects action centers at FK
t .

Trajectory branch (MIDDLE) infers center offsets with respect to Center branch’s prediction, and adjusts action centers for F1
t , F

2
t , ...F

K−1
t accordingly.

Finally, Box branch (BOTTOM) regresses action instances’ spatial extent (i.e., height and width) at action centers deduced by the other two branches.

Multi-scale spatiotemporal fusion. In AMMA’s backbone, multi-scale lateral fusion is utilized to incorporate micro-motion181

features into the appearance ones. We partially duplicate the 2D CNN from the RGB stream, and feed the smaller network with182

the accumulated micro-motion. Essentially in the above setup, each CNN backbone dedicates to extracting clip-level spatial or183

temporal information. Lateral connections are established between designated layers of the two CNNs, where weighted summation184

is carried out to fuse their respective features. Specifically, we devise uni-lateral fusion connections; only the spatial CNN is aware185

of the complementary motion context when a clip is inputted.186

In AMMA, the weights to sum spatial and temporal information are learnable scalars (ranging from 0 to 1) that add up to 1.187

In addition, the number of lateral connections dictates the extent of fusion between actions’ visual and dynamic cues, which will188

be studied more thoroughly in Section 4.2. Since fusion is conducted by summation at the spatial CNN, the dimension of the189

short-term motion-aware features remains H
R ×

W
R × D.190

3.3. AMMA-detector head191

Once consecutive clip-level features are extracted from their respective clips, AMMA’s detector head aggregates them for richer192

spatiotemporal context and action tubelet inference. The detector head is composed of three branches: Center branch, Trajectory193

branch, and Box branch. The function of each branch is summarized in Figure 3.194

Center branch. Given a sequence of K clip-level features, Center branch aggregates these features and locates action instances195

by their centers at the end of the sequence. In other words, it finds centers of actions taking place at the final frame of the Kth clip196

(i.e., FK
t ). To aggregate clip-wise context, all K features are first stacked together in the channel dimension to form video feature197

representation fstack ∈ R
H
R ×

W
R ×KD. Afterwards, fstack is fed to a standard 3 × 3 and 1 × 1 convolutional layer interleaved with ReLU198
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non-linearity, outputting action heatmap L̂ ∈ R H
R ×

W
R ×C for FK

t , where C corresponds to the number of action classes. Each grid of199

L̂x,y,c reflects the probability of detecting action instance of class c at location (x, y) of the heatmap.200

To train Center branch, the groundtruth heatmap L ∈ R H
R ×

W
R ×C associated with a K-clip sequence is first derived from the201

groundtruth center location (xci , yci ) of FK
t , where ci corresponds to the true class of action instance i. We set heatmap Lx,y,c = 0 for202

all classes except for the true class. When c = ci, a Gaussian kernel is applied to generate soft heatmap Lx,y,ci = exp(− (x−xci )
2+(y−yci )

2

2σ2 ),203

where the salient region surrounds (xci , yci ), and its dimension is determined by σ2 derived from the groundtruth instance’s size.204

The training objective for Center branch follows the same focal loss used by Zhou et al. (2019) as shown below:205

lCenter = −
1
n

∑
x,y,c

(1 − L̂xyc)αlog(L̂xyc), if Lxyc = 1
(1 − Lxyc)β(L̂xyc)αlog(1 − L̂xyc), otherwise,

(4)

where n is the number of groundtruth instances; α and β are hyperparameters of the focal loss.206

At the inference stage, the resulted heatmap is further filtered independently for each class to only keep local peaks that are207

greater than their 8-connected neighbors. Finally, the top N peaks across all classes are considered candidate action centers. In this208

study, we follow the work of Zhou et al. (2019) and set α, β, and N to 2, 4, and 100 respectively.209

Trajectory branch complements Center branch by modeling action instances’ center movement between frames F1
t , F

2
t , ..., F

K−1
t210

and FK
t . Similar to Center branch, Trajectory branch first aggregates K clip-level features by concatenation across the channel di-211

mension, followed by a standard 3 × 3 and 1 × 1 convolution interleaved with ReLU. The output of the branch is movement map212

m̂FK
t ∈ R H

R ×
W
R ×2K , where 2K denotes the center offsets (in X and Y directions) sequentially for F1

t , F
2
t , ..., F

K
t with respect to action213

centers at FK
t .214

For training, groundtruth action centers at F1
t , F

2
t , ..., F

K
t are first computed the same way as for Center branch. Then, the215

groundtruth movement (mFK
t ) of any action instance with respect to FK

t is simply the offset between its center at FK
t and those at216

other frames. Finally, movement map m̂FK
t

i is optimized based on L1 loss as follows:217

lTra jectory =
1
n

n∑
i=1

|m̂FK
t

i − mFK
t

i |, (5)

where i indicates the ith out of n action instances.218

During inference, Center Branch obtains action centers at the end of the input sequence as references, while Trajectory branch219

adjusts all action centers at the end of each clip according to the predicted offsets with respect to the reference centers. Note that220

the predicted center offset at FK
t from itself is expected to be zero; as a result, we do not adjust action centers at FK

t .221

Box branch. Box branch serves to regress the spatial extent of action instances at [F1
t , F

2
t , ..., F

K
t ], whose locations have been222

previously deduced by Center and Trajectory branch. Unlike these first two branches, incorporating temporal information from223

multiple frames contributes less to frame-wise class-agnostic bounding box regression. Hence, our Box branch regresses actions’224

width and height for each clip independently. It comprises a 3×3 and 1×1 convolutional layer in sequence (interleaved with ReLU)225

as the other branches, and generates spatial prediction map ŝ ∈ R H
R ×

W
R ×2, where 2 corresponds to the height and width prediction.226

As Box branch is shared by all K clip-level features, it outputs K spatial maps, each one being associated with the size prediction at227

F1
t , F

2
t , ..., F

K
t . We optimize this branch by summing the L1 loss at all clips as follows:228

lBox =
1
n

n∑
i=1

K∑
j=1

|ŝ j
i − s j

i |, (6)

where s j
i corresponds to the groundtruth height and width of the ith action instance (out of n instances) belonging to the jth clip.229
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Fig. 4. AMMA’s incremental feature-caching-dequeuing mechanism for online action detection on streaming videos.

The overall training objective of AMMA is shown in Equation 7, where hyperparameter a, b, and c are set to 1, 1, and 0.1230

respectively in accordance with Zhou et al. (2019).231

lAMMA = alCenter + blTra jectory + clBox (7)

3.4. Online/Incremental detection via feature-caching-dequeuing232

Our proposed action detector requires only RGB frames as input. As it generates motion representations on-the-fly, AMMA233

can be applied directly to real-time video streams. To efficiently and continuously handle incoming video frames, we employ a234

simple feature-caching mechanism that allows AMMA to focus on extracting relevant features only from the current clip while still235

being able to exploit clip-level features from the past for longer-range spatiotemporal reasoning. Figure 4 illustrates such an online236

detection workflow.237

In detail, given that K clips are needed for action inference, AMMA’s backbone initially obtains K clip-level features from which238

action tubelets are regressed at the detector head. Meanwhile, the K clip-level features are also cached in AMMA’s buffer. Once239

enough incoming frames are gathered as a valid new clip (i.e., reaching t frames), our detector only extracts the Kth clip-level feature240

from this new clip. The past K − 1 features can be efficiently retrieved from the buffer and combined with the current one, from241

which the detector head predicts new action tubelets. Clip-level feature-caching and dequeuing enable AMMA to incrementally242

infer action tubelets covering past and incoming new frames while processing only the newly arrived clip. During video streaming,243

AMMA’s buffer will be updated accordingly to only keep the most recent K features.244

3.5. From coarse tubelets to dense action tubes245

Given an incoming video stream, AMMA detects tubelets on top of the latest K clips. Notably, the lastly detected tubelets have246

a temporal overlap with the previous ones by a duration of (K−1) clips (as illustrated in the bottom-right corner of Figure 4). When247
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tubelet results within the temporal overlaps are consistent, AMMA can incrementally link local tubelets over time into action tubes,248

yielding long-range space-time proposals for localizing actions in trimmed/untrimmed videos.249

We adopt an online linking algorithm similar to the one used by Kalogeiton et al. (2017). Given a video stream with sufficient250

frames as input, AMMA detects N initial tubelets. Among them, the top ten tubelets with the highest confidence scores are kept as251

”active” action links for subsequent tubelet linking. As the video continues to be streamed, we incrementally extend active links252

with new tubelet candidates if their detections at corresponding temporal positions match (i.e., the average IoU exceeds threshold253

τ = 0.5). It is noteworthy that each candidate tubelet can only be assigned to an active link. On the other hand, an active link stops254

extending and is terminated (”inactive”) either when there no longer exists temporal overlaps with the newly detected tubelets, or255

the video stops being streamed.256

The final action tubes are constructed from all the inactive action links, where each tube’s confidence score is calculated as the257

average score of all its enclosed tubelets. The temporal extent of any action tube is determined by the starting frame of the initialized258

tubelet and the end frame of the last tubelet. Lastly, we discard any final action tube having either a low confidence score or a short259

temporal duration. To acquire temporally dense (i.e., frame-wise) detection, we apply coordinate-wise linear interpolation between260

bounding boxes located at separate clips to infer detection for intermediate frames. This design form is reasonable as transitions of261

actions across consecutive frames are typically smooth and continuous.262

4. Experiments263

4.1. Experimental Setup264

Dataset. Our proposed action detector is evaluated on two popular action datasets: UCF-24 (Soomro et al. (2012)) and JHMDB-265

21 (Jhuang et al. (2013)). The former one is composed of 3207 temporally trimmed/untrimmed sports videos of 24 classes. The266

number of action instances varies in this dataset. The latter consists of 928 short videos (maximum of 40 frames) divided into three267

splits, with 21 action categories in daily life such as sit, stand, and walk, etc. Each video is temporally trimmed and has a single268

action instance. For JHMDB-21, the experimental results are reported over the average of its three splits. Unlike datasets for269

action recognition or temporal action detection, both of the above datasets provide actions’ temporal extent and frame-level270

bounding-box annotations which AMMA strictly seeks for model training.271

Metrics. Following previous studies in spatiotemporal action detection, we evaluate the accuracy of our proposed detector using272

frame-mAP and video-mAP (mean Average Precision). The former metric validates the IoU between the detected and groundtruth273

boxes at each frame and is independent of the online linking strategy. For frame-mAP, the IoU threshold is fixed at 0.5 throughout274

all experiments. On the other hand, video-mAP inspects spatiotemporal overlaps between linked action tubes and groundtruth tubes275

at multiple IoU thresholds. Furthermore, to evaluate the efficiency of AMMA, we also report its model size (number of trainable276

parameters), MACs (number of multiply-accumulate operations), and speed (frame-per-second, or FPS).277

Implementation details. Aiming to conduct highly accelerated and efficient detection, we first employ ResNet-18 as AMMA’s278

main 2D CNN backbone. All RGB frames inputted to our model are resized to 288 × 288. AMMA’s backbone includes an279

encoder-decoder feature extractor followed by a bilinear upsampling layer, transforming video clips to clip-level representations of280

dimension 36 × 36 × 256. Prior to AMMA’s detector head, clip-level features are first fed to another 1 × 1 convolutional layer to281

reduce their channel dimension by 4 in order to gain efficiency at Center and Trajectory branches (who operate on channel-wise282

stacked features).283

Within AMMA’s backbone, the fusion of spatial and temporal information is realized by lateral fusion. In the case of ResNet-18,284

we establish uni-lateral connections at the ”stage” level. To investigate the influence of combining micro-motion and RGB features285
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at different scales, we vary the extent of fusion by progressively adding a lateral connection at the output of each stage (up to five286

connections for ResNet-18).287

To verify our detection framework on ultra-lightweight architectures for resource-constrained devices, we also evaluate its288

integration with MobileNet-V2 (Sandler et al. (2018)) and ShuffleNet-V2 (Ma et al. (2018)). The weights of all 2D CNN backbones289

are initialized with COCO pretrain (except for ShuffleNet-V2 which uses ImageNet pretrain).290

During training, we apply common practices of data augmentation such as photometric transformation, scale jittering, random291

cropping/expansion, and location jittering, etc. To train AMMA on K-clip sequences, each action tubelet is expected to last K × t292

frames. For any action video having a shorter duration, we pad the beginning of its K-clip sequence by the first frame of the video293

until the minimum length requirement is met, simulating an action without movement at the beginning. At AMMA’s detector head,294

only the groundtruth associated with the final frame of a clip (i.e., FK
t ) is used to train Center branch. On the other hand, Trajectory295

and Box branch learn to regress movement and spatial dimension of action instances over all the clips, thus requiring groundtruth296

labels of F1
t , F

2
t , ..., F

K
t .297

We use the Adam optimizer to train our models. An initial learning rate of 5e−4, 2.5e−4, and 2.5e−4 is applied when employing298

ResNet-18, MobileNet-V2 and ShffleNet-V2 as AMMA’s backbone, respectively. For JHMDB-21, we train AMMA for 10 epochs299

while reducing the learning rate by a factor of 10 at the 6th and 8th epoch. Likewise, UCF-24 is trained for 10 epochs, but with the300

learning rate reduced by half at every epoch after the second one. In our experiments, all the training is conducted on an NVIDIA301

Titan V GPU while the mini-batch size is fixed to 16.302

4.2. Ablation study303

In this section, we investigate various architectural configurations of AMMA. For efficient exploration, the following studies304

are conducted using ResNet-18 unless specified otherwise.305

Effect of input duration and micro-motion fusion. The core of AMMA lies in detecting action tubelets across successive306

video clips. Intuitively, combining more clips as input encapsulates richer spatiotemporal context. However, longer sequences could307

potentially introduce irrelevant background cues, as well as raising difficulty to track tubelets’ trajectories. To investigate how the308

input duration affects the proposed detector, we conduct experiments on both JHMDB-21 and UCF-24 by varying the number of309

input clips (denoted as ”RGB”). To jointly examine the influence of incorporating dynamic features under varied input length, we310

replicate the above experiment while introducing micro-motion fusion (”RGB +MM”). In these experiments, the extent of motion311

fusion is fixed to three lateral connections (at the output of the first three stages in ResNet-18). The corresponding frame-mAP312

results are depicted in Figure 5.313

From the above experiments, we first observe that AMMA generally produces more accurate tubelets the longer video sequences314

it sees. This result matches our hypothesis that reasoning from longer video clips enriches spatiotemporal feature learning. Notably,315

AMMA’s accuracy continues to benefit on JHMDB-21 as K increases. We observe that longer input sequences improve accuracy316

mainly by reducing false-positive detection in videos where ambiguous visual cues are present. Figure 6 displays several examples317

where AMMA manages to detect correctly when enlarging its temporal receptive field across longer video sequences. We stop318

increasing the number of clips at 5 (equivalent to 20 frames), as that nearly takes up half of the frames in most videos of this319

dataset. We adopt a similar setup when evaluating UCF-24. Interestingly, although input duration and accuracy remain positively320

correlated, AMMA performs best when K = 3. We deduce that as UCF-24 consists of temporally untrimmed videos, AMMA is321

prone to produce more temporal false-positive detection (on frames having no groundtruth action) when assigning a unified action322

label to a longer sequence.323
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Fig. 5. Frame-mAP performance under varied input duration (i.e., number of clips). ”MM” denotes micro-motion.

Fig. 6. Examples of short-tubelet (K = 2) and long-tubelet (K = 5) detection on JHMDB-21. The groundtrue actions (from top to bottom) are catch, sit,
and shoot ball. The green and red boxes correspond to correct and incorrect detection, respectively. Each colored box also displays the detected class and
associated confidence score. Longer input sequences help to reduce false-positive detection which are prone to occur in the presence of ambiguous visual
cues (e.g., confusion between sit & stand, or catch & shoot ball.)

Alongside varied input duration, all the configurations with micro-motion feature fusion consistently outperform those using324

only appearance cues, confirming the efficacy of modeling short-term dynamic motion to help differentiate actions. For instance,325

the baseline configuration K = 1 (”RGB”) is the least accurate due to a complete lack of temporal modeling (neither incorporating326
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Fig. 7. Frame-mAP error distribution before and after micro-motion (”MM”) feature fusion (JHMDB-21 and UCF-24). Each bar corresponds to a specific
type of error (out of five error categories). A model is more accurate when incurring lower error rates.

short-term dynamic nor successive appearance variation cues). To better understand predicted tubelets’ accuracy with and without327

motion fusion, we examine five mutually exclusive factors that result in the final frame-mAP. Following common practices adopted328

by Kalogeiton et al. (2017), we define five sources of errors, namely localization error (EL), classification error (EC), time error329

(ET), other error (EO), and missing-detection error (EM). In brevity, EL is associated with detection that contains the correct class,330

but does not precisely localize the target. In contrast, EC is raised when a detection properly bounds the underlying target, but the331

predicted class is incorrect. ET refers to having a detection in an untrimmed video for the correct class, but the groundtruth temporal332

extent of the action does not cover this frame. EO corresponds to detection that is falsely detected in terms of both localization333

and classification. Finally, EM refers to false-negative detection. Note that the sum of these errors subtracted by 100 results in the334

obtained frame-mAP of a particular model.335

Figure 7 reports the error distribution comparison before and after fusing micro-motion features. On JHMDB-21, one can336

perceive that most of AMMAs’ false detection comes from EC while the rest of errors are small and scattered (ET = 0 as JHMDB-337

21 is a temporally trimmed dataset). Specifically, the ”RGB+MM” model significantly outperforms the ”RGB” one by improving338

EC for nearly 5% (27.4 vs. 32.21), which gives rise to the discrepancy between their frame-mAP. This demonstrates that integrating339

micro-motion features plays an essential role to induce learning action-specific dynamics and reduce false-positive classification.340

Our results are aligned with many previous studies which find motion cues particularly useful for JHMDB-21. Different from341

JHMDB-21, the highest frame-mAP loss for UCF-24 originates from time error ET while the remaining loss is scattered across all342

other types of errors. One can observe that fusing the proposed motion features raises AMMA’s overall frame-mAP by reducing343

false-positive and false-negative detection throughout all error categories.344
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Table 1. Performance summary of different forms of micro-motion on JHMDB-21. Input duration is fixed to 5 clips, and three lateral connections are
attached to the output of the first three stages in ResNet-18.

Frame-mAP GMACs # params (M)
RGB only 65.08 3.49 15.07
RGB + MMDi f f 67.69 5.14 15.75
RGB + MMConv Di f f 69.74 5.40 15.75

Table 2. Performance summary of varied extents of fusion between appearance and micro-motion features on JHMDB-21. Input duration is fixed to 5
clips.

Frame-mAP GMACs # params (M)
—– 65.08 3.49 15.07
Stage 1 66.58 3.95 15.08
Stage 1-2 68.74 4.72 15.23
Stage 1-3 69.74 5.40 15.75
Stage 1-4 70.22 6.08 17.85
Stage 1-5 72.48 6.76 26.24

More on micro-motion generation, fusion, and complexity. The previous experiments demonstrate AMMA’s extensible345

temporal modeling capacity along with varied input duration, as well as the benefit of incorporating micro-motion features. Here,346

we further investigate different forms of micro-motion generation and fusion, along with associated computational cost.347

Table 1 summarizes AMMA’s detection accuracy and computation on JHMDB-21 in accordance with varied input forms.348

Building upon the input-duration experiment, we adopt the 5-clip input and three stages of lateral connections (when fusion is349

applied). To approximate our model’s complexity under the streaming-video setting, we report the MACs needed for tubelet350

inference over K clips and then divide it by K. The model size in terms of number of parameters is also recorded. In addition, to351

verify the necessity of our micro-motion sub-network operating on shallow patterns (expressed as MMConv Di f f ), we implement a352

simpler micro-motion variant (coined MMDi f f ) which directly accumulates RGB difference maps to encode motion.353

Our experiments show that at minor increase in the model size, fusing MMConv Di f f features largely enhances AMMA’s accuracy354

from that of only using RGB frames. Relative to the model size, which rises due to adding the micro-motion sub-network and355

duplicating three early stages of ResNet-18, the elevation is more prominent in the required MACs. We found that the additional356

operations associated with fusing MMConv Di f f all take place toward early layers of AMMA’s backbone where target tensors still357

retain large spatial dimensions, resulting in a more noticeable raise in multiply-accumulate operations than in model size. On358

the other hand, fusing MMConv Di f f obtains higher accuracy than MMDi f f by more than 2 frame-mAP at a negligible increase in359

GMACs and model size. This suggests that the temporal evolution of general patterns better encodes dynamic information than360

raw RGB differences, which are more likely to carry local noises. In Figure 8, we show some examples of our micro-motion361

representation which successfully captures motion boundaries near moving subjects.362

Next, We explore different extents of fusion between appearance and micro-motion information by incrementally increasing363

the number of lateral connections. As shown in Table 2, the more stages lateral fusion takes place, the more accurate AMMA364

becomes, indicating that motion boundary features, from shallow to abstracted forms, facilitate detection accuracy. Multi-scale365

lateral fusion ensures AMMA to simultaneously learn complementary spatiotemporal information throughout the backbone. In366

exchange for enhanced accuracy, more lateral fusion inevitably raises the model size and computation associated with extracting367

micro-motion features at deeper layers. To conclude, AMMA’s capacity to jointly model actions’ visual and dynamic information368

can be improved when adopting deep fusion. In spite of that, with the aim of keeping an overall efficient detection architecture, we369

continue leveraging 3 stages of lateral fusion throughout the rest of the experiments.370
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Fig. 8. Visualization of micro-motion cues between pairs of action frames.

From lightweight to ultra-lightweight architectures. Ultimately aiming at deploying the detector onto resource-constrained371

devices, we examine AMMA’s generalization ability on ultra-lightweight mobile architectures: MobileNet-V2 and ShuffleNet-V2.372

Both detection accuracy (e.g., frame-mAP and video-mAP) and model efficiency (e.g., inference speed, model complexity, and size)373

are assessed. In particular, speed is recorded based on the per-frame processing time of the entire action detection pipeline, i.e., the374

total runtime of generating action proposals for all videos divided by the total number of their frames.375

Integration of micro-motion and lateral fusion in these mobile-friendly architectures closely follows our design in ResNet-18.376

With MobileNet-V2 as the backbone, we append three lateral connections at the output of the 1st, 3rd, and 6th bottleneck residual377

block (MobileNet-V2 consists of 17 of these building blocks). For ShuffleNet-V2, three lateral connections are established at378

the output of ”Conv1”, ”Stage2”, and ”Stage3” (naming of these layers/blocks follow the same conventions in Ma et al. (2018)).379

The resulting models are represented by AMMA18 (ResNet-18), AMMAM (MobileNet-V2), and AMMAS (ShuffleNet-V2) for380

simplicity. Note that we apply different clip-lengths on the two datasets following their most accurate configurations found in381

Figure 5.382

Results of the three AMMA variants are reported in Table 3. We observe that AMMA18 consistently obtains higher accuracy383

than the other two (especially reflected in video-mAP at high detection thresholds). This is expected as ResNet has higher capacity384

to extract richer visual context in general than the mobile architectures prioritizing efficiency. Indeed, both datasets consist of385

actions embedding prominent appearance cues such as shoot bow and pole vault that could benefit from a more powerful feature386

extractor. In terms of efficiency, the average GMACs of AMMAM and AMMAS are approximately 1/4 and 1/5 of that of AMMA18387

due to their highly optimized architectural design. Similarly, the model size of AMMAM and AMMAS are also significantly smaller.388

Countering the above observations, the two ultra-lightweight variants have slightly slower runtime than AMMA18 even though389

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



Yu Liu et al. / Journal of Visual Communication and Image Representation (2022) 17

Table 3. Performance summary of integrating different 2D CNN backbones.
JHMDB-21 (K = 5)

Frame-mAP
Video-mAP

@0.2 0.5 0.75 0.5:0.95 GMACs Param. (M) FPS

AMMA18 69.7 73.7 72.7 60.1 50.3 5.2 15.8 80
AMMAM 66.1 70.0 69.0 53.7 45.3 1.3 6.8 77
AMMAS 67.7 72.3 70.9 47.9 43.0 1.0 6.0 75

UCF-24 (K = 3)

Frame-mAP
Video-mAP

@0.2 0.5 0.75 0.5:0.95 GMACs Param. (M) FPS

AMMA18 74.6 81.1 53.5 24.6 26.3 5.2 15.8 115
AMMAM 71.8 78.0 49.7 22.0 23.5 1.3 6.8 110
AMMAS 71.3 78.7 47.4 20.9 22.5 1.0 6.0 100

their computational cost is substantially lower. On the one hand, this phenomenon has been addressed by Orsic et al. (2019),390

which points out that the implementation of depth-wise separable convolution is not optimized in the cuDNN library (therefore,391

MobileNet-V2 tends to be slower than ResNet-18 in standard experimental setups). Moreover, computational complexity does392

not necessarily guarantee faster runtime as GMAC does not take into account factors such as memory access cost and platform393

characteristics (Ma et al. (2018)). Further, even though all AMMA models are equipped with three lateral connections, their extents394

of spatial-temporal fusion still differ according to the architectural designs of their backbone CNNs. For example, ShuffleNet-V2395

has more convolutional layers in ”Stage3” than those in ResNet-18 to process motion cues. All of our models still exceed real-time396

performance by a large margin.397

One may have noticed AMMA’s conspicuous difference in speed between JHMDB-21 and UCF-24, as shown in the last column398

of Table 3. Such discrepancy is mainly associated with the choice of input sequence length. In Figure 9, we demonstrate the399

influence of sequence length (K = {2, 3, 4, 5}) on AMMA18’s runtime based on UCF-24. The average runtime (millisecond, or ms)400

of a detection cycle can be decomposed into tubelet inference (including feature extraction) and tubelet linking (including intra-401

frame interpolation); the average FPS is plotted in red. Note that the tubelet inference time is nearly invariant to K, as our detector402

exploits an efficient feature-caching and retrieval workflow on clip-level features (see Figure 4). In fact at a larger K, the minor403

increase in runtime is related to filling AMMA’s buffer with K clip features during initialization, as well as a slight increase of404

computation at the detector head. On the other hand, the runtime associated with tubelet linking prominently rises along sequence405

length. As tubelet linking depends on calculating the mean IoUs of detection across K−1 overlapping frames, determining whether406

two tubelets match becomes more computationally demanding when longer tubelets are considered. These results pin-point the407

importance of a carefully chosen sequence length for balancing AMMA’s accuracy and speed performance.408

4.3. Comparison with state-of-the-arts409

In this section, we evaluate AMMA against several state-of-the-art methods on JHMDB-21 and UCF-24. We emphasize that410

as our tubelet detector concurrently seeks competitive accuracy, low complexity, and real-time runtime for practical deploy-411

ment, only state-of-the-arts with loosely comparable architectures as AMMA are listed in Table 4. Recent top-performing412

approaches/models that employ much heavier configurations (such as those relying on both 3D CNN and optical flow) are413

excluded for fair comparison.414

It can be observed from Table 4 that AMMA18 achieves competitive accuracy on both datasets. Notably, our proposed model415

utilizes the most lightweight feature backbone than all other methods on the list, such as two-stream VGG16, two-stream DLA-416

34, C3D, I3D, and S3D, etc. Furthermore, leveraging only RGB frames as input, AMMA18 still outperforms most of the other417
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Fig. 9. AMMA18’s runtime breakdown over varied sequence length (K) evaluated on UCF-24. The bar graph (referencing Y-axis on the left) captures the
decomposition of detection runtime. The red plot (referencing Y-axis on the right) describes the average FPS at each configured K.

Table 4. Comparison with the state-of-the-art methods. Under column ”Input”, ”+OF” indicates applying optical flow as the additional input modality
(alongside RGB input).

Method Input
JHMDB-21 UCF-24

F-mAP
Video-mAP

0.2 0.5 0.75 0.5:0.95 F-mAP
Video-mAP

0.2 0.5 0.75 0.5:0.95
2D backbone

Saha et al. (2016) +OF −− 72.6 71.5 43.3 40.0 −− 66.7 35.9 7.90 14.4
Peng and Schmid (2016) +OF 58.5 74.3 73.1 −− −− −− 73.5 32.1 2.70 7.30

Saha et al. (2020) +OF −− 73.5 72.8 59.7 48.1 −− 78.5 49.7 22.2 24.0
Kalogeiton et al. (2017) +OF 65.7 74.2 73.7 52.1 44.8 69.5 76.5 49.2 19.7 23.4

Singh et al. (2017) +OF −− 73.8 72.0 44.5 41.6 −− 73.5 46.3 15.0 20.4
Yang et al. (2019) +OF −− −− −− −− −− 75 76.6 −− −− −−

Zhao and Snoek (2019) +OF −− −− 74.7 53.3 45.0 −− 78.5 50.3 22.2 24.5
Song et al. (2019) +OF 65.5 74.1 73.4 52.5 44.8 72.1 77.5 52.9 21.8 24.1
Zhang et al. (2020) +OF 37.8 −− −− −− −− 67.7 74.8 46.6 16.7 21.9

Li et al. (2020) +OF 68.0 76.2 75.4 68.5 54.0 76.9 81.3 54.4 29.5 28.4
Liu et al. (2022) - - - 64.7 67.9 67.4 53.7 44.7 70.8 74.6 50.4 21.8 25.0

AMMA18 - - - 69.7 73.7 72.7 60.1 50.3 74.6 81.1 53.5 24.6 26.3
AMMAM - - - 66.1 70.0 69.0 53.7 45.3 71.8 78.0 49.7 22.0 23.5
AMMAS - - - 67.7 72.3 70.9 47.9 43.0 71.3 78.7 47.4 20.9 22.5

3D backbone
Hou et al. (2017) - - - 61.3 78.4 76.9 −− −− 67.3 73.1 −− −− −−

Gu et al. (2018) - - - 73.2 −− −− −− −− 77.0 −− −− −− −−

Qiu et al. (2019) - - - −− 77.3 74.2 −− −− −− 69.3 −− −− −−

Li et al. (2020) - - - −− 84.8 83.7 62.4 51.8 69.7 79.4 62.7 −− 25.5
Zhao et al. (2021) - - - −− −− 79.5 −− 58.0 −− −− 52.0 −− 25.2
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Fig. 10. Comparisons of runtime-accuracy trade-off between AMMA and state-of-the-arts on UCF-24 (video-mAP). ”AF” and ”RTF” denote accurate flow
and real-time flow, respectively. It is note-worthy that methods that depend on externally calculated optical flow typically omit this part of the computation
in their runtime measurement.

two-stream methods relying on fine-grained optical flow (especially reflected in its frame-mAP and video-mAP at high detection418

thresholds). Further, AMMA18 scores competitively against several 3D CNN-based methods even though ResNet-18 has far less419

capacity to reason spatiotemporal information, indicating the effectiveness of fusing coarse-scale visuals and complementary dy-420

namic cues at limited computational budgets. Finally for AMMAM and AMMAS, due to their CNN backbones being less capable421

of abstracting visual patterns in exchange for substantially lower computational cost, there remains a perceivable margin from the422

accuracy of other top-performing detectors.423

Beyond competitive accuracy, the evident strength of AMMA lies in its cost-effective architecture and workflow tailored for424

real-world scenarios and deployment. Specifically, the vast improvement in AMMA’s processing efficiency is attributed to its coarse-425

detection paradigm as well as being free of expensive optical flow extraction. The former not only bypasses redundancy associated426

with dense per-frame detection, but also facilitates capturing actions’ prominent appearance variation over time. Adopting on-the-fly427

motion cues instead of pre-computed optical flow, AMMA supports detecting actions in an online manner from video streams when428

exploiting feature-caching and interpolation from coarse-level detection. As shown in Figure 10, while retaining competitive video-429

mAP on UCF-24, our models considerably outperform other action detectors reporting real-time or near-real-time performance.430

Note that speed performances can be impacted by other elements such as hardware devices and manners of measurement. For431

example, the delay in generating optical flow was not considered in works such as Kalogeiton et al. (2017), Zhao and Snoek (2019),432

and Li et al. (2020). On the other hand, efficiency measures in terms of MACs and model size are independent of the above factors.433

We refer our readers to Table 3 for such information. To summarize, our most lightweight model (AMMAS) incurs 1 GMACs in the434

online detection setting while requiring 6M parameters. To put these values in perspective, the standard SSD which is widely used435
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in the domain of spatiotemporal action detection such as Singh et al. (2017), Kalogeiton et al. (2017), Saha et al. (2020), and Zhao436

and Snoek (2019), has around 27M trainable parameters (54M in the two-stream setup). Similarly, the two-stream SSD architecture437

incurs approximately 32 GMACs (with input image size of 300 × 300), which is nearly 32 times more computationally expensive438

than our lightest model. Methods leveraging 3D CNN (Gu et al. (2018) and Sun et al. (2018)) such as I3D or S3D as the feature439

backbone, are estimated to exceed 45 and 32 GMACs, respectively.440

5. Conclusion and Future works441

In this paper, we present a lightweight, online action tubelet detector based on 2D CNN (termed AMMA). It makes use of442

a coarse detection paradigm to efficiently model actions from underlying appearance and variation cues over video sequences.443

Specifically, AMMA incorporates complementary motion dynamics by accumulating adaptive micro-motion representations gen-444

erated on-the-fly, facilitating learning appearance-motion correspondences. Our integrated solution conforms to stringent design445

constraints sought after in many practical application scenarios. As demonstrated in two challenging action benchmarks, AMMA446

achieves competitive precision (frame and video-mAP) while utilizing significantly more compact backbones and executing at an447

inference speed far beyond real-time (up to 100 FPS).448

In the future, we will evaluate AMMA on more challenging public benchmarks, e.g., AVA, which contains more complex449

scenes and sophisticated action categories. Note that our coarse detection pipeline is designed to smoothly adapt to the sparse450

training annotations of this dataset. We also attempt to extend AMMA’s 2D backbones to ultra-lightweight 3D CNN for enhancing451

its spatiotemporal modeling capacity. Further, aiming at a fully resource-efficient vision system for deployment, we will also452

precisely customize AMMA for embedding onto different edge devices such as NVIDIA Jetson TX2 or Xavier GPUs.453
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