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ABSTRACT

Graphs have been the natural choice for modeling entities and the relationships among them. One of the most fundamental graph processing operators is a reachability query, which checks whether a path exists from the source to the target vertex in a plain graph, and additionally whether the path can satisfy a given path constraint based on the edge labels in an edge-labeled graph. Processing reachability queries requires potentially visiting a large portion of the graph due to the inherent transitivity of these queries. This makes it costly to evaluate them on large graphs. Thus, significant effort has been spent to design indexing techniques for reachability queries in the last three decades, building advanced data structures to efficiently compress the transitive closure of the graph so as to accelerate online query processing, aka reachability indexes. In this tutorial, we provide an in-depth technical review of the existing reachability indexes, ranging from those designed for plain graphs to ones for edge-labeled graphs. We conclude the tutorial by summarizing the open challenges for integrating these techniques into GDBMSs.
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1 INTRODUCTION

Graphs are ubiquitous for modeling real-world data [32] where it is important to represent relationships as first-class objects — vertices represent entities and edges represent relationships. Examples can be found in various domains, e.g., biological networks [28], financial networks [30], social networks, transportation networks [4], and knowledge graphs [16]. With graph-structured data, one of the most interesting queries is to check the existence of a directed path from one vertex to another, i.e., the transitive relationship from one entity to another in the network, which is known as the reachability query \( Q_r \). Reachability queries are well-known fundamental graph data processing operators and have been widely used in practice [36, 37]. They are considered by some as the most interesting graph-oriented queries [38].

Tutorial outline. In this tutorial, we present an in-depth review of each type of reachability indexes. We start the tutorial with the presentation of the background on reachability queries on graphs (§2), followed by the review of plain reachability indexes (§3) and the review of path-constrained reachability indexes (§4). We end the tutorial by discussing the open challenges (§5). We share our vision towards having full-fledged indexes in modern GDBMSs for reachability queries.

2 BACKGROUND

We adopt the common definition of a graph \( G = (V, E) \), where \( V \) is a set of vertices and \( E \) is a set of edges, and \( e \in E \subseteq V \times V \). In this paper, the edges are directed. This definition will be enhanced as the graph is enriched. Therefore, the issue is checking the existence of paths in \( G \) according to the arguments in \( Q_r \).

2.1 Plain reachability

Plain graphs follow the above definition \( G = (V, E) \). Figure 1(a) shows a plain graph. The reachability queries over plain graphs are referred to as plain reachability queries. A plain reachability query \( Q_r(s, t) \) contains a pair of arguments, a source vertex \( s \in V \) and a target vertex \( t \in V \), and \( Q_r(s, t) \) checks whether there exists a path from \( s \) to \( t \) in \( G \), referred to as an \( s\,t \)-path, e.g., in Figure 1(a), \( Q_r(A, G) = \text{true} \) because of an \( s \, t \)-path \((A, D, H, G)\).

2.2 Path-constrained reachability

Edge-labeled graphs can contain different kinds of relationships, where each edge is assigned a specific label, e.g., RDF graphs [15]. In this case, the graph is defined as \( G = (V, E, L) \), where \( L \) is a set of labels and each \( e \in E \) is assigned a label \( l \in L \). Figure 1(b) shows an edge-labeled graph, representing a social network with three kinds of relationships, i.e., \( L = \{\text{friendOf}, \text{follows}, \text{worksFor}\} \). Reachability queries over edge-labeled graphs can be expressed with additional constraints on paths using edge labels \( [21, 52] \), referred to as path-constrained reachability queries. A path-constrained reachability query \( Q_p(s, t, a) \) contains as arguments source \( s \) and target \( t \) vertices, and an expression \( a \) specifying the path constraint using \( L \). \( Q_p(s, t, a) \) checks whether there exists an \( s \, t \)-path in \( G \) such that the path can satisfy the constraint enforced by \( a \). In general, \( a \) is defined as a regular expression using edge labels \( l \in L \) as literal characters and using concatenation ‘·’, alternation ‘∪’, and the Kleene operators (star ‘∗’ or plus ‘+’) as
meta-characters, which is generated by the following grammar: 
\( \alpha ::= I[\alpha \cdot a]\alpha \cup \alpha[a]a^{*}[\alpha]a^{*} \). The path constraint enforced by a regular expression \( \alpha \) in \( Q_{t}(s, t, \alpha) \) is that the sequence of the edge labels of an \( s-t \) path should form a word in the language of \( \alpha \). For instance, if \( \alpha = (friendOf \cup follows)^{*} \), then \( Q_{t}(A, G, \alpha) = false \) in Figure 1(b) because every path from \( A \) to \( G \) includes workFor. Path queries with regular expressions as path constraints are known as regular path queries (RPQ) [1, 3], and path-constrained reachability queries are a subclass of RPQs, which check the existence of an \( s-t \) path that can satisfy the path constraint defined by a regular expression. Path-constrained reachability queries have been widely used in graph analytics [12, 21, 33, 44, 52, 56], e.g., social relationships analysis in social networks, analyzing interaction pathways of proteins in biological networks, money laundering detection in financial transaction networks, among others.

2.3 Reachability processing

Plain reachability queries can be processed by performing online traversal [50], e.g., breadth-first traversal (BFS), depth-first traversal (DFS), or bidirectional breadth-first traversal (BiBFS). However, these approaches visit a large portion of the graph, which is prohibitively inefficient for large graphs. Path-constrained reachability queries can be processed by guided graph traversal: a finite automata (FA) can be built according to the regular expression \( \alpha \) in the query, and then the traversal is guided by the FA [3, 5]. However, a significant portion of the graph still needs to be visited because of the presence of the Kleene operator in \( \alpha \).

The naive approach to accelerate plain reachability queries is to build a transitive closure (TC) [2], which can be extended to path-constrained reachability queries, called generalized transitive closure (GTC) [21, 52]. TC computes and stores the existence of a path between every pair of vertices in the graph. Although query processing with TC requires only constant time, the high computation and storage costs make it infeasible in practice. GTC extends TC by adding additional information of edge labels to deal with path-constrained reachability queries. However, the computation of GTC is more challenging than the computation of TC because of the additional distinction of paths according to a large number of possible path constraints in graphs. Consequently, computing GTC is also infeasible in practice.

Over the past three decades, significant research has focused on designing advanced data structures to efficiently compute and store TCs or GTCs while providing efficient processing for (plain/path-constrained) reachability queries. These advanced data structures are known as reachability indexes [2, 7–11, 13, 14, 17–20, 25–27, 29, 31, 34, 35, 39–41, 43, 45, 46, 49–51, 55]. The general intuition in designing reachability indexes is to reduce the redundant recording of reachability information in building TCs or GTCs and to store succinct information among different reachable pairs of vertices. This makes it possible to derive the reachability for any pair of vertices in the graph. The derivation process should take much less time than the query processing using online graph traversal, which makes indexes interesting. There exist two different types of reachability indexes that mirror the reachability queries: plain reachability indexes [2, 7–9, 11, 13, 14, 17–20, 25–27, 29, 31, 34, 35, 39–41, 43, 45, 46, 49–51, 55] and path-constrained reachability indexes [10, 12, 21, 33, 44, 52, 56].

3 PLAIN REACHABILITY INDEXES

The existing plain reachability indexes can be grouped into three main classes according to the underlying frameworks with a few additional techniques: tree-cover [2], 2-hop labeling [14], and approximate TC [46]. The plain reachability indexes are summarized in Table 1. The Index Type column denotes whether an index is partial or complete. Complete indexes can process queries by using only index lookups, while partial indexes require additional graph traversal. The Input column indicates the type of graph that the index assumes as input: DAG for directed acyclic and General for general graphs. The Dynamic column indicates whether the index can support graph updates, i.e., edge/vertex deletion and insertion.

### Table 1: A review of plain reachability indexes.

<table>
<thead>
<tr>
<th>Indexing Technique</th>
<th>Framework</th>
<th>Index Type</th>
<th>Input</th>
<th>Dynamic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tree cover</td>
<td>Tree cover</td>
<td>Complete</td>
<td>DAG</td>
<td>No</td>
</tr>
<tr>
<td>Tree-SSPI</td>
<td>Tree cover</td>
<td>Partial</td>
<td>DAG</td>
<td>No</td>
</tr>
<tr>
<td>Dual labeling</td>
<td>Tree cover</td>
<td>Complete</td>
<td>DAG</td>
<td>No</td>
</tr>
<tr>
<td>GEPIF</td>
<td>Tree cover</td>
<td>Partial</td>
<td>General</td>
<td>No</td>
</tr>
<tr>
<td>Path-tree</td>
<td>Tree cover</td>
<td>Complete</td>
<td>DAG</td>
<td>Yes</td>
</tr>
<tr>
<td>GAIL</td>
<td>Tree cover</td>
<td>Partial</td>
<td>DAG</td>
<td>No</td>
</tr>
<tr>
<td>Ferrari</td>
<td>Tree cover</td>
<td>Partial</td>
<td>DAG</td>
<td>No</td>
</tr>
<tr>
<td>DADGER</td>
<td>Tree cover</td>
<td>Partial</td>
<td>DAG</td>
<td>Yes</td>
</tr>
<tr>
<td>2-Hop [14]</td>
<td>2-Hop</td>
<td>Complete</td>
<td>General</td>
<td>No</td>
</tr>
<tr>
<td>Ralf et al. [39]</td>
<td>2-Hop</td>
<td>Complete</td>
<td>General</td>
<td>Yes</td>
</tr>
<tr>
<td>3-Hop [26]</td>
<td>2-Hop</td>
<td>Complete</td>
<td>DAG</td>
<td>No</td>
</tr>
<tr>
<td>U2-hop [7]</td>
<td>2-Hop</td>
<td>Complete</td>
<td>DAG</td>
<td>Yes</td>
</tr>
<tr>
<td>Path-hop [8]</td>
<td>2-Hop</td>
<td>Complete</td>
<td>DAG</td>
<td>No</td>
</tr>
<tr>
<td>TFL [13]</td>
<td>2-Hop</td>
<td>Complete</td>
<td>DAG</td>
<td>No</td>
</tr>
<tr>
<td>DL [25]</td>
<td>2-Hop</td>
<td>Complete</td>
<td>General</td>
<td>No</td>
</tr>
<tr>
<td>PLL [49]</td>
<td>2-Hop</td>
<td>Complete</td>
<td>General</td>
<td>No</td>
</tr>
<tr>
<td>TO [55]</td>
<td>2-Hop</td>
<td>Complete</td>
<td>DAG</td>
<td>Yes</td>
</tr>
<tr>
<td>DBL [29]</td>
<td>2-Hop</td>
<td>Partial</td>
<td>General</td>
<td>Yes</td>
</tr>
<tr>
<td>O Reach [18]</td>
<td>2-Hop</td>
<td>Partial</td>
<td>DAG</td>
<td>No</td>
</tr>
<tr>
<td>Approximate TC</td>
<td>Approximate TC</td>
<td>Partial</td>
<td>DAG</td>
<td>Yes</td>
</tr>
<tr>
<td>Approximate TC</td>
<td>Approximate TC</td>
<td>Partial</td>
<td>DAG</td>
<td>No</td>
</tr>
<tr>
<td>-</td>
<td>Complete</td>
<td>DAG</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>-</td>
<td>Partial</td>
<td>DAG</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>-</td>
<td>Partial</td>
<td>DGMS</td>
<td>No</td>
<td></td>
</tr>
</tbody>
</table>

3.1 Tree-Cover-Based Indexes

The foundation of the tree-cover index [2] is one or more intervals attached to each vertex, which are leveraged to process reachability queries.
queries. Let \([a_v, b_v]\) denote the interval attached to vertex \(v\). Tree-cover approach is defined on spanning trees of a general graph and then extended to deal with the edges that are not covered by the spanning trees. Thus, we can identify three basic structures: (1) trees; (2) DAGs; and (3) general graphs. The indexing techniques \([9, 17, 24, 27, 40, 43, 50, 51]\) based on the tree-cover framework are listed in the the first block of Table 1. The intervals attached to vertices differ in each of these.

**Interval labeling for trees.** In this class of techniques, for each vertex \(v\), \(b_v\) is \(v\)'s post-order number obtained by the post-order traversal from the root of the tree, and \(a_v\) is the lowest post-order number of all the descendants of \(v\) in the tree. \(Q_r(s, t)\) can be processed by checking if \(b_t \leq [a_s, b_s]\). The intuition is that \(Q_r(s, t)\) can be processed by checking whether the sub-tree rooted at \(s\) in the spanning tree of \(G\) contains \(t\), and the intervals assigned to vertices encode sufficient information for such a checking.

**Reachability in DAGs.** A major problem arises when using the interval labeling approach to deal with reachability in a DAG: if vertex \(t\) is reachable from vertex \(s\) only via paths containing non-tree edges, interval labeling cannot capture such paths. In the original tree-cover approach, the problem is solved by first computing vertex intervals based on spanning trees of the DAG and then inheriting vertex intervals. For a non-tree edge \((u, v)\) with intervals \([a_u, b_u]\) and \([a_v, b_v]\) and \(b_v \notin [a_u, b_u]\), in order to record that \(v\) is reachable from \(u\), \(u\) inherits \([a_u, b_u]\) from \(v\). Consequently, \(u\) has two intervals \([a_u, b_u]\) and \([a_v, b_v]\). Interval inheritance is also required for tree edges in the DAG due to the transitivity of reachability, e.g., for a tree edge \((w, u)\), \(v\) is reachable from \(w\), such that \(w\) needs to inherit \([a_u, b_u]\) from \(u\). Vertices in DAGs are examined in the reverse topological order to inherit intervals. In case intervals for a vertex happen to be adjacent, they can be merged for efficient storage, e.g., intervals \([1, 6]\) and \([7, 8]\) can be merged to interval \([1, 8]\).

From cyclic graphs to DAGs. General graphs with directed cycles can be transformed to a DAG using an efficient reduction method (Tarjan’s algorithm \([42]\)) in linear time. Specifically, all the strongly connected components (SCC), where each vertex is reachable from every other vertex, are identified, and each SCC is coarsened into a representative vertex. The output of the transformation will be a DAG. Then, \(Q_s(t, s)\) can be processed by first checking whether \(s\) and \(t\) belong to the same SCC, followed by checking the reachability in the DAG in case they are in different SCCs using the DAG approach discussed above. Thus, most plain reachability indexes in literature assume DAGs as input since generalization is easy.

In a nutshell, the tree-cover index is the interval labeling approach with interval inheritance. The main drawback of the tree-cover approach is the potentially large number of intervals as each vertex may need to inherit intervals form other vertices due to the existence of non-tree edges in the graph. The index size is defined as the total number of intervals allocated to vertices, and a DAG can be covered by spanning trees of different shapes, which result in different index sizes. The optimal tree cover \([2]\) can lead to the minimum index size. However, the complexity of computing the minimum index size based on the optimal tree cover is the same as that of computing TC \([2]\), which is unfeasibly high in practice.

Several follow-up works \([9, 40, 50]\) aim at reducing the number of intervals for each vertex. These works adopt two types of designs for reducing the number of intervals: (1) recording exactly \(k\) intervals (e.g., GRAIL \([50]\)) and (2) recording at most \(k\) intervals (e.g., Ferrari \([40]\)), where \(k\) is an input parameter. In GRAIL, the \(k\) intervals are computed by using \(k\) random spanning trees. In Ferrari, intervals are merged even if they are not adjacent so as to guarantee that the maximum number of intervals for each vertex is not larger than \(k\), which leads to the existence of approximate intervals. Neither approach computes a complete index, and the query results using index lookups may contain false positives but no false negatives. Thus, these partial indexes can be used to guide online traversal to compute correct query results. Although partial indexes require additional graph traversal for query processing, their index building time and index size scale linearly with the input graph size, making them one of the first methods feasible for large graphs with millions of vertices. In addition, reachability processing using these indexes can be an order of magnitude faster than using only graph traversal. GRAIL is extended for dynamic graphs in DAGGER \([51]\).

Several early works extend interval labeling, including dual-labeling \([17]\), GRIPP \([43]\), and path-tree \([24, 27]\). However, their sophisticated designs might not be able to deal with current real-world graphs. Specifically, dual-labeling and path-tree are designed for tree structures e.g., XML databases, and their application to graphs works well only if the number of non-tree edges is very low. Although GRIPP is a partial index, it requires graph traversal if the partial index returns false, which is not competitive compared to the design of GRAIL and Ferrari that do not have false negatives in the query results returned by their partial indexes.

### 3.2 2-Hop-Based Indexes

The 2-hop labeling lies in between transitive closure materialization and online search (BFS, DFS, BbFS). In the 2-hop index \([14]\), each vertex \(v \in V\) is labeled with two sets of vertices: \(L_{in}(v)\) and \(L_{out}(v)\). A vertex \(v \in L_{in}(v)\) if \(v\) is reachable from \(u\) and similarly for \(L_{out}(v)\). Construction of these sets is discussed below. \(Q_s(t, s)\) is processed by checking whether one of the following cases can be satisfied: (1) \(s \in L_{in}(t)\); (2) \(t \in L_{out}(s)\); (3) \(L_{in}(t) \cap L_{out}(s) \neq \emptyset\), i.e., we can compute whether \(t\) is reachable from \(s\) by determining whether there exists at least a common hop \(u\). The indexing techniques based on the 2-hop index \([7, 8, 13, 18, 25, 26, 29, 39, 49, 55]\) are listed in the second block of Table 1. Notice that unlike the tree-cover index, the 2-hop index can be directly applied to general graphs.

The index size of the 2-hop index is \(\sum_{i=1}^{n} |L_{out}(v)| + |L_{in}(v)|\) for a graph with \(n\) vertices. The minimum 2-hop index is the one with the minimum index size. Computing the minimum 2-hop index is NP-hard \([14]\). An approximation algorithm was proposed in the original work of the 2-hop index. However, the time complexity is \(O(n^4)\), which is infeasible for large graphs.

Efficiently computing the 2-hop index while reducing the index size maximally has been a long-standing problem. Advanced heuristics have been proposed, including TFL \([15]\), DL \([25]\), PLL \([49]\), and TOL \([55]\). TOL is a general approach for computing the 2-hop index with a total order of vertices as input, and TFL, DL, and PLL are instantiations of TOL, i.e., an instantiation of a total order is used in each of them. Let \(o\) be a strict total order on \(V\) and \(o(v)\) be the rank of \(v\) in \(o\). TOL applies backward and forward BFSs from each vertex \(v \in V\), and for each vertex \(u\) visited by the BFSs, TOL adds \(o\) to \(L_{out}(u)\) and \(L_{in}(u)\) respectively only if \(u \in V\) satisfies \(o(u) > o(v)\).
If a vertex \( w \) such that \( o(w) < o(v) \) is visited by the backward and forward BFSs from \( v \), then the BFSs immediately terminate, i.e., the search space for computing the reachability paths to and from each \( v \) is pruned according to the total order \( o \). An instantiation of \( o \) is the topological order of a DAG (obtained after coalescing all the SCCs), which is the strategy used in TFL. Another instantiation of \( o \) is based on vertex degree, which is adopted in DL and PLL. It has been proven that DL and PLL are equivalent [25].

Several works based on the 2-hop index also study how to accommodate dynamic graphs. TOL can handle both insertions and deletions by leveraging the total order of vertices. DBL [29] is a recent proposal based on the 2-hop index designed for insertion-only. The U2-hop [7] approach and the approach by Ralf et al. [39] study the maintenance of the 2-hop index on dynamic graphs, but it has been shown that they cannot scale to large graphs [55].

There are a few extensions of 2-hop indexing. Early works replace the intermediate vertices in the reachability path with graph structures, i.e., chains in the 3-hop index [26] and trees in the path-hoop index [8]. Although these approaches can further reduce the index size, they require more time to build the index compared to recent 2-hop indexes. O’Reach [18], one of the state-of-the-art indexes, builds a partial 2-hop index by selecting \( k \) vertices and processes queries with an extended topological order.

### 3.3 Approximate Transitive Closure

Let \( Out(o) \) be the set of all the vertices that are reachable from \( v \) in the graph (note that this is different from \( L_{out}(o) \) defined earlier). Then, the computation of the TC for a graph is basically computing \( Out(o) \) for every vertex \( v \) in the graph, which is unrealistic in practice. The intuition of an approximate TC is computing an approximate version of \( Out(o) \) efficiently. We use \( AP() \) to denote the approximating function. Note that \( |AP(Out(o))| \ll |Out(o)| \).

The \( AP() \) function needs to be carefully designed so that it provides correct query results instead of random ones. The design of \( AP() \) can be guided by the following observation. If it is known that vertex \( t \) is reachable from vertex \( s \) in the graph, then \( Out(t) \subseteq Out(s) \). If \( In(o) \) is defined as the dual, namely it contains all the vertices that reach \( v \), a similar observation can be obtained, i.e., if \( t \) is reachable from \( s \), then \( In(s) \subseteq In(t) \). Although the observation does not make sense since it contradicts processing \( Q_r(s, t) \), it turns out that the contra-positive condition can be leveraged: if \( Out(t) \) is not a subset of \( Out(s) \), then \( t \) is not reachable from \( s \) in the graph. Therefore, as long as the \( AP() \) function preserves the contra-positive conditions – if \( AP(Out(t)) \) is not a subset of \( AP(Out(s)) \), then \( Out(t) \) is not a subset of \( Out(s) \) – the approximate TC built using the \( AP() \) function will not provide false negatives.

The first design of the \( AP() \) function uses a k-min-wise independent permutation, leading to the IP index [46, 47], followed by using a Bloom filter in BFL [41], which is one of the state-of-the-art techniques for plain reachability indexing. Query processing using IP or BFL does not have false negatives since the corresponding \( AP() \) function can preserve the contra-positive condition. However, false positives might exist, which calls for additional graph traversal. Similar to the case of the partial indexing techniques based on the tree cover framework, the graph traversal can be pruned by recursively querying the index, i.e., if all the neighbors of \( v \) (the vertex currently visited by the traversal from the source vertex) do not reach the target vertex, then \( v \) can be skipped in the traversal.

### 3.4 Other Techniques

A few graph reduction techniques are proposed to accelerate reachability indexing, including SCARAB [23], ER [54], and RCN [53]. These reduction techniques are orthogonal to the indexing techniques. Several other techniques that do not use the three indexing frameworks discussed earlier also exist in literature, including HL [25], Feline [45], and Preach [31]. In general, these indexes have their own designs to deal with reachability queries. A few early works study the maintenance of transitive closure or SCCs on dynamic graphs, including [19, 34, 35], but these approaches cannot scale to large graphs [55].

### 4 PATH-CONSTRAINED REACHABILITY INDEXES

The reachability indexes that support path-constrained reachability queries \( Q_r(s, t, \alpha) \) are generally designed for a specific type of path-constrained expressions \( \alpha \). Based on the specification of \( \alpha \) there are two types of path-constrained reachability queries: alternation-based queries, where \( \alpha = (l_1 \cup l_2 \cup \ldots)^* \), \( \forall l_i \in L \) [12, 21, 33, 44, 56], and concatenation-based queries, where \( \alpha = (l_1 \cdot l_2 \cdot \ldots)^* \), \( \forall l_i \in L \) [52].

Unfortunately, there is currently no index that can support both query classes; indexes have been proposed for either one or the other and these are shown in Table 2. As indicated in the table, there are three index classes that support alternation-based queries: (1) tree-based, (2) 2-hop, and (3) GTC. The first two are extensions of their counterparts for the plain graphs, while GTC is an extended TC enriched by edge label information specific for this query type. There is only one index that has been proposed for concatenation. In the remainder, we discuss each of these index classes.

### 4.1 Indexes for Alternation-Based Queries

An alternation of edge labels defines a set of labels \( L' \subseteq L \), and the path constraint in \( Q_r(s, t, \alpha) \) enforces that an \( s \rightarrow t \) path should only contain edges with labels that are in \( L' \), e.g., if \( \alpha = (friendOf \cup \text{follows})^* \), then \( L' = \{ \text{friendOf}, \text{follows} \} \), and \( Q_r(A, G, \alpha) = \text{false} \) in Figure 1(b). An alternation-based reachability query is also known as label-constrained reachability (LCR) query.

**Sufficient path-label sets.** The problem of indexing alternation-based reachability queries is first studied by Jin et al. [21], where two foundations on edge label information for indexing such queries are proposed. The first foundation is that if there are two \( s \rightarrow t \) paths with edge-label sets \( S_1 \) and \( S_2 \) and \( S_1 \subseteq S_2 \), then \( S_2 \) is redundant, which means recording \( S_1 \) in the index is sufficient. Edge-label sets such

<table>
<thead>
<tr>
<th>Indexing Technique</th>
<th>Framework</th>
<th>Path Constraint</th>
<th>Index Type</th>
<th>Input</th>
<th>Dynamic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jin et al. [21]</td>
<td>Tree cover</td>
<td>Alternation</td>
<td>Complete</td>
<td>General</td>
<td>No</td>
</tr>
<tr>
<td>Chen et al. [42]</td>
<td>Tree cover</td>
<td>Alternation</td>
<td>Complete</td>
<td>General</td>
<td>No</td>
</tr>
<tr>
<td>Zou et al. [48, 56]</td>
<td>GTC</td>
<td>Alternation</td>
<td>Complete</td>
<td>General</td>
<td>Yes</td>
</tr>
<tr>
<td>landmark index [44]</td>
<td>GTC</td>
<td>Alternation</td>
<td>Partial</td>
<td>General</td>
<td>No</td>
</tr>
<tr>
<td>DLCR [16]</td>
<td>2-Hop</td>
<td>Alternation</td>
<td>Complete</td>
<td>General</td>
<td>No</td>
</tr>
<tr>
<td>BLCR [16]</td>
<td>2-Hop</td>
<td>Concatenation</td>
<td>Complete</td>
<td>General</td>
<td>No</td>
</tr>
</tbody>
</table>
as \( S_1 \) are denoted as *sufficient path-label sets* (SPLS). For instance, in Figure 1(b), vertex \( M \) is reachable from vertex \( L \) via two paths: \( p_1 = (L, \text{worksFor}, C, \text{worksFor}, M) \), and \( p_2 = (L, \text{follows}, K, \text{worksFor}, M) \), and the label set of \( p_1 \) is a subset of the label set of \( p_2 \), such that the former is the SPLS from \( L \) to \( M \). The second foundation is that the SPLSs of paths from vertex \( s \) to vertex \( t \) can be obtained by computing the cross product of the ones from vertex \( s \) to vertex \( u \) and the ones from vertex \( u \) to vertex \( t \) (transitivity of SPLSs). For instance, in Figure 1(b), the SPLS from \( A \) to \( M \) is \{follows, worksFor\}, which can be computed by using the SPLS from \( A \) to \( L \), i.e., \{follows\}, and the SPLS from \( L \) to \( M \), i.e., \{worksFor\}.

### 4.1.1 Tree-Based Indexes

The first indexing approach is proposed by Jin et al. [21], which consists of a tree-based index enriched with SPLSs and a partial GTC for paths with non-tree edges. The general idea is to characterize paths in the graph into 2 cases: case (1) the first or the last edge in the path is a tree edge, and case (2) neither the first nor the last edge is a tree edge. A partial GTC containing SPLSs is pre-computed to deal with the reachability caused by the paths in case (2). Reachability due to the paths in case (1) is processed by combining spanning trees and the partial GTC, i.e., visiting the successors of the source and the predecessors of the target in a spanning tree and then for each possible successor-predecessor pair checking the partial GTC. Two optimization techniques are proposed to speed up query processing. The first optimization is based on interval labeling to efficiently find the successors and the predecessors in a spanning tree. The second optimization is recording the occurrences of individual edge labels in SPLSs of the paths from the root \( r \) of a spanning tree to each vertex in the spanning tree. Then, the SPLS of an \( s \)-\( t \) path in the spanning tree can be computed by subtracting the SPLS of the \( r \)-\( s \) path from the SPLS of the \( r \)-\( t \) path in the tree.

One of the state-of-the-art indexes is proposed by Chen et al. [12]. The approach uses spanning trees to classify edges and distinguishes the reachability caused by different classes. Specifically, after computing a spanning tree (or forest) \( T \) in \( G \), directed edges \((u, v)\) are grouped into four disjoint classes: (1) tree edge if \((u, v)\) is an edge in \( T \); (2) forward edge if \( v \) is a descendant of \( u \) in \( T \); (3) back edge if \( v \) is an ancestor of \( u \) in \( T \); and (4) cross edge if \( v \) is neither an ancestor nor descendant of \( u \) in \( T \). Tree and forward edges are grouped together to form a tree-like structure, denoted as \( T \). The reachability information in \( T \) can be efficiently encoded by the interval labeling approach enriched with SPLSs. More precisely, as there is already a path in \( T \) for each forward edge in \( T \), the interval labeling built for \( T \) is able to encode the plain reachability information in \( T \). In order to efficiently record the SPLSs in \( T \), the second optimization technique in the approach discussed earlier [21] is adopted, i.e., recording the SPLSs of paths from the root of \( T \) to each \( v \) in \( T \) and the occurrence of each individual edge label in each SPLS. Then, \( G \) is compressed by keeping only the vertices and edges that can transfer the reachability information caused by cross edges, which leads to a summary \( G_t \). Thus, \( G \) is decomposed into \((T, G_t), G_t\), which is pre-computed and is then a tree-like structure \( T \). The series of the decomposition results are used as the index of the approach. In each decomposition result \((T', G_t')\), the reachability information caused by back edges in \( G_t \) are taken into account by performing online search with a optimization of chaining back edges, e.g., for back edges \((u, v)\) and \((u', v')\), if \( u' \) is a descendant of \( v \) in \( T' \), then they are chained into a back path \((u, v')\). Finally, \( Q(s, t, a) \) is recursively decomposed into sub-queries that are evaluated on the series \((T', T'', ...)\) with online search for back paths, and if an \( s \)-\( t \) satisfying \( a \) can be found by using \( T' \), then query result true will be returned.

#### 4.1.2 GTC-Based Indexes

The problem of efficiently computing a GTC for alternation-based reachability queries is extensively studied by Zou et al. [48, 56]. The fundamental step is to compute a single-source GTC, e.g., computing all the vertices that are reachable from a source vertex and the corresponding SPLSs. A Dijkstra-like algorithm is proposed by using the number of distinct labels in path-label sets to simulate distances between vertices. Consider the computation of the single-source GTC from vertex \( L \) in Figure 1(b). \( H \) is reachable from \( L \) via two paths: \( p_3 = (L, \text{worksFor}, C, \text{worksFor}, H) \) and \( p_4 = (L, \text{worksFor}, D, \text{friendOf}, H) \). Path \( p_3 \) is ‘shorter’ than \( p_4 \) since \( p_4 \) has only 1 distinct label while \( p_4 \) has 2. Thus, \( p_3 \) is expanded to compute SPLSs from \( L \) to \( G \) and \( p_4 \) is ignored. An input graph is first transformed into a DAG, and then the computation is done by following the topological order of the DAG so as to share the single-source GTC of vertices in a bottom-up manner. The transformation from a general graph to a DAG for alternation-based reachability is more complicated than the one for plain reachability discussed in Section 3, because paths in SCCs are not equivalent due to different SPLSs. Each SCC is replaced by a bipartite graph with in-portal and out-portal vertices. A vertex \( v \) in an SCC is in-portal (or out-portal) iff \( v \) has at least one incoming (or outgoing) edge from vertices out of the SCC. Then, the SPLSs from in-portal to out-portal vertices are computed and recorded in the index. In computing the reachability information within each SCC, the Dijkstra-like algorithm is further optimized by starting the computation from vertices of high degree; the single-source GTC of such vertices will be leveraged to prune search space for the subsequent computations. The index maintenance problem on dynamic graphs is also discussed.

A partial index with online BFS has been proposed [44]. The partial index is a set of single-source GTCs for a subset of vertices in the graph. The subset of vertices is selected as those in the top-\( k \) degree ranking, referred to as *landmark vertices*. \( Q(s, t, a) \) is processed by performing BFS with acceleration through leveraging the partial index when landmark vertices are hit during the traversal from \( s \). If the single-source GTC of a landmark vertex \( v \) that is hit by the BFS from \( s \) contains \( t \) with a SPLS that can satisfy \( a \), then the approach returns true. Otherwise, all the vertices that are reachable from the landmark \( v \) under the constraint \( a \) can be pruned in the subsequent search. In addition, the querying process is further improved by computing the reachability and SPLSs of paths from non-landmark vertices to landmark vertices, where the number of indexed paths is controlled by a predefined parameter.

#### 4.1.3 2-Hop-Based Indexes

P2HL [33] is a 2-hop-based reachability index for alternation-based reachability queries. The index utilizes the 2-hop index as the framework and adds SPLSs to deal with path constraints. The 2-hop indexing algorithm is extended
to build the P2H+ index by leveraging the transitivity of 2-hop reachability and SPLSs. The indexing algorithm of P2H+ performs backward and forward BFSs from vertices sorted in a total order according to vertex degree (from high degree to low degree), during which pruning rules are applied to skip redundant traversal. In addition, the indexing algorithm can guarantee that the built index does not contain any redundancy, which is achieved by prioritizing the visiting of edges with labels that are already contained in the SPLSs of the paths from v to current frontier vertices during the BFS from each vertex v.

DLCR [10], one of the state-of-the-art indexes, extends P2H+ to support graph updates, including edge insertions and deletions. When an edge is updated, DLCR will identify a set of nodes that need to perform backward and forward BFSs to reflect the update into the index. The BFS performed for edge updates only needs to traverse paths that contain the updated edges. During the BFS traversal, DLCR further identifies affected vertices that require additional index updates to either remove redundancy (in the case of edge insertion) or keep the index correct (in the case of edge deletion). In general, in the case of edge insertion, the newly inserted edge could make existing index entries redundant, which needs to be deleted. For each index entry IE in DLCR, there might be index entries that are redundant because of IE so that the set of such redundant index entries, referred to as RIE, is not included in DLCR. However, if the updates for reflecting the changes caused by a deleted edge require deleting IE, index entries in RIE might become non-redundant so that they need to be inserted into DLCR to keep the index correct.

### 4.2 Indexes for Concatenation-Based Queries

A concatenation of edge labels defines a sequence, and the corresponding path constraint in \(Q_\tau(s, t, \alpha)\) enforces that the edge-label sequence of an s-t path must be an arbitrary number of repeats of the sequence of concatenated edge labels defined under the Kleene operator in \(\alpha\), e.g., \(Q_\tau(L, B, worksFor \cdot friendOf)^*\) = true in Figure 1(b). A concatenation-based reachability query is also known as recursive label-concatenated (RLC) query.

The problem of indexing concatenation-based reachability queries is first studied by Zhang et al. [52] which proposes the RLC index. To index such queries, the minimum repeats (MR) of edge-label sequence are recorded, e.g., the MR of the path \((L, worksFor, D, friendOf, H, worksFor, G, friendOf, B)\) is \((worksFor, friendOf)^*\) and the MR is helpful in processing \(Q_\tau(L, B, worksFor \cdot friendOf)^*\). The RLC index leverages the 2-hop index framework and records, additionally, MRs of edge-label sequences. Recording the MRs might be prohibitive due to the presence of infinite MRs of s-t paths as a result of directed cycles on the paths. In order to deal with this challenge, the concatenation length under the Kleene operator in \(\alpha\) is leveraged to guide the computation of MRs. The second challenge is that MRs do not necessarily have the transitive property; e.g., it is not feasible to derive the MR of an s-t path given that the MRs of an s-u path and a u-t path are \((l_1)\) and \((l_2)\), respectively. Thus, the indexing algorithm of the RLC index separates the index building process into two phases: the first phase computes all the possible MRs for any (s, t), and the second phase selects the transitive MRs to build the index. Pruning rules are proposed to avoid redundant computation and recording in the index.

### 5 OPEN CHALLENGES

The state-of-the-art plain reachability indexes can be built for a large graph efficiently, e.g., BFL can be built in a few seconds on graphs with millions of vertices, with an index size of only a few hundred megabytes. The main challenge is that these advanced indexing techniques, i.e., partial indexes with guided graph traversal, are mainly designed for static graphs. The only approaches that can deal with graph updates are DAGGER [51], IP [47], and DBL [29]. However, the dynamic approach adopted in IP is based on DAGGER that could be no faster than BFS [55], and DBL can only support insertion-only graphs. Having partial indexes, which can process queries and deal with graph updates of insertions and deletions efficiently, is highly interesting.

A partial index only records partially reachability information in an input graph, so that they can scale to large graphs. \(Q_\tau(s, t)\) can be processed by performing online traversal that can be guided by using index lookups in partial indexes. Let \(v\) be a current frontier vertex during the online traversal from \(s\). In a partial index without false positives, if the index lookup for evaluating the reachability from \(v\) to \(t\) returns true, the online traversal can immediately terminate. In the case of a partial index without false negatives, the online traversal does not need to visit the outgoing neighbours of \(v\) if the index lookup for evaluating the reachability from \(v\) to \(t\) returns false. From the evolution of plain reachability indexing techniques over the last three decades, we observe that partial indexes play an important role in making reachability indexes scale to large graphs, i.e., obtaining efficient query processing with realistic indexing cost. More importantly, partial indexes that do not have false negatives in query results using only index lookups (e.g., GRAIL, Ferrari, IP, and BFL) have demonstrable advantages. That is because if a vertex \(t\) is not reachable from \(s\), \(Q_\tau(s, t)\) can stop immediately, and in real-world graphs there will be many such vertices \(s\).

According to Table 2, the only partial index for path-constrained reachability queries is the landmark index. However, landmark index is a partial index without false positives, which means that if the index returns false, the online traversal for query processing has to continue. As noted above, in real-world graphs, it is likely that there will be many vertices that might not be reachable from a given source vertex, and, therefore, it would be interesting to have a partial index without false negatives for path-constrained reachability queries. Equally importantly, we observe that the index construction cost of path-constrained reachability indexes is high and takes hours of indexing for graphs with millions of vertices [10, 12, 33, 52]. This also calls for the design of partial indexes without false negatives. Analogously, practical issues of updates on dynamic graphs should be also taken into account for the integration into DBMSs.

Another important challenge for path-constrained reachability indexes is that the existing solutions can only deal with a specific type of path constraint \(\alpha\), as shown in Table 2. However, real-world query log analysis [6] has shown that practical path constraints have many more types. It will be of great interest to have one indexing technique for general path constraints and thus the entire fragment of regular path queries [5].

Finally, the parallel computation of indexes (e.g., parallel 2-hop indexing [22]) is also worth exploring.


