N

N

Deep learning methods for virtual monoenergetic
imaging from spectral CT
Suzanne Bussod, Nicolas Ducros, Juan F P J Abascal, Philippe Douek,
Christine Chappard, Francoise Peyrin

» To cite this version:

Suzanne Bussod, Nicolas Ducros, Juan F P J Abascal, Philippe Douek, Christine Chappard, et al..
Deep learning methods for virtual monoenergetic imaging from spectral CT. 2023. hal-04346653

HAL Id: hal-04346653
https://hal.science/hal-04346653

Preprint submitted on 15 Dec 2023

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License


https://hal.science/hal-04346653
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr

Deep Learning Methods for Virtual Mono
Energetic Imaging from Spectral CT

Bussod Suzanne*, Ducros Nicolas*, Abascal Juan FPJ*, Douek Philippe*, Chappard Christinef, Peyrin
Francoise*®
* Univ Lyon, INSA-Lyon, CNRS, Inserm, CREATIS UMR 5220, U1294, Lyon, France
 Inserm U1271, UMR CNRS 7052, Univ Paris B30A Lab, France
¢ European Synchrotron Radiation Facility (ESRF), Grenoble, France

Abstract—Spectral photon counting computed tomography
(CT) is a X-ray imaging modality that acquires energy-resolved
data thanks to photon counting detectors that sort photons
depending on their energy. This allows to decompose the object
into its material constituents or to reconstruct virtual monoen-
ergetic images. In this paper, we address for the first time the
reconstruction of virtual monoenergetic images from spectral CT
measurements, which is a non linear inverse problem, focusing
on the application to knee osteoarthrisis.

While traditional methods are based on the inversion of a
physical model, deep learning methods have recently demon-
strated their ability to solve inverse problems. In this work,
we propose several physics-informed deep learning strategies for
virtual monoenergetic image reconstruction. We consider four
different reconstruction algorithms for the recovery of virtual
monoenergetic images in the projection and in the image domain.
All of our algorithms include a variant of the U-net convolutional
neural network. The proposed algorithms were trained and
evaluated on the spectral CT data simulated from realistic knee
phantoms generated from synchrotron radiation CT. They were
also compared to a Gauss-Newton algorithm that minimized a
cost function with a hand-crafted regularization term. Finally,
our algorithms were applied to an experimental knee data set
acquired on a clinical spectral CT scanner.

We found that the proposed approaches provide virtual
monoenergetic images with improved mean squared errors
and structural similarities, compared to the Gauss-Newton
method. Moreover, the image-domain network improved the
mean squared error by a factor of two, compared to the
projection-domain network. In both simulated and experimental
data of osteoarthritis knees, we found that the cartilage was
visible with naked eye on the virtual monoenergetic images
reconstructed by our methods.

The proposed deep learning networks outperformed the
Gauss-Newton algorithm in the projection domain. Among deep
reconstruction strategies, we found that the image-domain direct
virtual monoenergetic reconstruction performs the best. They
also allow for the direct visualization of the cartilage, which is
essential for the assessment of cartilage integrity.

Index Terms—spectral CT, VMI, Osteoarthritis

I. INTRODUCTION

Pectral photon counting computed tomography (Spectral
CT) scanner is an emerging generation of X-ray CT
scanners that allows acquiring energy-resolved data thanks to

This work involved human subjects or animals in its research. Approval
of all ethical and experimental procedures and protocols was granted by the
Ethics Committee of Descartes University, Paris.

photon counting detectors [1]. Contrary to conventional detec-
tors, photon counting detectors dispatch photons into different
energy bins, allowing to obtain energy-resolved measurements.
Spectral CT scanners extend the capabilities of dual energy CT
introduced in clinical practice [2]. Spectral CT is able to track
and monitor the biodistribution of gold nanoparticles in vivo
[3], to determine contrast agent concentrations in liver [4], [5],
and to evaluate the risk of breast cancer [6]. Spectral CT also
allows for calcium content measurement in different locations
(e.g., bone, teeth, kidney stone, or coronary plaques) and
the discrimination of calcium pyrophosphate hydroxyapatite
crystals encountered in joint diseases [7], [8] but also identify
gout signature [8]. In addition, spectral CT scanners offer high
spatial resolution and reduce electronic noise [9].

In this work, we will focus on knee osteoarthritis (OA),
which is a common joint disorder, suspected to affect more
than 40% of the people aged of more than 60 [10]. OA is
a whole joint disease affecting cartilage, bone, synovium and
surrounding tissues [11]. Progressive cartilage breakdown is
a major therapeutic target for putative disease-modifying OA
drugs [12]. The possibility to diagnose OA at an early stage
could allow the development of specific treatments to stabilize
or reverse the articular cartilage degradation. While three-
dimensional imaging methods are already used, as computed
tomography and magnetic resonance imaging, none of them
allows the simultaneous assessment of bone and cartilage in
details. In vitro studies with spectral CT have shown the
capability to quantify the proteoglycan content of cartilage
in knee specimens injected with iodine [13], and the gly-
cosaminoglycan content using multiple contrast agents [14].
More recently, the concentration of cationic iodinated CA4+
(proteoglygans content) and non-ionic based gadolinium based
gadoteridol (water content) was estimated in small samples
using a calibration-based method [15]. While the use of a
contrast agent in spectral CT is an effective way to quantify its
concentration, it is associated to patient safety questions. The
potential of spectral CT to detect knee OA without contrast
agent is a new application that has been investigated in a
previous work group [16].

Spectral CT imaging requires dedicated algorithms. Most of
them rely on material decomposition methods related to the
linear attenuation coefficient of the object in some material
basis [17]-[19]. The first decomposition methods were based
on polynomial calibration using step-wedge phantoms but no



effective, for more than two materials. Alternatively,from a
physical model of the source and the detector, it is possible
to solve an inverse problem. The decomposition problem can
be formalized as the minimization of a data fidelity term [20]
and can benefit from prior knowledge about the materials [21].
While material decomposition can be achieved on projections,
one-step approach allows for exploiting priors in the image
domain, which is more natural but it leads to an increased
computational cost that requires efficient optimization algo-
rithms [22], [23].

More recently, methods based on deep learning (DL) have
been proposed for material decomposition [24]-[28]. The idea
is to learn a mapping between the spectral measurements and
the material images. The mapping is achieved through the use
of well-known network architectures, such as VGG 16 and
U-net [24], [25] or more elaborated architecture [26], [27].
Authors in [28] show that the combination of inception mod-
ules allows to outperform previous networks. While most deep
methods work in the image domain, a feed forward multilayer
perceptron was proposed for decomposition in the projection
domain, where convolutional architecture are not relevant, and
trained using measurement in a step wedge phantom [29].
In [30], we introduced a U-net based approach for material
decomposition in either the projection or image domain. This
approach was successfully applied to the raw data from a
phantom acquired by a spectral CT Philips prototype [31].

Spectral CT also allows to generate virtual monoenergetic
(VM) images at different energies [32]. VM imaging (VMI)
has the advantage to provide Hounsfield unit-like images,
which can be more easily interpreted by radiologists [33].
VM images can be recovered from material decompositions,
with an added-value compared to conventional CT images.
Recently, DL was also explored to decompose directly VM
images. In [34], the authors proposed a fully connected neural
network for VMI, which was shown to improve results com-
pared to a polynomial calibration. It has been also shown that
VM images can be recovered from a single spectrum energy
images by using a residual neural network [35].

The purpose of this work is to assess DL algorithms for
VMLI, targeting the specific application of cartilage assessment
in OA. We consider four different reconstruction algorithms
for the recovery of VMI in the projection and in the image
domain. All of our algorithms include a variant of the U-net
convolutional neural network. The proposed algorithms were
trained and evaluated on the spectral CT data simulated from
realistic knee phantoms generated from synchrotron radiation
CT [36].

The paper is organized as follows. In section 2, we present
the theoretical background of spectral CT acquisition and ma-
terial decomposition. We describe four DL-based methods for
the recovery of VM images either after material decomposition
or directly from the raw measurements, and either in the
projection or image domain. Finally, we detail our numerical
experiments, based on a synthetic knee phantom and used
for the training our methods, as well as our experimental
measurements. In section 3, we first present our VMI results
in simulations, and compare them to that obtained from
traditional material decomposition [21]. Finally, we test our

methods on experimental data from a clinical prototype [31].

II. MATERIAL AND METHODS
A. Position of the problem

1) Forward model: In ideal X-ray CT, the measurement
at position p under the projection angle 6 corresponds to the
attenuation of the X-ray beam path

s9(E) = n)(E) exp —/umEMv, (1)
Dy
where n(E) is the source spectrum at position p, u(v, E) is

the linear attenuation coefficient of the object at position v and
energy E, and ij is the line joining the source to the detector
at position p. In this case, the log normalized measurements
are line integrals of the linear attenuation, i.e.,
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%@w=mﬂﬁg>=—/Mwmw- )

p
[
Dp

In practice, however, standard CT measurements are in-
tegrated over the full source spectrum, while spectral CT
measurements are integrated in several energy bins. Denoting
by sf’p the photon count in the ¢-th energy bin at position p
on the detector for a projection view €, equation (1) can be
rewritten as

o _ 0
si’p—/np(E)di(E)exp —/u(uE)dv dE, (3)
£ Df
where d;(F) is the detector response function that is the
probability of a photon with an energy F to be sorted in the

i-th bin. By analogy with (2), we can define log normalized
spectral measurements as

sY
§?7p =1In <s;’p> ,  where s?yp = /ng(E)di(E)dE 4)
,p 5
For an ideal photon counting detector that can be modelled
as d;(F) = 0(FE — E;), the log normalization step linearizes
the measurements, i.e., égp = [ w(v, E;)dv. However, for
Dp
an actual photon counting detector §?7p # [ p(v, E;)dv and
D¢

a non linear inverse problem must be solved to recover the
linear attenuation from the raw measurements.

Spectral CT classically assumes that the object is the linear
combination of M materials, i.e.,

M
W, E) = Z Pm (V)T (E), &)

where p,,(v) is the mass density of the m-th material and
Tm(FE) the material mass attenuation coefficient of the m-th
material. By integration of Eq. (5), we obtain the projected
linear attenuation as

M

/,u(v, E)dl} = Z afn,,me(E)7 (6)

0 m=1
DP



where

afmp = /pm(v)dv @)

4
DP

represents the projected mass density. By taking into account
this object model, the spectral measurements can then be
expressed as [20]

dE. (8)

expl Zamp

Assuming discretization with P detector pixels, V' object
voxels, © projection views, and I energy bins, the forward
spectral CT can be modelled as

s = G(p), ©)
where s = (si,..., sgp, ...,89p)T represents the spectral
photon counts and p = (p1.1,.--,Pmvs---»PM, V) TEPre-

sents material density maps. The full spectral CT mapping G
can be seen as the composition of the X-ray transform and
the spectral mixing [30]. The X-ray transform applies to each
material independently

am = X(pm)»

where a,, = (ay, ;...

1<m<M, (10)

,a% )" is the projected mass density
of the m-th material, p,, = (Pm.1,---,Pm,v)  is the mass
density of the m-th material, and X is the operator defined by
(7). In simple cases as for simulations, the X-ray operator is
the Radon transform. In real cases, the X-ray operator depends
on the scanner geometry and the type of data acquisition. The
spectral mixing applies to each angle independently as

s’ = F(a%),

1<6<o, (11)

where s = (s{,,...,8% p)" represents the raw data under
the 0-th projection view, a’ = (af ,...,af; p)" the pro-
jected mass density under the 6-th projection view, and F' is
the spectral mixing operator defined by (8).

2) Material decomposition: The classical inverse problem
in spectral CT aims to recover the material maps p from spec-
tral measurements s. The direct approach consists in inverting
(9). To alleviate the computational burden, this problem can
also be solved in the projection or in the image domain.

Projection domain approaches start by decomposing each
projection angle independently, followed by tomographic re-
constructions. Considering the Gauss-Newton approach de-
scribed in [21], this two-step approach reads

0

a’ € aulrgmin%Hs‘9 — F(a”)||3y6 +aR(a’), 1<6<0,
pm=Xay,), 1<m<M,

(12a)

(12b)

where W = Diag(J) is a quadratic weight and R is a
regularization function. Alternatively, as in [30], Eq. (12a) can
be replaced by a decomposition mapping (e.g., neural network)

H:s? — af.

Image domain approaches start with tomographic recon-
structions, in each bin independently, followed by material
decomposition. The processing pipeline can be summarized
as

1<i<lI, (13a)

T, = X_l(ai)7
(13b)

p=H(r),

where H : r — p represents the decomposition mapping (e.g.,
neural network) in the image domain.

B. Virtual monoenergetic image reconstruction

Monoenergetic imaging consists in the recovery of the
linear attenuation at a single specific energy E*. This can be
done by synchrotron radiation CT where a monochromatic X-
ray beam is used [37]. Dual energy and spectral CT make
possible virfual monoenergetic imaging. In this case, the
virtual monoenergetic images are recovered from the spectral
measurements.

In this work, we consider the recovery of the VM images
either after material decomposition (see Sec II-B1) or directly
from the raw measurements (see Sec II-B2) as illustrated
in Figure 1. For each case, we adopt a DL approach and
define four variants of the U-net architecture. Motivated by
the OA application, we consider here the decomposition in
two materials, bone and soft tissue, and the recovery of VMI
at £ = 70 keV, which has been shown to be the VMI that
provides optimal SNR [38], [39].

1) VM image reconstruction via material decomposition:
After material decomposition, we can obtain the VM images
at energy E* using Eq. (5), i.e., computing

M
M= Z mem(E*)a
m=1

where p,,, 1 < m < M, represent the material density
maps that are obtained by material decomposition, either in
the projection or image domain.

In the projection domain, we consider the three-step ap-
proach

(14)

a’ = gMP~P(3%), 1<6<®O, (15a)
pm =X "an), 1<m<M, (15b)

MD-P method: M
=" pmrm(E"), (15¢)

where HMP~P is a neural network trained for material decom-
position in the projection domain. We optimize the network
parameters w to minimize the quadratic loss

N ©

1

= ¥o ZZHHMD P(a0,) —alnll’ (16)
n=16=1

where we consider N© measurement pairs {§?n), a((’n)}, with
N the number of volumes in the training database.

https://mc.manuscriptcentral.com/trpms
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Fig. 1. Illustration of the different approaches to obtain virtual monoenergetic images from spectral measurements.

In the image domain, we consider the three-step approach

ri=X"18), 1<i<lI, (17a)
= HMM(pE) 1<2< 27, (17b)

MD-I method: M
p=> putm(E"), (17¢)

m=1

where HMP is a neural network trained for material de-
composition in the image domain. We optimize the network
parameters w to minimize the quadratic loss

N =z
1 - z 4
L(w) = N7 Z Z IHEP (r) = Pl 112, (18)

n=1z=1

where we consider a set of NZ measurement pairs
{ri.) pfn)}, with N the number of volumes in the training
database and Z the number of slices in each volume.

2) Direct VMI decomposition: We can also recover the VM
images directly, i.e., without exploiting the object decompo-
sition model given by (5), either in the projection or image
domain.

In the projection domain, we consider the following two-
step approach

V@ — HZMI_P(ée),

p=X"'v),

1<6<0, (19)

VMI-P method:
(19b)

where HYMIP is a neural network trained for direct VM
decomposition in the projection domain. We optimize the

network parameters w to minimize the quadratic loss

N ©
1 by
L(w) = ~g 2 D IHIMF (30 — v l? @0

n=16=1

where we consider N© measurement pairs {§?n)7 u?n)}, with
N the number of volumes in the training database.
In the image domain, we consider the two-step approach

r, = Xﬁl(gl)

, (21a)
uz _ HZMI_I (,rz ) ,

1<i<I,
VMI-I method:
1 (21b)

<z<Z

where HYMM' is a neural network trained for direct VM
decomposition in the image domain. We optimize the network
parameters w to minimize the quadratic loss

N Z
1 - z z
Lw) = 57 2 D NHM ) = ot P, @)

n=1z=1

where we consider a set of NZ measurement pairs
{ri) pfn)}, with N the number of volumes in the training
database and Z the number of slices in each volume. The
dimension of 7% is V x Vj;, such that the number of voxels
isV=XxYxZ.

C. Simulated data

In this section, we describe the simulated datasets generated
from realistic knee phantoms and used to train and evaluate
the networks.



1) Knee phantoms: Excised human knees were collected
at the Anatomy Institute of Paris Descartes. The study was
approved by the Ethics Committee of Descartes University,
Paris.Eight knee samples were imaged by Synchrotron Radi-
ation (SR) CT at beamline ID17 at the European Synchrotron
Radiation Facility (ESRF), Grenoble, France. The samples
were scanned at an energy of 55 keV with a cubic voxel size
of 45 pum. Due to the limited field of view in height, the
samples were scanned in several stacks. The SR CT images
were reconstructed using the filtered backprojection algorithm
and the different stacks were merged together to get the full
knee volumes.

These volumes were then used to generate realistic numer-
ical human knee phantoms. First, the segmentation of bone
and soft tissue was performed in all knee specimens, using
the K-means algorithm with 3 seeds [40]. Each voxel was
then considered to contain only one material, either bone or
soft tissue. By combining this information with the gray level
volumes, we obtained the two material maps p,,, respectively
for bone and soft tissue. In order to work with data sets closer
to the real experimental data, before segmentation, the volumes
were undersampled after Gaussian filtering to reach a cubic
voxel size of 0.25 mm. The bone and soft tissue maps have a
final size of X XY x Z = 635 x 635 x 202 pixels, where X,
Y, and Z represents the number of voxels in the lateral and
longitudinal directions, respectively.

2) Simulated spectral CT knee data: The spectral CT
data were simulated from the two material maps using the
forward model described in Section II.A.1. The projections
were generated from the 2D Radon transform, slice by slice.
We generated © = 720 projections evenly distributed over
180°. Then, we applied the spectral mixing transform defined
in Equation (8), where we consider the source spectra and
detector response function for I = 5 energy bins given in
[31]. The irradiation of the detector decreases radially, with
more photons hitting the center of the detector. The spectral
mixing model correspond to typical exams performed using
the spectral CT scanner described in Section II-D. However,
the model does not include pulse pile-up and charge sharing
effects. After applying the forward model to the eight knee
volumes, we obtained eight energy-resolved projection data
sets with a size of © x P, x Z x I = 720 x 643 x 202 x 5.

D. Experimental spectral CT knee data

A raw measurement dataset was acquired for one knee
using the clinical prototype of spectral CT scanner available
at the CERMEP (Lyon, France) [31]. The acquisition was
performed with a tube voltage of 120 kVp and a tube current
of 226 mA. The photon counting cells of the detector are
2-mm-thick cadnium zinc telluride. Each cell sorts photons
in five different energy bins (30-51, 51-62, 62-72, 72-81
and 81-120 keV). The acquisition geometry is helical with
scans over 360° with A = 2400 projections per rotation. The
detector pixel size is 250 pum. The scan field of view is 500
mm in the lateral direction with a longitudinal coverage of
80 mm. Data were binned to obtain a dataset of total size
of P, x P, x © x I = 924 x 8 x 24912 x 5, where P,

and P, represent the lateral and longitudinal dimension of
the detector, respectively, such that the number of detector
pixels is P = P, x P, and © corresponds to the number of
projections. All tomographic reconstructions were performed
using the Feldkamp algorithm [41] implemented within the
RTK package [42]. We reconstructed a region of interest of
180 x 100 mm with a a voxel size of 0.25 x 0.25 x 1 mm.

E. Training and evaluation

The loss functions of the four networks, as given by
equations 16, 18, 20, and 22, were minimized using the
ADAM optimizer [43] in Pytorch [44]. Our different neural
networks are all based on the U-net architecture [45] with
11 convolutional layers and two undersampling levels. The
architecture of our networks only differ in their first and last
layers. For both material decomposition networks HXP~F and
HMP1 we consider the U-net architecture depicted in Fig.
2(a). For both direct neural networks H M and HYMM we
consider the U-net architecture as represented in Fig. 2(b).
We adopt patchwise training where each input/output image
pair is randomly cropped to obtain a 64 x 64 patch. We use a
learning scheduler that multiply the learning rate by 0.3 every
30 epochs and an early stopping criterion to halt training at
100 epochs. We considered different initial learning rate for
the different networks. We used 10~ for MD-P, 10~2 for
MD-1, 10~! for VMI-P and 10~ for VMI-I, which are the
best learning rate considering validation data.

All networks were trained using a NVidia Tesla V100.
In the projection domain, the training phase took about 6
hours considering ©® = 2,880 projections and P = 129, 886
pixels. The test takes about 3 minutes. In the image domain,
the training took around 4 hours for Z = 808 slices and
V' = 403’225 pixels. The test took only 1 minute on GPU. The
Gauss-Newton method took 10 s by projection, i.e., 2 hour for
the test. In the image domain, the tomographic reconstruction
is performed before the training phase so it is applied once,
reducing the computational burden. Tomographic reconstruc-
tions took 46 seconds by bin, i.e., 3 minutes 50 seconds for
each simulate volume. For experimental data, the tomographic
reconstruction took 22 minutes by bin, i.e., 1 hour 50 minutes,
as the algorithm exploits more projections.

In simulations, we evaluated all approaches in the image
domain using the mean square error (MSE) and the structure
similarity index (SSIM). Each of the four different networks
was tested with unknown knees. For comparison, we also
consider the Gauss-Newton material decomposition approach
given by Equation 12. For experimental data where no ground-
truth is available, we computed the standard deviation in
homogeneous regions of the soft tissue map. We also assessed
the images qualitatively considering the presence of artifacts
or blurring of details. We also assessed our ability to identify
the presence of the cartilage with the naked eye.

III. RESULTS
A. Simulated data

1) Material decomposition: The two networks MDP and
MDI were trained for different initial learning rates. We
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Fig. 3. Quantitative boxplots for the MSE and SSIM quality metrics on the
soft tissue and bone maps, for the two material decomposition networks with
the three learning rates, compared to RGN. 1 : RGN; 2, 3 and 4: MDP (green)
for the learning rates 1073,1072 and 10~ 1; 5, 6 and 7: MDI (blue) for the
learning rates 10—3, 102 and 10~ 1.

calculated the MSE and the SSIM of bone and soft tissue
for the initial learning rates of 103, 1072 and 10~!. Figure 3
shows MSE and SSIM for bone and soft tissue, as box plots for
the different methods, while the mean and standard deviation
of the quality metrics are reported on Table I.

We found that the initial learning rate at 10~ for training
MDP (green domain on Figure 3) gave the best compromise
between MSE and SSIM considering both the soft tissue and
the bone. The initial learning rate of 102 for the material
decomposition method with MDI (blue domain on Figure 3)
gives the best MSE and SSIM for both soft tissue and bone
with values of 9-10~% and 4-10~* for the MSE and 0.8450 and
0.8552 for the SSIM . Moreover we can see that both MDP
and MDI give better results than our reference method RGN.
MDI is better than MDP considering these metrics. Table I,
shows that adopting RGN as reference, MDI improves the
MSE by a factor less than 2 in the projection domain and by
5 in the image domain. It also improve the SSIM by around
2.5 with a bigger improvement in the image domain than in
the projection domain, compared to RGN.

The Figure 4 shows for a given slice, the reconstructed soft
tissue and bone material maps obtained with MDP, MDI and
RGN as well as the error images with respect to the ground

Soft tissue Bone
MSE SSIM MSE SSIM
RGN 0.0061+ 0.2589+ 0.0025+ 0.3252+
0.0005 0.0249 0.0003 0.0171
MDP 0.0039+ 0.6100+ 0.0021+ 0.6790+
A= 0.0013 0.0562 0.0007 0.0323
1073
MDP 0.0045+ 0.56824+ 0.0021+ 0.7091+
A= 0.0016 0.0465 0.0008 0.0343
1072
MDP 0.0041+ 0.4024+ 0.0018+ 0.5175+
A= 0.0010 0.0063 0.0005 0.0103
1071
MDI A = 0.0010+& 0.8172+ 0.0005+ 0.8223+
10-3 0.0003 0.0248 0.0001 0.0234
MDI A = 0.0009+ 0.8450+ 0.0004+ 0.8552+
102 0.0003 0.0297 0.0001 0.0248
MDI A = 0.00124+ 0.7237+ 0.0006£ 0.7844+
10-1 0.0003 0.0099 0.0001 0.0086
TABLE I

QUANTITATIVE MEAN AND STANDARD DEVIATION FOR THE MSE AND
SSIM FOR THE DIFFERENT MATERIAL DECOMPOSITION MEHODS ON THE
TEST DATA SETS USING DIFFERENT LEARNING RATES.

Soft Tissue Bone

_:I_: _:_:
1.5-0.4 0.2 0.2

Fig. 4. Decomposed soft tissue and bone material maps for the different
methods and error maps computed as the differences with respect to the
ground truth (a) Materials of the original phantom. (b), (e): Results obtained
from RGN and error maps. (c), (f): Results of MDP and error maps. (d), (g):
Results of MDI and error maps.

truth. We can see again that MDI is better than MDP. Visually,
MDP tends to blur the image where MDI gives a sharper image
with less noise than the state-of-the-art RGN method. Both
networks deals better with noise.

2) VMI decomposition: The direct VMI neural networks
VMP and VMI were also trained for the different initial
learning rates of 1073, 10=2 and 10~!. Figure 5 synthesizes
the boxplots for the MSE and the SSIM for the different
learning rates for these two networks, as well as those the
VMI reconstructed from the material decomposition networks
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Fig. 5. Quantitative boxplots for the MSE and SSIM quality metrics for the
reconstructed VMI at 70 keV for the different methods and different learning
rates. 1 : RGN ; 2 : VMI from MDP for the selected learning rate 103 ; 3,
4 and 5 : VMP for the learning rates 1073,1072 and 10~ 1 ; 6 : VMI from
MDI for the selected learning rate 1072 ;7,8 and 9 : VMI for the learning
rates 1073, 10~2 and 10~ 1.

MSE SSIM

RGN 1.12 £ 0.9869 £
0.06 0.0003

MDP )\ = 10~3 2.80+0.61 0.9783 +
0.0035

VMP A =10~3 1.894+0.19 0.9807 +
0.0011

VMP A\ =102 1.63+0.16 0.9839 +
0.0008

VMP X\ =101 1.25 + 0.9861 +
0.08 0.0005

MDI A = 10~2 0.73 + 0.9923 +
0.07 0.0004

VMI A = 10~3 1.12£0.20 0.9907 +
0.0008

VMI A = 10~2 1.2840.08 0.9845 +
0.0003

VMI A =101 1.05 + 0.9904 +
0.10 0.0005

TABLE II

QUANTITATIVE RESULTS FOR VMI DECOMPOSITION ON THE TESTSET
USING DIFFERENT LEARNING RATES.

MDP and MDI from the last section. The mean and standard
deviation of the metrics are reported in Table II.

We selected an initial learning rate of 10~! for the VMI
decomposition method with VMP (green domain in Figure 5)
and VMI (blue domain in Figure5) that gives the best MSE and
SSIM. We can also see that the VMI reconstructed from the
decomposed materials with MDI gives the best results for all
metrics. We can sort them as VMI from decomposed materials
with MDI better than VMI with VMI better than VMI with
VMP better than MDP. Table II shows that the decomposition
in the image domain provides improved metrics compared
to decomposition obtained from material decomposition or
directly, is improved compared to RGN and the results from
the projection domain.

The Figure 6 shows the VMI from decomposed materials
with MDP and MDI and directly with VMP and VMI. We see
the same order of quality as with the box plots. The VMI from
decomposed materials with MDP exhibits errors at the border
of the knee that appears as artifacts in the border of materials
having strong attenuation. For VMI, we can also see errors at
the top of the patella which also has the largest attenuation.

Figure 7 shows zooms on a cartilage region of the posterior
part of the tibia. An interesting point is that the cartilage

Fig. 6. Reconstructed VMIs at 70 KeV from the different methods and their
corresponding error maps with respect to ground truth. (a) VMI of the original
phantom (ground truth). (b) RGN. (c) MDP. (d) MDI. (e) VMP. (f) VML

is visible with naked eye with similar image quality for all
methods.

B. First results on experimental data

Finally, the four networks, trained on the simulated phan-
toms and with the optimal learning rates selected previously,
were applied to the experimental data set acquired on the
Philips spectral CT prototype. The results are shown in Figure
8. The VMI could be reconstructed with all methods with
a coherent gray scale. A zoom in the femoro-patella region
shows that we can see a bright part just beneath the bone
corresponding to cartilage. We can visualize the cartilage
with naked eye in experimental data, which is one of the
advantages of using spectral CT compared to standard CT. We
also computed the standard deviation in an homogeneous area
in the soft tissue. The values show us that the decomposition
in the image domain gives the noisiest results with a std in
a homogeneous region of 0.0164. The VMI obtained from
material decomposition in the projection domain gives us the
lowest level of noise with a standard deviation of 0.0105. The
VMI decomposition in the projection domain and the VMI
from material decomposition with RGN gives similar results
in term of noise.

IV. DISCUSSION & CONCLUSION

In this work, we focused on a novel DL approach to obtain
VMI from spectral CT data. VMI have a great potential for
application as OA by providing HU-like CT images with
increased resolution, contrast and SNR. In addition, we found
in a preliminary work that experimental VMI at 70 keV
acquired from a spectral CT prototype were particularly suited
for the analysis of excised knees in OA and normal subject
[38].

To visualize on a same image bone and cartilage, our
networks were trained on simulations from a realistic phantom



Fig. 7. Zoom on the condyle cartilage (yellow ROI) in a VMI slice at 70 KeV obtained from the different methods. (a) Original phantom. (b) RGN. (c)

VMDP. (d) MDL (e) VMP. (f) VML

database based on the 8 knee specimens imaged by syn-
chrotron CT downscaled to have the same spatial resolution
as the spectral CT prototype. We chose to learn using patches
to boost the number of data loaded by the networks. We
assessed the different methods on test data and also with an
experimental data set from this prototype. We evaluate our
results with respect to the ground truth visually with both the
MSE to assess the gray level content and SSIM to assess the
preservation of the structures.

Most DL methods dedicated to spectral CT have been
devoted to material decomposition.In [30] we found that U-net
based networks for material decomposition gave better results
than the state-of-the-art optimization method RGN. Moreover,
neural network methods allow to bypass the knowledge of the
forward model necessary with an optimization method. The
results of the networks trained on the KiTS19 database were
better when working in the image domain rather than in the
projection domain. The present study dedicated to knee data

confirms that the material decomposition networks achieve
better results than the RGN method and that the results are
better when materials are decomposed in the image domain.
Our MDP leads to a blurred decomposition but with less
noise in the background than RGN. This problem does not
appear with MDI which provides a sharp decomposition while
keeping a small level of noise.

The VMI at a given energy are generally generated by
combining the material maps obtained either by a standard
method or a DL network. Here we designed DL networks to
recover the VMI, either by recombining the material maps or
recovering directly the VMI at a given energy. In a previous
work [34], material decomposition neural networks have been
extended to decompose VMI at a random energy present in
the training set. In our work, we found that the direct VMI
decomposition with U-net in the projection domain provided
better results than recovering the VMI from the decomposed
materials. The direct VMI decomposition in the image domain
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Fig. 8. VMI reconstructed from the experimental spectral data and zoom on the patella cartilage (yellow ROI) from the different methods. The standard
deviation in the orange square is reported. (a) RGN, std = 0.0149. (b) MDP, std = 0.0105. (c) MDI, std = 0.0164. (d) VMP, std = 0.0143. (e) VMI,

std = 0.0164.

is always better than in projection domain, but, in this case,
the VMI from decomposed material was found better than the
direct VMI decomposition.

Our networks trained on simulated phantoms tailed to the
OA application performed reasonably well on new test data as
well as on an experimental knee data set. Indeed, we were able
to reconstruct good quality VMI in which the cartilage was
visible with naked eye. In the experimental data set, we can
even see some inhomogeneities in cartilage probably related
to OA.

Considering computation time, an important aspect is that
DL networks are 30 to 40 times faster than a model-based
state-of-the-art material decomposition method. In addition,
working in the image domain implies faster training and
requires to perform tomographic reconstruction only once,
which reduce burden for training and hyperparameters tuning.
Despite of this, at test time, the tomographic reconstruction has
to be performed for each energy channel and so it is 5 times
longer compared to the projection domain. However, we save
time in the image domain compared to the projection domain
from 5 test, which is the foreseen case. This time saving is
important for application to experimental data.

Direct VMI decomposition networks present advantages in
terms of computing time and memory since they do not require
an explicit material decomposition step. Then, even if the

recovery of VMI from material maps is slightly better than
the direct VMI decomposition in the image domain, direct
VMI decomposition may be valuable. Note that even if we
restricted ourselves to the reconstruction of VMI at 70keV,
any other energy in the energy range of the spectral CT device
could be obtained after retraining the DL. VMI networks.
Nevertheless, this study is subject to few limitations. Our
training strategy, although giving promising results, it would
be necessary to enrich the phantoms database with additional
ones to create more variability in the training set and then
increasing the robustness of the network. Moreover, the trained
networks should be tested on additional experimental data
sets, which should be possible in future with the increasing
availability of the spectral CT devices. This could allow to
apply transfer learning to fine tune on experimental data sets.
In conclusion, DL networks are attractive for the recovery of
VMI from spectral CT data. The technique appears promising
for the investigation of bone and cartilage simultaneously for
the early detection of OA which could help for a better charac-
terization of cartilage with a good resolution. Additional post-
processing could be applied to the VMI to further exploit these
images and compute biomarkers on the cartilage and bone
mesh in order to have new imaging methods to characterize
bone and cartilage in OA for better phenotyping. Moreover,
material decomposition images could also be interesting in



future to characterize pathological calcification of joints.
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