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ABSTRACT

The lamina cribrosa (LC), a 3D porous structure of the eye
in which optic fibers pass to reach the brain, is critically in-
volved in the diagnosis and pathogenesis of glaucoma, a lead-
ing cause of blindness. However, segmenting the LC pores in
3D images is a task that has rarely been investigated, mainly
because of the very low signal to noise ratio. To address this
problem, we propose a fully automatic method to register and
fuse two 3D SD-OCT volumes acquired in orthogonal direc-
tions, in order to improve the OCT image quality and thus
facilitate the pore detection. Our method relies on a priori
knowledge about en-face images to enhance useful pore in-
formation and initialize the process. Moreover, the optimiza-
tion of the cross-correlation function is carried out in several
stages in order to ensure the robustness of the process and the
accuracy of the result. The quantitative evaluation shows that
the proposed method is efficient to register the two 3D orthog-
onal OCT volumes and the annotated pores, with a distance
between aligned pores around 3 pixels (below the pore size).

Index Terms— image processing in ophthalmology, opti-
cal coherence tomography, SD-OCT, lamina cribrosa, 3D im-
age registration, image fusion, pore enhancement.

1. INTRODUCTION

The lamina cribrosa (LC) is a 3D collagenous mesh in the
optic nerve head (ONH) that plays a crucial role in the
mechanisms and diagnosis of glaucoma [1], one of the lead-
ing causes of blindness. The LC is composed of so-called
“pores”, namely axonal paths within the collagenous mesh,
through which the axons pass to reach the brain [2]. In-vivo
3D observation of the pores is now possible thanks to ad-
vances in Optical Coherence Tomography (OCT) technology
(Fig. 1). Our final aim is to automatically perform the 3D
reconstruction of axonal paths from OCT volumes, in order to
study the remodeling of the lamina cribrosa during glaucoma
and better understand this disease.

Recent studies are mainly limited to the detection of the
LC thickness [3] and the surface of the LC [4]. Morphological
changes in pores, such as elongation, have been observed in
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Fig. 1: 3D orthogonal OCT volumes. Each volume of 131 slices is
obtained by a(n) horizontal/vertical scan, with a resolution of 7um/
pixel along the scanning direction and a sampling step of 15um. En-
face images (cropped in the illustration) are extracted from the OCT
slices, revealing the LC pores as dark spots.The X axis corresponds
to the depth in the ONH (4um/pix).

glaucoma patients in 2D Adaptive Optics [5]. Few groups, in-
cluding ourselves, have proposed methods to detect the pores
of the LC in 3D and in vivo [6, 7], thanks to OCT technol-
ogy. However, the limited transverse resolution of conven-
tional OCT (~15um) as well as the bad signal to noise ratio
(SNR) did not allow the characterization of all axonal paths
with enough reliability, knowing that it is difficult even for
experts to identify the pores in a single en-face image. There-
fore, in this article, we propose to exploit the fact that OCT
volumes can be acquired along two different scanning direc-
tions, horizontal or vertical (Fig. 1), to get one fused volume
of better image quality, and finally a better segmentation. For
that, we first need to register the two orthogonal volumes.

Methods have already been proposed to register OCT im-
ages: for noise reduction [8, 9], motion estimation [10, 11],
and mosaicing [12, 13]. But, to the best of our knowledge,
general methods to register orthogonal OCT volumes (Fig.
1) for revealing more detailed information on the pores, have
never been investigated. Aligning such OCT volumes is chal-
lenging for several reasons: the SNR is very low, local shifts
may occur because of the scanning process, the structures of
interest are of small size and low contrast. All of those result
in poor cross-correlation. Moreover, heterogeneous qualities
of the orthogonal volumes and intensity variations increase
the difficulty. Finally, the volumes must be aligned in 3D,
which requires robust global optimization algorithms.
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Fig. 2: Top-level block diagram showing the stages of the algorithm.
The notation is explained in Section 3.

In this paper, we present a method to register orthogonal
OCT volumes to obtain a better resolution of the LC pores.
This method is based on pixel intensity and is divided into
several steps to solve the optimization problem in a robust
way and finally obtain an accurate registration. First, we
rely on a priori knowledge on the pore appearance in en-
face images to delimit the area of interest and enhance use-
ful information. Then, several geometric transforms are de-
fined and applied sequentially, each optimizing a given cross-
correlation function, to automatically and accurately align the
3D OCT data. A fused volume is calculated afterwards.

2. 3D OCT DATA

Our dataset consists of 21 3D orthogonal OCT volumes,
acquired from 20 eyes of 14 subjects in both transverse
directions (42 volumes in total), all with the same Heidel-
berg Spectralis SD-OCT machine and according to the same
scanning protocol. We call the two orthogonal volumes hor-
izontal/vertical scans respectively (Fig. 1). Each acquisition
contains 131 2D OCT slices of 496x768 pixels, the pixel
size being approximately 7umx4um and the sampling step
between two consecutive slices 15um. En-face images of
768x131 pixels are obtained from such 2D OCT slices in
both direction during the same examination. They are resized
by a factor 2 along the second axis to restore almost square
pixels (768 x262 pixels). We denote the gray levels of inten-
sity in horizontal and vertical OCT volumes by Iy (x,y, z)
and Iy (z,y, z), with z € [1,496],y € [1,768], z € [1,262] ,
and the corresponding en-face image extracted at the X
coordinate from Iy or Iy by I}ix)(y, z) and I‘(/X)(y, z), re-
spectively. Both are also denoted as (X)(y, z) for simplicity.

3. METHOD

The pipeline for the registration process of the orthogonal
OCT volumes is shown in Fig. 2. In the initial stage, pore
features are enhanced, which is important since the volumes
are of low SNR. For the same reason, we define a reference
en-face image in each volume, namely the one offering the
best contrast in pores, and we use this reliable information to
initialize a registration process by translation. Finally we fur-
ther register the 3D volumes by affine transformation and fuse
the aligned volumes.
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Fig. 3: ROI of the reference en-face image before (a) and after (c)
enhancement based on alternate sequential filtering (b).

3.1. Pre-processing

Region of interest (ROI) in en-face images. The LC is lo-
cated deep in the optic disc, it can be observed in the central
area called the cup. On en-face scans, the cup appears as a
dark connected component in top en-face images (small X co-
ordinate, Fig. 1) that can be automatically detected by thresh-
olding. The ROI is defined as the 262x262 pixels bounding
this region, and the detectable part of the LC is directly be-
low this component (Fig. 3). We denote by ROI (IZX)) and

ROI(I ‘(/X)) the regions of interest extracted at the X coordi-
nate from horizontal and vertical volumes (Fig. 3).

Pore feature enhancement. Pore features are enhanced by a
series of alternate sequential filters (ASF) defined by closing
(e) and opening (o) operations with increasing size of struc-
turing element D; (up to ¢ = 9):

open
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where RY (I) and RY,(I) are the morphological reconstruc-
tion by dilation and by erosion of [ in the mask M, and the
transformation C' allows to keep the mean and the standard
deviation of the intensity levels in 1(X). As shown in Fig.
3,1 ,(4);)5“ allows keeping the main dark structures (i.e. pores)

while denoising, and the enhanced image Iéfff
visualize the pores (o = 0.5).

Reference image extraction. The reference plane in a vol-
ume is selected as the en-face image where the pores are the
most contrasted. We rely on a priori knowledge of the size
and shape of pores to create a binary mask of the dark spots
that are likely to be pores. To this end, we first apply a sliding

window along the X axis and average the images Ifs) Fonsd

helps better

consecutive en-face planes to get the T(};  images with better
SNR. Then, the OTSU algorithm [14] is applied to threshold
the image. Morphological filters Fi,,, remove connected
components that may not be pores, those with an area smaller
or larger than a disk of radius 3 to 9. The resulted image is
multiplied by [,(4%;9) r» and finally all pixel intensity values in
the current en-face image are summed up in F(z):
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Fig. 4: Registration process.

E(x) = S {1520y, 2) % Frnorp[OTSU (T ap (y, 2))]}

Y,z

The reference plane X, namely X{ or X}, is the one opti-
mizing this cost function. Thresholding F(X) at 0.25F(X)
enables us to define the vertical area [X [, XM 1 (resp.
[xXV. XV .]) where pores are visible.

min’ “*mazx

3.2. Registration

Since volumes to be registered are from the same sensor (i.e.
SD-OCT), linear geometric transforms, namely affine trans-
forms, have been chosen in this work as they are adequate
and commonly used with mono-modal intensity based prob-
lems [15]. The translation is used to get a coarse but robust
alignment, that is then used as initialization for refinement
with an affine transform, as shown in Fig. 4. We use the
cross-correlation of pixel intensity as the similarity metric for
all transforms since it is adequate in mono-modal problems.
Given Iy as the fixed volume, we look for transforms that
align Iy to Ig.

Translation. We divide the translation alignment into 2 steps
(Fig. 4, left):

H
* ROI of enhanced reference images, denoted by ROI (I ;I(Oen n)

and ROI (I‘)/( ‘i/nh), are aligned by searching for the opti-
mal translation vector (7,,7%.) in axes Y and Z. Then,
XY is updated to X,V by seeking for a translation T},
in the axis X that maximizes the cross-correlation with
ROI (II)-I(Oenh)' This process is iterated until the cross-
correlation score cannot be improved anymore. At the
end, we get a new reference plane for Iy, denoted by X (;V.
* We define sub-volumes of same size, given the aligned
ROIs in en-face images, the vertical intervals [ X, XH
[XV. XV ] and the reference planes X7 and X,".
The alignment of the resulting enhanced sub-volumes of
interest, VOI(Ig enn) and VOI(Iy,enn), is refined by
translating again around (7, T, T%).
This method has proven to be very robust: we first use the
most reliable information, found in 2D images where the
pores are numerous and contrasted, to approach the solution,
and we refine the translation by considering a volume of in-
terest. In this way, the problem of falling in a local minima
of the cross-correlation function is overcome. As already
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Fig. 5: Registration results showing the RO/! of different en-face
planes (Xo, Xo % 20) using our method. From top to bottom: fixed
horizontal planes, moving vertical planes, and the registration re-
sults. Correlation scores after registration are shown for each plane.

highlighted, the pre-processing steps are crucial to enhance
the useful information and focus on VOlIs.

3D affine transform. The 3D translation transform alone is
not enough since the optical axis may vary from one acqui-
sition to another. To address this issue, we add the affine
transform (7" form3D, Fig. 4, right), which includes trans-
lation, scaling, rotation and shearing, to further align the sub-
volumes of interest. Regular step gradient descent is used for
the optimization. This additional step has also proven to be
very useful. Indeed, the cross-correlation is not only glob-
ally increased in the VOI, but we also verified experimentally
that every 2D cross-correlation score of corresponding en-
face planes is increased as well, which signifies a good local
alignment of pores (Fig. 5). Finally, the registered volumes
are fused by average, leading to en-face images of higher res-
olution (around 7um x 7um) and better contrast (Fig. 6).

4. EXPERIMENTS

To be able to quantitatively assess the pore alignment perfor-
mance, we asked a medical expert to annotate the main pore
paths, in both horizontal and vertical source volumes, those
that allow most axons to pass, since exhaustively annotating
them is unrealistic because of the low SNR. A manually anno-
tated pore path begins with a point in the reference plane, and
continues in the neighboring planes by checking the continu-
ity. We applied the found geometric transform (“Ours”) to the
annotated pores in vertical volumes and then, for each en-face
image, we calculated the distance (MinDist) between each
pore in the horizontal volume and its counterpart in the ver-
tical registered volume. The smaller this distance, the better



Table 1: Evaluation of our method with respect to the G'I". Statistics
of the first line represent global registration performances on the VOI
with X € [Xmin, Xmaz], while the last 3 lines are calculated on the
ROI with different X. “Trans.” and “Affine” columns refer to the
performances after the translation and affine transform stages.

GT Ours
Trans. Affine Trans. Affine

VoI Corr 0.5940.09 0.704+0.06 0.69+0.11 0.7140.09

MinDist 3.5940.65 3.0540.73 4.82+0.67 3.7340.49

X.-20 Corr 0.5640.09 0.6840.10 0.69+0.07 0.7140.06

0 MinDist 3.99+1.03 3.20+1.18 5.08+£1.43 4.2240.77

X Corr 0.6340.06 0.7140.07 0.72+0.08 0.7840.06

0 MinDist 3.41+0.18 2.53+0.54 3.95+1.09 3.16+0.70

Corr 0.5440.13 0.6840.10 0.69+0.08 0.7040.08
Xo+20

MinDist 4.13+0.82 3.63+0.99 6.42+151 5.12+1.23

the alignment. We also construct the ground truth registration
(“GT™) by aligning the annotated paths. In this case, the op-
timized criterion is the distance between the annotated paths
in both volumes, rather than the cross-correlation (Corr) of
the data. Then we applied the found transform to the vertical
enhanced volume and calculated the cross-correlation scores.
Table 1 displays the metrics obtained with Matlab on all 21
processed volumes at each stage of registration process (trans-
lation only, translation + affine transform). We present the
statistics on the VOI (first line) and detail on 3 en-face planes.

We first analyse the results obtained with our method
(“Ours”). Considering the VOI and the final registration,
high cross-correlation scores between aligned sub-volumes
are observed, with low standard-deviation (0.71+£0.09). As
expected, cross-correlation scores are the highest around the
automatically selected reference images, where there is the
most information with many contrasted pores. But we also
obtain good matches in distant planes close to the X,,;, and
Xmax abscissas, in spite of the worse SNR. The distances
between the aligned annotated pores are low (3.73+0.49)
compared to the typical pore sizes (from 5 to 20 pixels, av-
erage around 10), which validates the proposed method in
terms of robustness and accuracy. All results confirm that
the 3D affine transform leads to better alignment compared
to the translation (lower MinDist and higher Corr). Fig. 6
illustrates these observations: the pores are well aligned in
the fused image (see especially the areas in rectangles), better
with the affine transform than only with the translation, and
the green crosses are well inside the dark spots in the fused
image (see also Fig. 7(a)).

Considering now the registration based on the annotated
pores (“GT”), we also observe that the affine transform im-
proves the registration on both criteria, cross-correlation and
pore distance. The distance between the registered paths is
higher with the proposed method (“Ours”) since the optimiza-
tion relates to the cross-correlation of the image data. How-

Fig. 6: Registration results of ROI(IX0)) at each stage. (a) En-
hanced horizontal reference image and with annotated pores (in red).
(b) Enhanced vertical reference image with the annotated pores (in
green). (c-d) Registration after the translation/the 3D affine trans-
form. The registration performance is significantly improved after
3D affine transform, as can be observed in particular inside the yel-
low rectangle. (e-f) Fused image after the translation/the 3D affine
transform, and the pore counterparts. Cross-correlation scores of en-
face images and pore distances, are shown as well.

(©
Fig. 7: Comparison between our method and the GT'. (a) Fused
image using our method. (b) Aligned pores with our method. (c)
Aligned pores with transforms found from the GT'.

ever, the averaged distances are not far from those of the
ground truth (3.73+£0.49 against 3.054+0.73) and remain be-
low the typical pore diameter (see Fig. 7).

5. CONCLUSION

We have proposed a fully automatic registration method to
align two orthogonal OCT volumes acquired from the same
OCT device and to enhance the pore features of the LC. Ex-
periments performed on 21 annotated orthogonal volumes
show that our algorithm is robust and leads to accurate align-
ment, with a mean distance between aligned pores around 3
pixels, below the pore size. The registration allows computing
a fused image with better spatial resolution and higher pore
contrast. For the first time, two orthogonal volumes can be
jointly exploited, facilitating the medical interpretation. We
plan now to train our context-aware attention U-net network
[7] with the registered en-face images, in order to reach better
segmentation results and, at the end, a better reconstruction
of the 3D axonal for the longitudinal follow-up.
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