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Abstract

This paper aims to identify the factors contributing to the diffusion of ideas in econo-
metrics by paying particular attention to connectivity in content and social networks.
Considering a sample of 17,260 research papers in econometrics over the 1980-2020 pe-
riod, we rely on Structural Topic Models to extract and categorize topics relevant to key
domains in the discipline. Using a hurdle count model, we show that both content and
social connectivity among the authors (i.e., social connectivity) enhance the likelihood
of non-zero citation counts and play a key role in shaping the diffusion of econometric
ideas. We also find that high topic connectivity augmented by robust social connectivity
among authors or authoring teams further enhances econometric ideas’ diffusion success.
Finally, our findings unveil an inverted U-shaped relationship between connectivity and
the success of idea diffusion; the latter initially escalates but starts to wane upon reaching
a certain threshold.
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1 Introduction

The skyrocketed amount of academic publications, particularly in the field of econometrics,
has resulted in an overwhelming abundance of information, commonly referred to as the ‘bur-
den of knowledge’ (Jones (2009)). As the academic landscape becomes increasingly saturated,
establishing a unique intellectual space and securing peer recognition becomes progressively
complex (Jones (2009), Bloom et al. (2020), Deichmann et al. (2020)). While the intrinsic
quality of research is undeniably important for an academic career, it alone does not guarantee
academic influence. In the field of econometrics, citations serve as a key metric for assessing
scholarly impact (Uzzi et al. (2013), Wang (2016), Archontakis & Mosconi (2021)).1 Never-
theless, it is worth recognizing that the variables affecting citation counts are multifaceted
and do not solely hinge on the quality of the research. The notion of ‘research quality’ itself
is a nuanced and somewhat elusive criterion that is subject to interpretation.

Our research aims to identify the variables affecting citation counts, elucidating the factors
that contribute to the prominence of ideas in econometrics. This specific field merits particular
attention because of its interdisciplinary nature, intersecting with economics, finance, statis-
tics, mathematics, and data science. It further acts as an empirical foundation for a range
of disciplines, from economics and finance to sociology and political science, underscoring its
extensive academic impact.

Prior research across various disciplines suggests that groundbreaking ideas often arise from
a blend of pre-existing knowledge. Specialized expertise, if too narrowly focused, can stifle
creativity, leading to minor, incremental advances (Uzzi et al. (2013)). Conversely, works
that integrate diverse areas of knowledge introduce innovative approaches and resonate more
broadly within the scientific community (Uzzi et al. (2013), Trapido (2015), Wagner et al.
(2019)). Such works often achieve higher citation rates (Kaplan & Vakili (2015), and Deich-
mann et al. (2020)) as they serve as informational shortcuts, connecting disparate research
areas through the lens of small-world network theory.

Simultaneously, the social network positioning of authors also influences the acceptance of
ideas within academia (McFadyen & Cannella Jr (2004), Ductor et al. (2014), and Wang
(2016)). An author’s centrality in academic networks bolsters the impact and credibility of
their work (Podolny (2001), Azoulay et al. (2010), Ductor (2015), Deichmann & Jensen (2018),
and Hsieh et al. (2018)). Recognizing the importance of diversified perspectives, research in
econometrics is increasingly collaborative, fostering interdisciplinary innovation (Andrikopou-
los et al. (2016), Jones (2021)). Both ideas and social connectivities at individual and team
levels substantially influence the dissemination success of research contributions.

1Although other fields may rely on patent data, citations are the primary metric for scientific recognition
in econometrics (Archontakis & Mosconi (2021)).
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Despite abundant research focusing on the technical aspects of econometrics, its social and
relational aspects remain relatively underexplored. A few studies have explored co-authorship
patterns in economics (Goyal et al. (2006), and Nowell & Grijalva (2011)) and econometrics
(Andrikopoulos et al. (2016)). Our study seeks to fill this gap by incorporating insights from
network theory, social psychology, natural language processing, and data analytics. In line
with Deichmann et al. (2020), this paper explores how various forms of connectivity influence
the trajectories of econometric theories and practices. We aim to identify the ‘hidden bridges’
that propel the field forward, thereby providing crucial guidance for scholars navigating in an
intricate academic landscape.

Following Deichmann et al. (2020), we argue that the intrinsic quality of an idea is not the
sole determinant of its academic dissemination. Instead, ‘connectivity’ – in its various forms
– plays a pivotal role in shaping the diffusion and recognition of econometric ideas. Based on
this foundation, we propose the following testable hypotheses:

(i) High thematic/ideas connectivity exerts a positive influence on the successful diffusion
of an econometric concept.

(ii) Enhanced social connectivity among the contributing scholars significantly increases the
likelihood of successful diffusion.

(iii) An interplay exists between thematic and social connectivity, with well-connected au-
thors or teams more effectively propagating thematically integrated works.

(iv) Idea diffusion success initially increases with both social and content connectivity but
declines after hitting a certain threshold.

To empirically assess these hypotheses, we analyze over 17,000 research articles published in
leading econometrics journals over the past four decades. Utilizing Structural Topic Models
(STM), we categorize themes relevant to key domains in econometrics, including ‘structural
break,’ ‘factor models,’ and ‘unit root and cointegration’. This enables us to explore both the
topical content and temporal evolution of each idea. Consistent with our hypothesis, we posit
that publications bridging multiple domains are more likely to gain prominence within the
scientific community. To quantify this, we introduce an ‘idea connectivity’ index for each pub-
lication to measure the interlinking of various domains. We rely on measures of betweenness
centrality within a two-mode network, as discussed in Borgatti & Everett (1997) and Everett
& Borgatti (2005). A high betweenness centrality score signals robust ideas/topics connec-
tivity, serving as an indicator of a publication’s role as a significant bridge in the academic
landscape. In addition, we examine the ‘social connectivity’ of individual authors and collab-
orative teams by using data related to each publication’s authorship. In social connectivity,
a high betweenness centrality score indicates that an author or a team of authors occupies a
central and strategic position within the shortest paths connecting contributors in the aca-
demic social network. As a preliminary step, our methodological approach distinguishes itself
by being the first, to our knowledge, to systematically identify creatively boundary-crossing

3



publications in the field of econometrics over the last four decades. Furthermore, our study
highlights individuals and teams considered to be pivotal idea generators.

To explore how connectivity shapes the success of idea diffusion as gauged by citation counts,
we employ a hurdle count model. This model accounts for overdispersion and excess zeros
commonly found in scientific citation data (Mullahy (1986), Cameron & Trivedi (2005), and
Cameron & Trivedi (2013)). Our findings confirm that connectivity significantly enhances the
likelihood of non-zero citation counts and is positively correlated with ideas diffusion, sup-
porting our hypotheses across various time horizons and dimensions. The influence of social
connectivity is particularly pronounced at the team level, although the interaction between
different types of connectivity varies depending on the empirical framework. Overall, our re-
sults confirm that connectivity plays an important role in making econometric ideas popular,
these findings being robust to the several robustness checks we run.

In summary, our paper offers several significant contributions to the existing body of literature.
First, to the best of our knowledge, we are the pioneers in establishing a nuanced relationship
between idea success and connectivity within the specialized domain of econometrics. While
previous studies such as Deichmann et al. (2020) have explored this link, they have done so
in different discipline – the Semantic Web research community, i.e., a sub-field of computer
science – and have employed distinct approaches and perspectives.

Second, we are the first to employ topic modeling techniques to consistently measure the
evolution of ideas in econometrics over an extended period. Although this approach has
been applied in economics and finance (Larsen & Thorsrud (2019), Hansen et al. (2018),
and Brunetti et al. (2023)), our study distinguishes itself by adopting a “meta” perspective.
Specifically, we consider the field of econometrics in its entirety, synthesizing ideas across a
broad range of studies to provide a more comprehensive and holistic understanding of the
subject matter. This enables us to identify and analyze the principal ideas that have shaped
econometrics over the past 40 years. By leveraging two-mode network centrality metrics, we
introduce novel indexes for idea and social connectivity at both individual and team levels.
These indexes capture the innovative nature of publications and the extent to which authors
and teams are integrated into the scientific community. While our study aligns with the find-
ings of Andrikopoulos et al. (2016) concerning the consequences of scientific collaboration, we
approach the topic from a unique angle, focusing on the popularity of ideas.

Finally, we provide an empirical examination of the role of connectivity in shaping the success
of econometric ideas. Our results illuminate the multifaceted influences on research impact,
extending beyond research quality to include the roles of knowledge and social networks. We
offer a clear roadmap for understanding how a publication can gain prominence by bridging
different academic domains, particularly when produced by credible and well-connected au-
thors. Overall, our work not only sheds light on the factors contributing to scientific popularity
but also paves the way for future research, offering a fresh perspective on scholarly impact in
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the field of econometrics.

The rest of the paper is organized as follows. Section 2 details the data and metrics used to
measure econometric ideas. Section 3 outlines the empirical setup, including the connectivity
scores and variables. In Section 4 we analyze the role of connectivity in shaping idea diffusion.
Section 5 presents robustness checks and sensitivity analyses, and Section 6 offers concluding
remarks.

2 Data and measurements of econometric ideas

This section outlines the database of research publications employed for analyzing the diffusion
of ideas, explains the natural language processing approach utilized in measuring econometric
ideas, and presents preliminary results from idea estimation.

2.1 Original database

We have constructed a unique database to analyze the evolution of econometric ideas over
time, gathering papers published by 11 leading econometric journals over the last 40 years
(1980-2020) (see Chang & McAleer (2013) and Appendix A for more details). Using the Web
of Sciences Database (WoS), we retrieved 17,260 research publications from these journals
after filtering out proceeding papers, editorial notes, and early access papers.

As shown in Table 1, the distribution of the sample is not homogeneous among journals, with
JoE (23.1%), REStat (15.4%), and Econometrica (14%) accounting for over half of our records.
Based on the H-index, these three journals also have the highest impact factor. The extensive
time frame enables us to encompass various developments and a wide range of research topics
in modern econometrics.

Figure 1 illustrates the growth in the total number of articles and the H-index for the consid-
ered journals. It reveals that while the number of published papers has been increasing over
the years, the level of the H-index peaked between the mid-1990s and mid-2000s. This trend
indicates a substantial lag between publications and citations. Our large sample provides
enough time to consider the diffusion of these ideas. In the empirical Section 4, we investigate
this diffusion across various time dimensions (such as such as two-, six-, and ten-years).

From the 17,260 research papers, we extracted Abstracts, Titles, and Keywords to form a
corpus for our econometric ideas estimation. We also collected metadata for each paper,
including journals and authors. These variables, described in Section 3.2, are used as control
variables in the empirical model of idea diffusion. Overall, our data include contributions from
13,852 individual authors from 1,926 institutions across 87 countries.
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Table 1: Top econometric journals (1980-2020)

Journals Period N. of Articles H-index
(% of total)

Econometric Reviews (ER) Jan. 05- Dec. 20 597 (3.4%) 40
Econometric Theory (ET) Apr. 88- Dec. 20 1,412 (8.5%) 86
Econometrica Jan. 80- Nov. 20 2,427 (14%) 279
Econometrics Journal (EJ) Jan. 05 - Sept. 20 363 (2%) 38
Journal of Applied Econometrics (JAE) Jan. 87 - Dec. 20 1,455 (8.5%) 109
Journal of Business Economic Statistics (JBES) Jan. 85 - Dec. 20 1,593 (9.6%) 131
Journal of Econometrics (JoE) Jan. 80 - Dec. 20 4,034 (23.1%) 207
Journal of Financial Econometrics (JFE) Mar. 07 - Dec. 20 287 (1.6%) 36
Journal of Time Series Analysis (JTSA) Sep. 00 - Dec. 20 865 (5.3%) 45
Oxford Bulletin of Economics and Statistics (OBES) Feb. 80 - Dec. 20 1,437 (8.3%) 86
Review of Economics and Statistics (REStat) Feb. 80 - Dec. 20 2,660 (15.4%) 187

Figure 1: Number of articles per year for all journals and H-index
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Note: This figure reports the number of articles for all journals per year (blue line left axis)
together with the H-index (grey bars right axis) for the period 1980-2020.

6



We transformed the 17,260 research articles into a document-term matrix, describing the fre-
quency of terms within the collection of documents. This matrix, although high-dimensional
and sparse (17,260 documents and 80,024 terms with 95% scarcity), is preprocessed by re-
ducing dimensionality. Words and characters with little topical content (e.g., stopwords2,
numbers, mathematical formulas, and punctuation) were removed, and the remaining terms
were stemmed3, leaving a (17, 260× 45, 714) document-term matrix for our topic model esti-
mation.

2.2 Estimation of econometric ideas through topic modeling

We measure the evolution of econometric ideas within our dataset of research publications
using probabilistic topic models. Specifically, we employ a mixed-membership approach to
extract topics from papers, postulating that econometric ideas are well-represented by these
topics. This approach allows each research paper to encompass multiple topics, with each
topic characterized by a word collection.

Latent Dirichlet Allocation (LDA), introduced by Blei et al. (2003), is a widely-used technique
for topic modeling. It assumes that each document is a mixture of topics, and each topic is
a distribution of words, both generated from Dirichlet distributions. Key parameters are the
topic proportions for documents (θdj ) and words (ϕj

w), which are used to approximate posterior
distributions and assign topics and words in documents.4 However, LDA’s limitation is its as-
sumption that topics within a document are independent, which may not hold true in complex
research contexts. To address this, we use the Structural Topic Model (STM) developed by
Roberts et al. (2013). Similar to LDA in estimating topic and word distributions, STM differs
by drawing θdj from a Logistic-Normal distribution, and modeling βk using multinomial logit.
This method accounts for dependence between topic distributions and allows distributions to
be endogenous to certain factors (see Brunetti et al. (2023)). Our focus is on connectivity’s
role in shaping econometric ideas rather than the origins of the topics. We therefore leave the
questions on the causes of the emergence of ideas for future research.

Considering the known topics within a document, the STM algorithm proceeds as follows:

1. Draw the document-topic distribution for a given research paper randomly from a
Logistic-Normal distribution as:

θd | Xdγ ,Σ ∼ Logistic−Normal(µ = Xdγ ,Σ)

where Xd stands for a vector of covariates, γ ∼ N(0, σ2
k) is a matrix of coefficients, and

Σ is the covariance matrix.5
2The stopword list we used is from http://snowball.tartarus.org/algorithms/english/stop.txt, and is avail-

able upon request to the authors.
3The stemming algorithm is the Porter stemmer implemented in R.
4For applications in economics and finance, see Hansen & McMahon (2016), Hansen et al. (2018), and

Larsen & Thorsrud (2019).
5Note that in our approach we do not consider exogenous factors in modeling topics’ distributions.
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2. For each word in the research paper:

• Select one topic from the distributions obtained in Step 1.

• Using multinomial logit, choose a word corresponding to the selected topic as:

βd,k ∝ exp(m+ κkv + κyv + κy,kv )

where m is the baseline word frequency, and (κkv + κyv + κy,kv ) is a collection of
coefficients.

3. Repeat Steps 1 and 2 iteratively to generate a set of research papers, each defined by a
set of topics that best describe the document.

The key quantities are estimated using a semi-collapsed variational EM algorithm, selecting
T = 60 topics. Details on the choice of T and the estimation process can be found in Appendix
B.1.

To address this, we use the Structural Topic Model (STM) developed by Roberts et al.
(2013). Similar to LDA in estimating topic and word distributions, STM differs by drawing θdj
from a Logistic-Normal distribution, and modeling βk using multinomial logit. This method
accounts for dependence between topic distributions and allows distributions to be endogenous
to certain factors (see Brunetti et al. (2023)). Our focus is on connectivity’s role in shaping
econometric ideas rather than the origins of the topics. We therefore leave the questions on
the causes of the emergence of ideas for future research.

Considering the known topics within a document, the STM algorithm proceeds as follows:

1. Draw the document-topic distribution for a given research paper randomly from a
Logistic-Normal distribution as:

θd | Xdγ ,Σ ∼ Logistic−Normal(µ = Xdγ ,Σ)

where Xd stands for a vector of covariates, γ ∼ N(0, σ2
k) is a matrix of coefficients, and

Σ is the covariance matrix.6

2. For each word in the research paper:

• Select one topic from the distributions obtained in Step 1.

• Using multinomial logit, choose a word corresponding to the selected topic as:

βd,k ∝ exp(m+ κkv + κyv + κy,kv )

where m is the baseline word frequency, and (κkv + κyv + κy,kv ) is a collection of
coefficients.

3. Repeat Steps 1 and 2 iteratively to generate a set of research papers, each defined by a
set of topics that best describe the document.

6Note that in our approach we do not consider exogenous factors in modeling topics’ distributions.
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The key quantities are estimated using a semi-collapsed variational EM algorithm, selecting
T = 60 topics. Details on the choice of T and the estimation process can be found in Appendix
B.1.

2.3 Preliminary analysis of econometric ideas

We conducted a 60-topics Structural Topic Model (STM) analysis on the document-term ma-
trix comprising econometric publications from January 1980 to December 2020. The model
yields topics and word proportions that map the development of econometric ideas throughout
the period. Since STM does not assign specific labels to each topic, we followed the method-
ology of Brunetti et al. (2023) and labeled the topics using two approaches: (i) the top 10
FREX (FRequency and EXclusivity) terms; and (ii) the most probable bigrams.7 Details on
the labeling methods are in Appendix B.2, and Tables 8 to 11 in the same Appendix report
the labels.

Among the 60 topics, we selected several to showcase the variety of econometric ideas. Fig-
ure 2 visualizes the estimated distributions using word clouds and the corresponding labels.
Notably, labels align with word occurrence, illustrating diverse topics related to various econo-
metric methodologies and concepts. Tables in Appendix B.2 also list topics unrelated to the
econometric field, emanating from the broader coverage of the sampled journals. We nar-
rowed our focus to 27 econometric-oriented topics, generating a (17, 260×27) document-topic
distribution matrix.8

7Topic labeling facilitates the discussion but does not materially affect the analysis.
8Further analysis (using network diagram and communities detection) confirms the dense interconnection

of econometrics-related topics. Results are available upon request to the authors.
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Figure 2: Selected topics from econometrics research

 

 
(a) Topic 8: Structural Break 

 
(b) Topic 10: Impulse Response and  

VAR 
 

 
(c) Topic 16: MCMC 

 

 
(d) Topic 30: Asymptotic Distribution  

Theory 
 

 
(e) Topic 36: Monte Carlo  

Estimation 

 

 
(f) Topic 47: Unit Root and  

Cointegration 

Note: The figure reports the estimated distributions as word clouds of keywords. The size of words in the clouds
corresponds to the probability of occurrence. The larger the more probability to occur. Note that we report the
stemmed tokens. The label is from the methodology discussed in Appendix B.2.

10



Figure 3 illustrates the connections among 27 econometrics-related ideas from 1980 to 2020.
The network analysis reveals non-homogeneous weightings and limited connections, while
clustering econometric ideas into five main communities:9

• Unit root and structural break (yellow community): T3:Finite sample properties; T8:Structural
break; T43:Structural Break & Unit Root; T47:Unit Root & Cointegration; T53:Maximum
likelihood estimation; T59:Statistical Inference

• Modeling (purple community): T7:Model Selection and Nonlinearity; T21:GMM; T46:Panel
Data Econometrics; T50:ARMA Modeling

• Volatility and quantile (orange community): T9:Quantile Regression; T16:MCMC; T45:Long
memory; T55:Stochastic volatility

• Forecasting methods and ARCH models: T30:Asymptotic theory; T37:Forecasting Meth-
ods; T48:Instrumental Variables; T49:ARCH & GARCH Models

• Factor models (dark blue community): T24:Model selection and loss function; T41:Factor
model; T56:Kalman filter.

9We use Louvain algorithm as cluster method. Results are robust to alternative algorithms (walktrap (Pons
& Latapy (2006)), infomap (Rosvall & Bergstrom (2007)), and propagating labels (Raghavan et al. (2007))).
Additional results are available upon request to the authors.
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Figure 3: Connections and communities of econometric ideas

Note: This figure reports topic correlation as a network structure. Nodes size depicts the weight of topics in the whole
proportion (i.e., the bigger the higher proportion over the period). Edges size indicates the strength of topics’ connections
(i.e., the thicker the stronger link). Colors are for nodes communities based on Louvain algorithm (see Blondel et al.
(2008) for more details).

Figure 4 examines the time evolution of selected topics using a 5-year rolling window.10 The
analysis reveals cyclical patterns, marked responsiveness to significant economic and financial
events, and discernible long-term trends. Specifically, “Topic 8: Structural Break” and “Topic
49: ARCH & GARCH Models” have seen spikes in attention, particularly around pivotal
moments such as the Black Monday crash in 1987, the Asian crisis in 1996-97, the Dot-com
bubble in 1999-2000, and the Global Financial Crisis in 2007-09. However, they have not
garnered much attention recently. Conversely, certain topics like “Topic 47: Unit Root and
Cointegration” and “Topic 59: Statistical Inference” held importance over extended periods
but have gradually waned in interest, becoming more of forgotten paradigms. Additionally,
the rise of the big data era has lent prominence to “Topic 41: Factor Model,” while growing
spatial interdependence has elevated “Topic 5: Spatial Autoregressive Model.” Both have
evolved from niche areas to growing fields, as documented by Stock & Watson (2017) and
Sarafoglou & Paelinck (2008).

10This window size accommodates the fact that it may take time for a topic to emerge, thus capturing both
the timing and trends of each topic.
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Figure 4: Time evolution of econometric ideas

Note: The figure reports month-aggregated topics probability over time using a kernel smoothing transformation (Daniell
method). The window size is 1200 points, which roughly corresponds between 3 to 5 years period depending on the
number of published papers.

This preliminary analysis offers a detailed and multifaceted view of the evolving landscape
of econometric ideas, illustrating that econometrics is a diverse field made up of various sub-
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disciplines, each defined by its unique terminology and conceptual framework. The idea of
connectivity between topics, as well as social ties within the scientific community, may influ-
ence the diffusion of these ideas. In the next section, we will delve deeper into these connections
to understand how they could potentially shape the success of different ideas within the field.

3 Empirical design

This section describes our set of variables, discusses our measures of topics and social connec-
tivity, and presents our empirical setting to analyze econometric ideas’ diffusion.

3.1 Dependent variables: ideas success

In this study, we examine the ingredients of success of econometric ideas in the form of sci-
entific publications. Scientific publications codify knowledge, provide certification, and are a
broadcast medium of ideas in the community.11 In the academia world, the popularity of an
idea can be defined by the diffusion across the scientific community through the amount of
citations a publication received from peers. Following previous works, we therefore consider
the amount of citations extracted for each paper from WoS database as a proxy for ideas
success (see, Uzzi et al. (2013), Magerman et al. (2015), and Deichmann et al. (2020)). We
adopt static and dynamic perspectives by considering the total amount of citations over the
period (static) and a two-, six-, and ten-years moving window counts (dynamic).

Figure 5 reports both the counts and frequency of total (panel (a)), six-year (panel (b)), and
ten-years (panel (c)) window citations as ideas success. Interestingly, counts plots show that
while the amount of total citations is mainly concentrated at the beginning of the sample
(between 1980 to 1999), for both 6- and 10-years windows a larger proportion (with few
exceptions) is clustered at the end of the sample (from 2005 onward). This illustrates that
it takes time for ideas to diffuse in the scientific community and the importance to consider
different time windows. In line with this observation, frequency plots show that citations are
over-dispersed with an important concentration of zeros. Last published papers therefore need
time to attract attention. Over-dispersion and excess zeros are important properties of ideas
success that we try to capture in Section 3.3.

11See Deichmann et al. (2020).
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Figure 5: Ideas success as citation counts

Note: The figure reports both counts and frequency for total citations (panel (a)), 6-years (panel (b)), and 10-years
(panel (c)) window citations.

15



3.2 Independent variables: the role of connectivity

As independent variables, we hypothesize that the role of connectivity is an important factor
for ideas diffusion (Uzzi et al. (2013), Trapido (2015), and Deichmann et al. (2020)). Both
topics and social connectivity are considered as explanatory variables such as the more a pub-
lication bridges several ideas with interconnected authors the more it attracts attention.

The two connectivity measures are derived from two-mode networks (i.e., bipartite networks)
created from our research publications database. A two-mode network consists of two types
of nodes and ties that only belong to nodes of different sets (Borgatti & Everett (1997) and
Opsahl (2013)). Figure 6 reports two visual examples of bipartite networks to measure con-
nectivity in our context.12 For topics connectivity (panel (a)), the first set consists of papers
(white nodes), the second set is the topics proportion for each paper (grey nodes), and the con-
nections between papers and topics show how each publication acts as a bridge. For instance,
we expect Publication 4 to have a high topics connectivity since it acts as a bridge between
several ideas and make the link between Publications 1, 2, and 3. Social connectivity (panel
(b)) works in the same way, the more a publication is connected to other papers and authors
the higher is the score. We describe further how these measures are computed considering all
authors and co-authorships respectively.

Figure 6: Two-mode network examples in research publications

Note: The figure reports illustration of two-mode network for topics connectivity (panel (a)), and social connectivity
(panel (b)).

3.2.1 Topics connectivity

To measure topics connectivity, we start from the estimated (17, 260× 27) documents-topics
distribution matrix discussed in Section 2.2, which reports for each publication the proportion

12We borrow the intuition from Deichmann et al. (2020).
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of each econometric idea (i.e., topics).13 We then derived a weighted two-mode network in
which each publication is related to a set of ideas.

As bipartite networks are rarely analyzed in their original form for convenience, we apply a
projection method by compressing the two-mode structure into a one-mode format. This pro-
cedure is performed by defining the set of nodes X (either publications or topics) and linking
two nodes from X if they were connected to the same node (see, Newman (2001), Seierstad
& Opsahl (2011), and Opsahl (2013)). Appendix C.1 provides an illustration of bipartite
projection. We use the overlap count method for compression, which consists of counting the
number of nodes in the first mode that each pair in the second mode has in common. Section
5 and Appendix C.1 provide a robustness check.

After publication projection, we calculate for each of them the betweenness centrality score,
measuring how often a node is a bridge between other nodes on all shortest paths. We follow
Borgatti & Everett (1997) and Deichmann et al. (2020) and define the betweenness centrality
of node i as:

bi =
1

2

n∑
k ̸=i

n∑
̸=i ̸=k

pkj(i)

pkj
, (1)

where pkj denotes the total number of shortest paths from node k to j (geodesic path), and
pkj(i) is the number of geodesic paths from k to j passing through i (where i is not an end-
point). We use the Brandes algorithm for the computation of the betweenness centrality
(Brandes (2001)).

Building on the insights from panel (a) of Figure 6, the topic connectivity score quantifies how
a publication serves as a bridge within the scientific community, linking disparate econometric
ideas.14 Figure 7 presents the topic connectivity in the form of a two-mode network between
publications and ideas. In the network, the vertices represent two different types of enti-
ties: ideas, whose size is proportional to their prominence, and publications, which are scaled
according to their betweenness centrality scores. Larger nodes for ideas signify a more promi-
nent role of the corresponding econometric idea throughout the entire sample period. Nodes
representing publications with higher topic connectivity scores are depicted distinctly, in red,
within the figure. For the sake of simplicity, the figure includes only publications with high
betweenness centrality scores.15 As the figure emphasizes, publications with high betweenness
centrality are pivotal in connecting different econometric ideas, highlighting their influential
role in the flow and dissemination of knowledge within the field. For example, Publications

13Structural topic models inherently estimate topic distributions. To focus on the most salient topics for
each publication, we consider only topics whose representation exceeds the publication’s mean topic weight.

14For further details, Section 5 and Appendix C.2 provide sensitivity analyses on betweenness centrality
measures using various algorithms.

15As a result, certain topics with significant proportions, such as Topic 59: Statistical Inference & UR, may
appear to be unrelated to any publications in the figure. However, they are, in fact, well connected within the
broader network context.
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• 8411_ID: “Realized Variance and Market Microstructure Noise” by P.R. Hansen and
A. Lunde, Journal of Business & Economic Statistics 24(2) 2006.

• 15818_ID: “Estimating the Integrated Volatility with Tick Observations” by J.Jacod,
Y. Li and X. Zheng, Journal of Econometrics 208(1) 2019.

• 16731_ID: “On the Estimation of Integrated Volatility in the Presence of Jumps and
Microstructure Noise” by C. Brownlees, E. Nualart and Y. Sun, Econometric Review
39(10) 2020.

exhibit the highest topic connectivity, acting as conduits among T41, T47, T53, and T55,
and forming connections with a multitude of other publications. Additionally, ideas that are
prominently featured in econometrics often engage widely across various publications, under-
scoring their central role in the scholarly discourse of the field. Interestingly, the publications
mentioned above are primarily oriented toward finance-related themes.
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Figure 7: Topic connectivity network

Note: This figure represents a weighted two-mode network between publications (in light gray) and econometric ideas (in
dark gray). The size of the vertices denotes respectively the publications’ betweenness centrality and the total proportion
of ideas. Red vertices color indicates the highest topic connectivity score and its connected edges. For simplicity, we
remove vertices for which betweenness centrality is below 0.500 out of 0.844, and edges for which topic probabilities are
below 0.0001.

3.2.2 Social connectivity

For social connectivity, two measures are considered and generated from binary bipartite net-
work. First, we consider all authors and created a two-mode network from a (17, 260×33, 792)

matrix where publications are connected to each author. Second, to account for the rise of
teams and the role of co-authorships in ideas diffusion, we constructed a two-mode network
from a (11, 230 × 12, 393) matrix where papers are connected by shared teams (see Deich-
mann et al. (2020), and Jones (2021)). In the second case, our framework focuses only on
co-authored publications.16

16To have a consistent framework, we also compute topic connectivity for co-authored publications separately.
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As for topic connectivity, after overlap count publications projection we computed betweenness
centrality score using Equation (1) to capture social connection between authors and teams
respectively.17 The intuition is that the higher the social connectivity is for a given publication
the more author or group of authors is likely to interact with other author or group of authors.
The more interaction of the authors the more central is the publication.
Figures 8 and 9 illustrate the betweenness centrality in networks of full authorship and co-
authorship, respectively, both represented as binary two-mode networks. These figures convey
two distinct layers of information. First, the size of the authors’ nodes is proportional to
their overall contributions to the scientific community, which is measured by the number of
publications they have authored.18 Notably, P.C.B. Phillips, A.M.R. Taylor, H. White, B.H.
Baltagi, and C. Gouriéroux are identified as the most significant contributors to highly socially
connected publications. This is evident at both the full authorship and co-authorship levels.
Second, the size of the publications’ nodes represents the varying levels of social connectivity
associated with each paper. Publications with higher betweenness centrality are depicted with
larger vertices, indicating that they act as important bridges in the network, connecting various
authors and teams. For example, in Figure 8, 13548_ID (with a score of 14.104, highlighted
in red) exhibits the highest social connectivity score. This publication serves as a nexus,
connecting P.C.B. Phillips with several other authors (S. Smeekes, A.M.R. Taylor, and G.
Cavaliere), and is linked to other publications (579_ID, 3229_ID, 3232_ID, 10716_ID, and
14670_ID). The critical role of connectivity becomes even more pronounced when considering
teams of authors, as demonstrated by a score of 16.237 in Figure 9, which is also highlighted
in red.

17See Appendix C.1 for robustness checks.
18In these figures, we include only publications with a betweenness centrality score above 4.000. It is

important to note that several other prominent authors with substantial total contributions are present in our
sample, but they are not displayed in the network due to this threshold.
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Figure 8: Social connectivity network (full authors)

Note: This figure represents a binary two-mode network between publications (in light gray) and authors (in dark gray)
for full authors. The size of the vertices denotes respectively the publications’ betweenness centrality and the authors’
total contribution over the period. Red vertices color indicates the highest social connectivity score and its connected
edges. For simplicity, we remove vertices for which betweenness centrality is below 4.000 out of 14.104, and isolated
nodes.
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Figure 9: Social connectivity network (co-authorship)

Note: This figure represents a binary two-mode network between publications (in light gray) and authors (in dark gray)
for co-authorships. The size of the vertices denotes respectively the publications’ betweenness centrality and the authors’
total contribution over the period. Red vertices color indicates the highest social connectivity score and its connected
edges. For simplicity, we remove vertices for which betweenness centrality is below 4.000 out of 16.237, and isolated
nodes.

3.2.3 Control variables

In testing our hypotheses, we considered a number of control variables to alleviate for possible
confounding factors and omitted biases. In order to capture a possible journal effect, we first
created a set of dummy variables for each journal as:

Ju =

{
1 if the publication p is published by the journal u
0 otherwise.

where Ju denotes the journal u among the list of econometrics journals reported in Table 1.
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Second, the size of the team may be an important factor to attract attention as suggested by
Reagans & Zuckerman (2001) and Deichmann et al. (2020). We included, as a count variable,
the number of authors per publication. Third, a publication citing many of his peers can be
seen as a well-established work in the scientific community (Uzzi et al. (2013)). We added the
number of cited references for each publication to control for this effect.

Finally, prolific and skilled authors can enhance the visibility of specific ideas or topics dis-
cussed in a given publication (Wang (2016)). To control for this effect, we focus on the top
20 most prolific authors over the period based on the H-index (see Table 7 in Appendix A),
and constructed a dummy variable as:

Ap =

{
1 if at least one author of the publication p is a top author
0 otherwise.

where Ap is the author(s) of the publication p.

3.3 Model description

The endogenous variables of citations taking integer values, to test for our hypotheses we
therefore rely on count data models. Still, the distribution of the count variables can be ap-
prehended in several ways, and multiple forms of specifications are possible.

The initial point is the Poisson regression.19 While it is over-restrictive, such an assumption
presents the advantage of simplicity. It takes the following form:

E[yp|xp] = λp = exp(xTp β) = exp(β1 + β2x2p + β3x3p + β4Z4p), (2)

where yp stands for total, two-, six-, and ten-years moving window citations counts respectively
over p = 1, ..., P publications. x2p is for topics connectivity, x3p is for social connectivity,
and Z4p is for the set of control variables. E[.|.] corresponds to the traditional conditional
expectation operator. Using the generalized linear model framework, Equation (2) can be
re-written as a log-linear representation:

ln(E[yp|xp]) = ln(λp) = xTp β = β1 + β2x2p + β3x3p + β4Z4p. (3)

The Poisson model is a restricted case of generalized linear models which imposed the con-
ditional variance to be equal to the conditional mean. Thus, it imposes the dispersion to be
fixed to 1. As shown by Figure 5 in Section 3.1, ideas success is however mainly over-dispersed
with excess zeros, invalidating the restriction imposed by the Poisson model. We therefore
consider two alternative models to tackle this issue. First, we assume a negative binomial
distribution for yp|xp which can arise as a gamma mixture of Poisson distributions.20

19See Cameron & Trivedi (2005).
20The quasi-Poisson model has also been considered. Results are robust and available upon request to the

authors.
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Nevertheless, even if the negative binomial deals with over-dispersion, it does not model
excess zero counts that are heavily present for the latest publications. It therefore calls for
the set-up of a two-component hurdle model (see Mullahy (1986), Cameron & Trivedi (2005),
and Cameron & Trivedi (2013)). This approach combines a left-truncated count data model
(fcount(y|x, β)) for positive counts, and a right-censored zero hurdle model (fzero(y|x′, β′)) for
the zero counts as:21

fhurdle(y|x, x′, β, β′) =


fzero(0|x′, β′) if y = 0

1−fzero(0|x′,β′).fcount(y|x,β)
1−fcount(0|x,β) if y > 0.

(4)

From expression (4) and Equation (3), the corresponding mean regression is

ln(E[yp|xp]) = xTp β + ln(1− fzero(0|x′p, β′))− ln(1− fcount(0|xp, β)), (5)

where yp is the dependent variable (citations), xp and x′p are the independent variables for
each component respectively (topic connectivity, social connectivity, and control variables)
over p = 1, ..., P publications. β and β′ are parameters for each model. Negative binomial
distribution is considered for the count component.

These three models (Poisson, negative binomial, and hurdle negative binomial) are imple-
mented to test for our hypotheses. For space reasons and as the hurdle negative binomial is
statistically superior, we only report the estimates of this model (Equation (5)).22 Section 5
and Appendix C.3 further discuss sensitivity analysis between models through (i) dispersion
test, (ii) Vuong’s test, and (iii) rootogram functions.

4 The role of connectivity in shaping ideas diffusion success

Using citation counts, we investigate how connectivity shapes the diffusion of econometric
ideas. Initially, we examine the impact of all authors, after which we focus on the role of
co-authorship. To ensure comparability, we standardized both the topics and social connec-
tivity scores before incorporating them into the hurdle-negative binomial regression models.
The coefficients for the count (non-zero) model were estimated using the negative binomial
distribution and are reported as exponential transformations. The zero (hurdle) coefficients
were estimated using logistic regression and represent the probability of non-zero citations.

21Zero-inflated models are another approach able to deal with both over-dispersion and excess zero counts.
However, they assume that zeros are from the point mass and the count component. In our context, as we
consider aggregated citations, it appears unable to take into account publications generating citations and
those which can but do not always generate citations.

22Results from other models are available upon request to the authors.
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4.1 Authorship roster

The results of our hurdle-negative binomial regression analysis for the complete list of authors
are presented in Table 2. The hurdle component (zero count) is reported in the lower table.
Positive (negative) coefficients indicate that an increase in the regressor increases (decreases)
the probability of a non-zero count. The count component (non-zero) is reported in the upper
table. We interpret coefficients as percentage changes, calculated as (expβk −1)×100 (reported
coefficients are already expressed in exponential form).

Overall, our findings affirm that connectivity significantly enhances the probability of non-
zero counts and is positively correlated with ideas diffusion, corroborating Hypotheses 1 and
2. However, this effect exhibits variation between static and dynamic analyses and is depen-
dent on the chosen time window.

From a static perspective (total citations in column (1)), the hurdle component reveals that
social connectivity has an insignificant role, while topic connectivity notably amplifies the
probability of having non-zero total citation counts by 51.8%. This indicates that publica-
tions bridging various knowledge domains are more likely to be cited. The control variables,
such as cited count and prolific authors, also contribute positively to non-zero citations, with
probabilities of 49.6% and 55.0%, respectively. Moreover, the type of journal is a significant
factor in augmenting the probability of non-zero counts, with REStat (69.1%), Econometrica
(66.5%), and JoE (65.4%) being the front-runners.

Regarding the count component, publications integrating diverse econometric ideas positively
contribute to diffusion by 7.2%. As expected, mainstream econometrics journals with high
impact factors (refer to Table 1) are positively associated with total citations, as evidenced
by percentages for Econometrica (137.9%), JoE (84.6%), REStat (89.8%), JBES (50.6%), and
JAE (41.3%). Publications by highly prolific authors also significantly bolster the popularity
of ideas, averaging a 14.7% increase.

Analyzing from a dynamic perspective (columns (2) to (4)), the results are nuanced with
respect to the time window. While the coefficients from the hurdle component remain fairly
stable over time, emphasizing the importance of topics connectivity, the effects from the count
component oscillate as the time window adjusts. Within a short time horizon (two-year win-
dow in column (2)), the topic connectivity score and all control variables positively contribute
to ideas success. In contrast, during longer time frames (six- and ten-year windows in columns
(3) and (4)), social connectivity becomes a significant and positive factor in ideas diffusion,
taking about six years to be acknowledged as an influential factor in citations.

An intriguing observation is that the number of authors, which initially contributed negatively
to ideas diffusion (-3.80%), turns out to be positively correlated with citations across different
time windows (17.5%, 18.8%, and 18.4% for two-, six-, and ten-year periods, respectively).
This observation sets the stage for a deeper examination of the role of co-authorship in ideas
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diffusion.

Table 2: Connectivity and ideas diffusion (authorship roster)

Note: This table reports estimations of hurdle-negative binomial model. The exponential function is applied to

coefficients of the count component, and the Plogis function is applied to coefficients of the hurdle component

to convert log-odds into probabilities. ∗, ∗∗ denote significance at 5% and 10% levels, respectively.

4.2 The role of co-authorship

The influence of co-authorship on ideas diffusion is explored in Table 3, utilizing the same
interpretation grid as employed earlier. For this analysis, we have specifically considered co-
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authored publications, necessitating the recalculation of both topic and social connectivity
scores.

Our analysis reaffirms the hypothesis that connectivity has a positive correlation with ideas
diffusion at both static and dynamic levels. Diverging from prior observations, the concept of
team connectivity is unveiled as an indispensable contributor to this phenomenon. Alongside
the recognized influences of topic connectivity, journal selection, and individual author con-
tributions, the collaboration within a team emerges as a catalyst for idea propagation. The
evidence supporting this conclusion spans multiple metrics, revealing a consistent pattern.
For total citations, the hurdle and count models demonstrate increases of 57.2% and 22.1%,
respectively. This trend continues over varied time frames, with a two-year period showing
51.7% and 4.6%, a six-year period at 98.0% and 6.4%, and a ten-year period yielding 61.0%
and 10.5%. These figures not only substantiate the general hypothesis but also illuminate the
nuanced way that co-authorship fosters intellectual cross-pollination.

Furthermore, the results elucidate that ideas conceived and nurtured by teams with robust con-
nections within the co-authorship network exhibit a heightened propensity to attract citations.
This effect is not merely incremental; it is accentuated at the team level. This emphasizes
the collective intellectual capital and collaborative synergy within a team, which appears to
be a driving force in achieving greater academic resonance. In essence, the data paints a
compelling portrait of co-authorship as not just a peripheral factor, but a core mechanism in
the dissemination and recognition of scholarly ideas.
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Table 3: Connectivity and ideas diffusion (co-authorship)

Note: This table reports estimations of the hurdle-negative binomial model. The exponential function is

applied to coefficients of the count component, and the Plogis function is applied to coefficients of the zero

component. ∗, ∗∗ denote significance at the 5% and 10% levels, respectively.

4.3 Topics and social connectivity interaction

Hypothesis 3 articulates that ideas characterized by high topic connectivity are likely to achieve
superior diffusion success when augmented by robust social connectivity among authors or
authoring teams. To empirically validate this hypothesis, we introduced an interaction term
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(social × topics connectivity) into our analytical models, considering both full authors and
co-authorship levels. For each of these levels, we formulated two distinct model specifications:
one encompassing all variables, including the interaction term, and the other excluding the
main effects, namely the topics and social connectivity variables.

Table 4 enumerates the estimated coefficients for the interaction terms, maintaining consis-
tency with the coefficients presented in Tables 2 and 3. At the full authors level, the interaction
term emerges as positively significant for the six- and ten-year citation windows, providing
empirical support to the synergy between topic and social connectivity. This synergy posits
that the collaborative integration of these two dimensions can amplify the spread of ideas.

Shifting focus to the co-authorship level, the interaction term manifests significance across
diverse time windows. This observation corroborates the robust relationship between social
connectivity and topics connectivity, particularly within the main effects specification. Such
results lend significant support to the notion that cohesive co-authorship networks contribute
substantially to academic impact.

These findings resonate with the broader understanding of academic collaboration, reinforcing
the value of social ties and shared expertise in enhancing the reach and impact of scholarly
work. Co-authorship, as evidenced by the interaction effects, serves as a conduit for idea
diffusion, leveraging the combined strengths of individual authors to create a more resonant
and profound voice within the academic community.

Table 4: Ideas diffusion and connectivity interaction

Note: This table reports the estimated coefficient of the social × topics connectivity interaction term for

full authors and co-authorship, respectively. The exponential function is applied to coefficients of the count

component, and the Plogis function is applied to coefficients of the zero component. ∗, ∗∗ denote significance

at the 5% and 10% levels from the model including interaction terms and main effects, while ◦◦ denotes

significance at the 10% level from the model excluding the main effects.
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4.4 Nonlinear effect of connectivity

To test our fourth hypothesis, which posits that both topic and social connectivity can exert
a nonlinear effect on idea diffusion, we augment our hurdle negative binomial model with a
squared term for connectivity.23

23Higher-order polynomial transformations were found to be insignificant. While we also considered Gener-
alized Additive Models, we opted for the hurdle model due to the interpretability of its coefficients. Table 5
presents the results for the authorship roster.24 Consistent with our previous findings, both topic and social
connectivity significantly increase the likelihood of receiving non-zero citation counts, as well as contribute
to the overall success of idea diffusion –most notably at two, six-, and ten-year window sizes. Intriguingly,
the nonlinear component unveils a downward-concave relationship between connectivity and idea success. As
both topic and social connectivity increase, the success of idea diffusion initially rises but ultimately starts to
decline upon reaching a certain threshold.
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Table 5: Ideas diffusion and nonlinear connectivity (authorship roster

Note: This table reports estimations of the hurdle-negative binomial model. The exponential function is

applied to the coefficients of the count component, and the Plogis function is applied to the coefficients of

the hurdle component to convert log-odds into probabilities. ∗, ∗∗ denote significance at 5% and 10% levels,

respectively.
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5 Additional results and robustness checks

We conducted a comprehensive set of robustness checks, which are detailed in Appendix C,
to assess the sensitivity of our results to different model specifications.

First, we scrutinize the sensitivity arising from bipartite projection, a key factor that trans-
forms a two-mode network into a one-mode network for calculating ideas and social connec-
tivity variables. To this end, we utilized various projection methods – including matching,
Jaccard, and Pearson – and compared their similarity scores to the method employed in this
study. These comparative analyses are depicted in Figure 13 in Appendix C. Our results
consistently demonstrate a high degree of concordance with the methodology adopted in this
paper.

Second, we probe the robustness of our betweenness centrality measure, which captures the
nuances of ideas and social connectivity. In addition to the Brandes algorithm (Brandes (2001,
2008)) utilized in this study, we also explore alternative algorithms such as the approximate
betweenness algorithm (Geisberger et al. (2008)). Plots illustrating normalized betweenness
centrality measures obtained from each of these algorithms can be found in Figure 14 in Ap-
pendix C.2. Our analyses confirm the reliability and consistency of the betweenness centrality
measure employed in our paper.

Third, we evaluate the superiority of our hurdle model over both the Poisson and negative
binomial models in accounting for overdispersion and the excess of zeros present in our cita-
tion count data. Detailed results are presented in Appendix C.3. Initially, a dispersion test,
as reported in Table 12, confirms the rejection of the equidispersion hypothesis pertaining to
our citation count variables. The efficacy of the hurdle model in capturing the nuances of
citation counts is further compared using Vuong’s non-nested hypothesis test (Vuong (1989)).
These comparisons are documented in Tables 13 through 16 and visualized via rootogram
plots (Kleiber & Zeileis (2016)) in Figures 15 to 17. Across all metrics, our analyses consis-
tently affirm the superiority and robustness of the hurdle model in capturing the influence of
connectivity on the success of ideas in econometrics.

Lastly, to address potential uncertainties in our findings, which may arise from the calculation
of ideas and social connectivities, we conducted a bootstrap analysis, the results of which are
presented in Table 17. This analysis substantiates the core findings of the paper.

6 Conclusion

This paper aims to explore the factors influencing the dissemination of ideas in econometrics,
a discipline uniquely positioned at the intersection of economics, finance, and statistics. Al-
though the field’s interdisciplinary nature suggests a high potential for rapid theory diffusion
within the scientific community, it remains relatively underexplored, presenting a promising
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avenue for innovative discoveries.

Drawing from a comprehensive dataset of more than 17,000 research articles collected over four
decades, our empirical analysis employs a sophisticated blend of natural language processing
and network analysis techniques. This approach serves to illuminate the critical role that
connectivity plays in the dissemination and recognition of ideas in econometrics. While the
intrinsic quality of research undeniably remains a fundamental determinant of its impact, we
demonstrate that it is intricately interlaced with additional factors – specifically, thematic and
social connectivities. Thematic connectivity enhances a paper’s scholarly relevance by bridg-
ing multiple academic domains, thereby increasing its citation potential. Similarly, social
connectivity – defined by the strength and breadth of an author’s or team’s academic network
– amplifies a paper’s visibility and credibility within the scientific community. Furthermore,
our findings indicate that as both idea and social connectivity increase, the success of idea
diffusion initially rises but eventually begins to decline after reaching a certain threshold. The
robustness of our findings is empirically grounded using several models including the hurdle
negative binomial, Poisson, and negative binomial, along with multiple network measures.

A key takeaway from our research is that, all else being equal, a publication aiming to be
impactful should bridge various knowledge domains and be produced by scholars who are
well-recognized and connected within the scientific community. Overall, our findings provide
actionable insights for scholars navigating the complex world of academic publishing, while
also establishing a foundational framework for further investigation of this intricate ecosystem.
This finding is particularly insightful for young scholars entering the domain and aiming at
maximising the impact of their research. It also could be used by research (public or private)
agencies to select and fund projects, having high potential of dissemination.

Our research not only sheds light on the multifaceted elements contributing to scholarly impact
but also serve as a catalyst for future explorations into the dynamics of academic influence
within econometrics and beyond. Given the ever-evolving landscape of scientific research,
understanding the role of connectivity in the dissemination of ideas has never been more
relevant.
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Appendix

A Data description

In order to estimate econometric ideas, we construct a unique database containing research
papers published in leading econometrics journals from 1980 to 2020. This is accomplished
by querying the Web of Science Database for articles appearing in the eleven top-tier journals
listed in Table 1. Building upon the methodology of Chang & McAleer (2013), we select these
journals based on the research assessment metrics displayed in Table 6. These metrics, which
evaluate both journal impact and quality, are sourced from Thomson Reuters’ ISI Web of
Science and Research Papers in Economics (RePEc).

Table 6: Research assessment measures

Note: This table reports the different research assessment measures used to select the leading econometrics

journal.

From the eleven econometric journals under consideration, we focus solely on published re-
search papers, excluding editorial notes, conference proceedings, and early access articles. This
leaves us with a dataset of 17,260 research publications spanning the last 40 years. While some
of these journals are inherently focused on econometrics (e.g., Econometric Theory, Econo-
metrics Journal, Journal of Econometrics), others occasionally publish papers with macro-
and microeconomic orientations (e.g., Econometrica, OBES). To mitigate selection bias, we
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include these articles and consider the evolution of econometric ideas arising from both theo-
retical and empirical research. Subsequent discrimination is based on topical labels that are
more aligned with econometrics than with pure economics. From each of the 17,260 articles,
we extract the title, keywords, and abstract. While the title encapsulates the central idea, the
keywords and abstract furnish additional concepts, ideas, and contributions, thereby providing
a comprehensive snapshot of the paper’s innovative content. All extracted information serves
as the corpus for our topic modeling.

In addition to the above, we also gather metadata for each publication to serve as variables
in Equation (5) for testing our hypotheses (1), (2), and (3):

• Year and month of publication

• Journal in which the paper is published

• Names of the authors

• Number of contributing authors

• Count of cited references

• Total citation count over the specified period

• Monthly citation count over the specified period

Table 7 presents a list of the most prolific authors, ranked according to their H-index, which
is used to calculate the control variable Ap in our empirical analysis.
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Table 7: Top 20 most prolific authors 1980-2020

Note: This table reports the top 20 most prolific authors based on the H-index.

B Estimation of econometric ideas

B.1 Pre-processing, model estimation and selection

Pre-processing corpus is a mandatory and fundamental first step when one wants to apply
natural language processing approaches. As discussed in Section 2.2, we performed a bunch
of steps to remove not topical words. As suggested by Roberts et al. (2016), we then use a
semi-collapsed variational EM algorithm to estimate STM.
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The dimensionality of the latent space (i.e., the number of topics K) conditioned the trade-off
between accuracy and interpretability of the model. To select the most appropriate dimension,
we estimated the model for K = 20 to 80, and computed four statistical metrics reported in
Figure 10: (i) the held-out likelihood (Wallach et al. (2009)); (ii) the residual checks (Taddy
(2012)); (iii) the lower bound; and (iv) semantic coherence (Mimno et al. (2011)).25 All
criteria converged to K between 60 and 80. As suggested by Roberts et al. (2014), Figure
11 further performed a combination of semantic coherence and exclusivity of words to topics
comparing models with K = 60, 70, and 80 topics. To keep topics interpretable while having
good statistical power we selected K = 60.

Figure 10: Diagnostic values by number of topics

25See Roberts et al. (2019) for more details.
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Figure 11: Semantic exclusivity vs coherence

B.2 Ideas labeling

Topic labels play no concrete role in the topic model estimation as well as in the results of
count regressions. However, it helps gauge the meaning of each econometric idea. As discussed
by Brunetti et al. (2023) and Creti et al. (2023), we use both top terms (as measured by
FREX) and most probable bigrams. Topics labels are reported from Table 8 to Table 11.
Econometrics-related ideas are denoted by “ ∗ ”.
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Table 8: Estimated topics and labeling (Topics 1 to 15)

Topics Label Top 10 terms

Topic 1
Steady State & converg, steadi, walrasian, equilibrium, stabl,
Social Choice agent, exist, cluster, economi, alloc

Topic 2
Game Theory & game, player, nash, payoff, equilibrium,

Nash Eq. incomplet, contract, bargain, mechan, streteg

Topic 3*
Finite Sample sample, error, bias, finit, correct,

Properties mean, squar, varianc, expans, unbias

Topic 4
Subjective Expected classif, probabl, weight, subject, interpret,

Utility diverg, elicit, interpret, relat, equal

Topic 5*
Spatial Autoregressive spatial, network, interact, locat, autoregress,

Model spatio-tempor, interact, connect, neighbor, spillov

Topic 6
Hedonic Price hous, hedon, price, urban,

Modeling agglomer, citi, segreg, construct, neighborhood, site

Topic 7*
Model Selection nonlinear, specif, linear, general, fit,
& Nonlinearity model, misspecif, appli, includ, glm

Topic 8*
Structural robust, level, presenc, shift, sensit

Break outlier, breakdown, neglect, observ, dummy

Topic 9*
Quantile regress, nonparametr, estim, semiparametr, local,
regression asymptot, smooth, kernel, bandwidth, linear

Topic 10*
Impulse Response & impuls, shock, aggreg, short-run, long-run,

VAR dsge, dynam, structur, persist, vector

Topic 11 Market Power
price, market, cost, competit, consum,
markup, invenstori, sale, price, advertis

Topic 12
Average Treatment treatment, effect, binari, identif, outcom,

Effect conterfactu, nonsepar, ATE, select, respon

Topic 13
Labor Supply & fertil, mother, child, matern, birth,
Human Capital effect, health, fertil, children, women

Topic 14
Credit Risk bank, credit, default, crisi, loan,
Modeling mortgag, sovereign, contagion, spread, market

Topic 15
Health Insurance health, insur, hospit, medic, moral,

Economics retir, incent, care, benefit, pay

Note: This table reports labels for Topics 1 to 15 based on both most probable bigrams and top 10 FREX terms. ∗ is
for selected topics. Stemmed words are reported.
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Table 9: Estimated topics and labeling (Topics 16 to 30)

Topics Label Top 10 terms

Topic 16* MCMC
posterior, distribut, prior, bayesian, gibb,
dirichlet, analysi, infer, posterior, paramet

Topic 17* Boostrap Method
bootstrap, confid, wild, resampl, interv,

subsampl, block, asymptot, procedur, valid

Topic 18
Asset Pricing/Bubble expect, bubble, dividend, news, market,

Model specul, announc, forwad-look, belief, ration

Topic 19 Wealth Inequalities
poverti, gini, lorzn, inequ, incom,

wealth, save distribut, precautionari, polar

Topic 20 Labor Market
wage, employ, worker, job, return,

skill, differ, union, market, differenti

Topic 21* GMM
gmm, moment, condit, quantil, paramet,

overidentifi, bound, generalized-metho, set

Topic 22
Propensity Score score, propens, programm, match, evalu,

Matching particip, use, estim, bias, reweight

Topic 23 Auction Model
optim, auction, bid, bidder, reserv,

privat, distribut, asymmetr, independ, winner

Topic 24*
Model Selection predict, select, perform, combin, evalu,
& Loss Function criteria, encompass, nonnest, use, loss

Topic 25
Moneraty & Fiscal monetari, polici, deficit, govern, taxat,

Policy chang, spend, reform, welfar, tax

Topic 26
Demand Function demand, consumpt, habit, durabl, elast,
& Engel Curve expenditur, intertempor, engel, substitut

Topic 27
Social Choice & expreiment, learn, decis, regret, social,

Field Experiment behavior, rule, learn, theori, subject

Topic 28
Economic Geography & export, trade, fdi, graviti, foreign,

Gravity Model tariff, effect, multin, liber, develop

Topic 29
Count Data count, beta, binomi, case, integer-valu,

Model margin, general, data, consid, zero

Topic 30*
Asymptotic distribut, asymptot, limit, normal, theori,

Distribution Theory random, deriv, result, statist, infin

Note: This table reports labels for Topics 16 to 30 based on both most probable bigrams and top 10 FREX terms. ∗ is
for selected topics. Stemmed words are reported.
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Table 10: Estimated topics and labeling (Topics 31 to 45)

Topics Label Top 10 terms

Topic 31 Duration Model
durat, unemploy, spell, acd, transit,

proport, hazard, layoff, weibul, heterogen

Topic 32
Regression threshold, regress, discontinu, infer, paramet,

Discountinuity Design fuzzi, nuisanc, boundari, point, multipl

Topic 33
Interest Rate & rate, inflat, interest, exchang, term,

Yield Curve yield, structur, real, money, forward

Topic 34 Peer Effects
teacher, attend, voter, elect, colleg,

democrat, school, vote, compulsori, academ

Topic 35
Environmental/Regulation regul, effect, target, state, environment,

Economics pollut, corrupt, air, enforc, target,

Topic 36*
Monte Carlo method, approach, comput, numer, algorithm,
Estimation solv, new, problem, techniqu, easili

Topic 37* Forecasting Methods
forecast, nowcast, horizon, densiti, accuraci,

uncertainti, mixed-fred, mida

Topic 38 Human Capital
invest, labor, capit, suppli, cost,

labour, particip, market, adjust, forc

Topic 39 Business Cycle
busi, cycl, growth, recess, cycli,
output, phase, econom, gross

Topic 40
Measurement Errros & measur, error, miss, survey, misclassif,

Survey Data imput, observ, bias, nonrespons, qualit

Topic 41* Factor Model
factor, dynam, model, markov, number,

mixture, latent, high-dimension

Topic 42 Information Entropy
futur, entropi, current, past, complex,

feedback, mutual, basi, surpris, temperatur

Topic 43*
Structural Break & break, seri, time, change-point, structur,

Unit Root instabl, cusum, multipl, unit, root

Topic 44
Stochastic Frontier frontier, patent, product, tfp, industri,

Analysis effici, technolog, input, firm, innov

Topic 45*
Long Memory & memori, long-rang, integr, arfima, spectral

Fractional Integration log-periodogram, long, fraction, process, wavelet

Note: This table reports labels for Topics 31 to 45 based on both most probable bigrams and top 10 FREX terms. ∗ is
for selected topics. Stemmed words are reported.
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Table 11: Estimated topics and labeling (Topics 46 to 60)

Topics Label Top 10 terms

Topic 46*
Panel Data panel, cross-sect, cce, correl, effect,

Econometrics depend, heterogen, serial, indiv, unbalanced

Topic 47*
Unit Root & cointegr, unit, root, trend, autoregress,
Cointegration vector, rank, spurious, granger, johansen

Topic 48*
Instrumental variabl, instrument, equat, endogen, weak,

Variables regressor, simultan, two-stag, exogen, structur

Topic 49*
ARCH & GARCH garch, heteroskedast, arch, condit, varianc,

Models arch, autocorrel, qmle, model, portmanteau

Topic 50*
ARMA process, covari, matrix, multivari, stationari,

Modeling autoregress, continu, arma, average, move

Topic 51*
Discrete Choice choic, logit, multinomi, util, discret,

Models probit, prefer, ambigu, axiom, uncertainti

Topic 52
Measurement Error & intergener, mobil, transfer, earn, lifetim,

Intergenerational Transfert evid, find, use, sequenti, violenc,

Topic 53*
Maximum maximum, likelihood, estim, paramet, mle,

Likelihood Estimation effici, simul, consit, two-step, censor

Topic 54 Functional Form
function, transform, form, quadrat, flexibl,

class, distanc, minium, shape, convex

Topic 55*
Stochastic Volatility volati, stock, return, price, realiz,

Models stochast, jump, market, varianc, high-frequ

Topic 56* Kalman Filter
kalman, season, compon, frequenc, filter,

adjust, decomposit, extract, state-spac, tempor

Topic 57*
Risk Modeling risk, return, asset, portfolio, value-risk,

& Backtest shortfal, tail, extrem, backtest, skew

Topic 58 Econometrics Survey
literatur, econometr, journal, theoret, recent,
discuss, cowles-comiss, work, provid, result

Topic 59* Statistical Inference & UR
test, power, statist, hypothesi, altern,

null, power, wald, critic, size

Topic 60
Adjusted Empirical empir, applic, determin, studi, develop,

Likelihood demonstr, framework, base, provid, recours

Note: This table reports labels for Topics 46 to 60 based on both most probable bigrams and top 10 FREX terms. ∗ is
for selected topics. Stemmed words are reported.

C Robustness checks

This section discusses bipartite projection, and reports sensitivity analysis of betweenness
centrality measures and count regression models.
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C.1 Two-mode projection

As elaborated in the main body of the paper, we often simplify two-mode networks into
one-mode networks for ease of interpretation, utilizing projection methods to accomplish this
transformation. Figure 12 visually illustrates this bipartite projection process using a binary
network as an example. A two-mode network (shown in panel (a)) comprises two distinct sets
of nodes – in this case, one set representing publications and the other representing ideas.26

Edges exist solely between nodes from different sets, rendering within-set interactions (i.e., be-
tween topics or between publications) irrelevant. Bipartite projection is conducted by choosing
one set of nodes and linking nodes within that set if they share at least one common node in
the opposing set. Panel (b) depicts a projection over publications, while panel (c) shows a
projection over topics.

Figure 12: Illustration of bipartite projection

Note: This figure reports a visual illustration of a binary two-mode network (panel (a)) and projection over publications
(panel (b)) and topics (panel (c)) respectively.

Several projection methods are available, including Jaccard similarity and matching, among
others. In this study, we employed Jaccard, matching, and Pearson techniques to transform
our original bipartite network into a unipartite representation. Figure 13 compares the out-

26Though our paper discusses a weighted two-mode network of publications and topics, we present a binary
example here for illustrative simplicity.
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comes of different projection approaches applied to a (17, 260 × 27) network: our study’s
method (overall count), as well as Jaccard, matching, and Pearson projections.27 The figure
presents similarity scores ranging from 0 to 1, calculated using various metrics such as degree
centrality, betweenness centrality, and Minkowski distance. Overall, the results indicate that
all considered projection methods yield high similarity scores – ranging from 0.9 to 1 – when
compared to our count-based approach. However, Pearson’s technique stands out for its lower
similarity scores, which range between 0.5 and 0.7.

Figure 13: Bipartite projection similarity

Note: This figure portrays similarity scores among various projection methods, calculated using degree and betweenness

centrality metrics, as well as Minkowski distance. Scores are normalized to range between 0 and 1 through the conversion

formula 1
1+distance . Dark gray signifies values ranging from 0.9 to 1, mid-gray corresponds to the 0.7 to 0.9 range, and

light gray represents scores between 0.5 and 0.7.

C.2 Betweenness centrality measures

To assess the robustness of our connectivity scores in relation to the chosen centrality algo-
rithm, we juxtapose measures derived from the Brandes algorithm (Brandes (2001, 2008))
employed in this study with those from the approximate betweenness algorithm (Geisberger

27Results for additional networks demonstrate similar trends and are available upon request from the authors.
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et al. (2008)) designed to gauge idea connectivity.28 As depicted in Figure 14, the two mea-
sures display an exceptional degree of congruence. This coherence is further reinforced by a
similarity score surpassing 95%, underscoring the robustness of our approach.

Figure 14: Between centrality from various algorithms

Note: This figure displays normalized betweenness centrality scores from Brandes (shown in grey, left axis) and those
from approximate algorithms (depicted in black, right axis).

C.3 Count data models

To assess the characteristics of our citation count data, we initially employ a dispersion test,
as outlined in Cameron & Trivedi (1990), Cameron & Trivedi (2005), and Cameron & Trivedi
(2013). This test examines the null hypothesis of equidispersion in Poisson Generalized Linear
Models (GLMs) against alternative hypotheses of overdispersion and/or underdispersion. The
results, presented in Table 12, lead to the rejection of the null hypothesis of equidispersion.

28Results pertaining to social connectivity are consistent and available upon request.
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Table 12: Dispersion test

Note: This table reports the p-values corresponding to the test of the null hypothesis of equidispersion in

Poisson GLMs against the alternative of overdispersion. ∗ indicates significance at the 5% level.

We conduct pairwise comparisons among the Poisson, negative binomial, and hurdle models to
evaluate their effectiveness in capturing citation counts. The results are displayed in Tables 13
through 16. In this context, a negative value indicates the superiority of Model 2 over Model
1, while a positive value suggests the opposite. Across all comparisons, the results consistently
confirm the superior performance of the hurdle model over the other two alternatives.

Table 13: Vuong’s test for total citations

Note: This table reports Vuong’s non-nested hypothesis test for total citations variable based on a comparison

of the predicted probabilities of two models (Model 1 vs. Model 2). Test statistics are reported together with

p-values between parentheses. A large positive (negative) statistic denotes the superiority of Model 1 (Model

2). ∗ indicates significance at the 5% level.
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Table 14: Vuong’s test for 2-years window citations

Note: This table reports Vuong’s non-nested hypothesis test for 2-years window citations variable based on

a comparison of the predicted probabilities of two models (Model 1 vs. Model 2). Test statistic is reported

together with p-values between parentheses. A large positive (negative) statistic denotes the superiority of

Model 1 (Model 2). ∗ indicates significance at the 5% level.

Table 15: Vuong’s test for 6-years window citations

Note: This table reports Vuong’s non-nested hypothesis test for 6-years window citations variable based on

a comparison of the predicted probabilities of two models (Model 1 vs. Model 2). Test statistic is reported

together with p-values between parentheses. A large positive (negative) statistic denotes the superiority of

Model 1 (Model 2). ∗ indicates significance at the 5% level.

Table 16: Vuong’s test for 10-years window citations

Note: This table reports Vuong’s non-nested hypothesis test for 10-years window citations variable based on

a comparison of the predicted probabilities of two models (Model 1 vs. Model 2). Test statistic is reported

together with p-values between parentheses. A large positive (negative) statistic denotes the superiority of

Model 1 (Model 2). ∗ indicates significance at the 5% level.
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Finally, to assess the fit of the hurdle model in comparison to the Poisson and negative binomial
approaches, we employ the hanging rootogram method as described in Kleiber & Zeileis (2016).
A rootogram graphically compares observed and expected frequencies by plotting histogram-
like rectangles for the observed frequencies and a curve for the fitted frequencies, all on a
square-root scale. For each j = 0, 1, 2... integer, observed and expected frequencies are given
by

obsj =
n∑

i=1

I(yi = j)

expj =
n∑

i=1

f(j; α̂i)

where I(.) is an indicator variable. To align all deviations along the horizontal axis, the bars
are drawn from √

expj to √
expj −

√
obsj , effectively “hanging” them from the curve that rep-

resents the expected frequencies, √expj . These rootograms are depicted in Figures 15 through
17.

In terms of interpretation, if a bar does not reach the zero line, the model over-predicts for a
particular count bin. Conversely, if the bar extends beyond the zero line, the model under-
predicts. For all window citation counts, the Poisson distribution poorly fits most of the count
bins. While the negative binomial model exhibits better alignment with the data compared to
the Poisson GLM, it tends to over-predict zeros most of the time and under-predict low-count
bins in comparison to the hurdle model.

52



Figure 15: Rootogram plots for 2-years window citations

Note: This figure reports “hanging” rootogram plots for Poisson (panel (a)), negative binomial (panel (b)), and hurdle
(panel (c)) models for 2-years window citation counts. Expected counts are shown by the red curve. Observed counts
are shown as bars.
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Figure 16: Rootogram plots for 6-years window citations

Note: Note: This figure reports “hanging” rootogram plots for Poisson (panel (a)), negative binomial (panel (b)), and
hurdle (panel (c)) models for 6-years window citation counts. Expected counts are shown by the red curve. Observed
counts are shown as bars.
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Figure 17: Rootogram plots for 10-years window citations

Note: Note: This figure reports “hanging” rootogram plots for Poisson (panel (a)), negative binomial (panel (b)), and
hurdle (panel (c)) models for 10-years window citation counts. Expected counts are shown by the red curve. Observed
counts are shown as bars.

We also employed a bootstrap approach to address potential estimation uncertainties arising
from the calculation of social and ideas connectivity. We present results pertaining solely to the
two coefficients of interest for full authors. Coefficients for other variables remain consistent
with those discussed in the main body of the paper.29

29Additional results can be made available upon request from the authors.
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Table 17: Boostrap implementation of Hurdle negative binomial

Note: This table presents estimations from the bootstrap hurdle-negative binomial model, based on 5000

replications. The exponential function is applied to the coefficients of the count component, and the Plogis

function is applied to the coefficients of the zero component. ∗ and ∗∗ denote significance at the 5% and 10%

levels, respectively.
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