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Abstract

We develop a high-dimensional neural network
potential (NNP) to describe the structural and en-
ergetic properties of borophene deposited on sil-
ver. This NNP has the accuracy of DFT calcula-
tions while achieving computational speedups of
several orders of magnitude, allowing the study
of extensive structures that may reveal intrigu-
ing moiré patterns or surface corrugations. We
describe an efficient approach to constructing
the training data set using an iterative technique
known as the “adaptive learning approach”. The
developed NNP potential is able to produce, with
an excellent agreement, the structure, energy and
forces obtained at the DFT level. Finally, the
calculated stability of various borophene poly-
morphs, including those not initially included in
the training dataset, shows better stabilization for
v ~ 0.1 hole density, and in particular for the al-
lotrope o (v = 1/9). The stability of borophene on
the metal surface is shown to depend on its ori-
entation, implying structural corrugation patterns
that can only be observed from long time simula-
tions on extended systems. The NNP also demon-
strates its ability to simulate vibrational densities
of states and produce realistic structures, with sim-
ulated STM images closely matching the experi-
mental ones.

1 Introduction

The recent synthesis of borophene, 1.2 34 one-atom-

thick 2D crystal of boron with numerous poly-
morphs, ' has brought forward a missing piece of
the 2D materials bestiary: a partially stable metal-
lic 2D material. Thanks to its interesting prop-
erties, borophene may lead to promising applica-
tions such as efficient,®’ flexible® !0 and trans-
parent6 electronics, optoelectronic devices, TL12 op
dense ionic batteries.”!3"!7 In addition to its nu-
merous properties, 32! borophene shows a high
degree of polymorphism, its allotropes being sta-
bilized by the introduction of periodically dis-
tributed hexagonal holes into the triangular lattice
structure ' (Fig. 1). If there are infinite ways
to arrange these hexagonal holes, cluster expan-
sion methods>??> have shown several structures
(with hole densities in the 10-15% range) with
cohesive energies within a few meV/atom of the
minimum. Interestingly, all of the above men-
tioned properties may be modulated by the de-
gree of anisotropy found in the borophene poly-
morphs, which contributes to the great richness
of this material. Thus, one may expect to tune
some properties such as plasmon emission, elec-
tronic and thermal transport, or mechanical resis-
tance 18 by selectively synthesizing a given poly-
morph — note that most polymorphs show metallic
behavior. ! To date, ten polymorphs of borophene
have been experimentally identified">>3-3¢ and
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their occurrence has been shown to depend on the
experimental synthesis conditions used: tempera-
ture, presence of annealing, gas flows, substrate
orientation, etc. — which is very promising for
our future ability to selectively synthesize a given
polymorph for its desired properties. Although
borophene’s allotropes might be identified by Ra-
man spectroscopy>’ (which is highly dependent
on the structure and electronic state of the stud-
ied material), the identification of the synthesized
allotrope on metal surfaces is not straightforward,
as it is usually done by comparing an experimental
scanning tunneling microscopy (STM) image with
simulated ones. !>23-36

Overall, the experimental characterization of the
structural properties and allotropic configuration
of borophene is far from straightforward. There-
fore, theoretical studies are essential to understand
and predict its properties, and also to properly
characterize the synthesized structures by compar-
ing computational and experimental data. How-
ever, most theoretical studies use Density Func-
tional Theory (DFT) calculations, which are very
accurate but also very time consuming and lim-
ited in the size of the studied model. Some the-
oretical studies® on free-standing borophene have
been carried out using ReaxFF,3 a classical po-
tential that is rather designed for carbon-based
systems and not for boron-substrate interaction —
which is rather important since borophene is al-
ways grown on a metal such as silver, gold or
copper. Therefore, in this work we have devel-
oped a high-dimensional Neural Network Poten-
tial (NNP)**42 capable of describing the struc-
tural and energetic properties of borophene de-
posited on silver with the accuracy of DFT calcula-
tions while drastically reducing the computational
time by several orders of magnitude. In this work,
we focus on silver as it is the most commonly used
substrate for borophene synthesis, !->32-3443-47 4]
though our methodology can be easily transferred
to other metals.

NNPs are a class of machine learning potentials
that have been shown to accurately describe the
properties of a wide variety of materials, 40:4%48-33
including boron-containing systems.>* It is based
on the idea that the potential energy surface (PES)
of a system can be approximated by a sum of
atomic environment contributions, which in turn

can be approximated by a sum of smooth atomic
density functions. The parameters of these smooth
functions are then fitted to reproduce the DFT en-
ergies and forces of a training set of configura-
tions. Once trained, the NNP can be used to per-
form highly accurate Molecular Dynamics (MD)
simulations of extended systems at a fraction of
the computational cost of DFT calculations. In the
present study, this will allow the description of sur-
face corrugation as a function of the borophene al-
lotrope and surface orientation.

The article is organized as follows. First, we
will present the development of the NNP, with a
focus on the iterative construction of the training
set through an adaptive learning procedure. Then,
we will discuss the validity of the obtained poten-
tial through structural and energetic arguments, on
extended models of various allotropes outside of
the training set. Finally, we will show that this
NNP can be used to study the stability of poly-
morphs, to simulate vibrational densities of states
(VDOS), and to produce realistic structures whose
simulated STM micrographs closely match exper-
imental ones.

2 Models and methods

2.1 Generation of borophene al-
lotropes

To develop a transferable NNP usable on any
borophene allotrope, several structures were gen-
erated on Ag substrate. As shown in Fig. 1, the
primitive unit cells of borophene allotropes are not
necessarily orthogonal or with angles of 60 ° (see
Fig. S1 for a description of the complete set of
allotropes). To facilitate the accommodation of
these structures on an fcc (111) or (100) substrate,
an orthogonal unit cell was preferred. The prin-
ciple is to generate N, X N, replica of the initial
flat two-atom orthogonal cell (dimension 2.81 x
1.62 A% with boron atoms located at (0,0) and
(2, %)), and then remove a list of selected atoms
from this supercell to obtain the desired allotrope.
The sheet, which may be rotated by 90 ° around
the z axis, is then placed on top of an orthogonal
Ag(111) or Ag(100) slab replicated along the x and
y directions to get the substrate cell parameters as
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Figure 1: The five different allotropes used in the training dataset, sorted by increasing hole density (v):
O, &, P12, x3 and 83. All allotropes are initially flat, except for ds which shows a corrugation. The black
lines represent the orthogonal unit cells used in the simulations, while the blue ones represent the primitive
unit cells. The nomenclature of the different borophene allotropes is based on ref. [4]. The allotropes are
deposited on top of a 3-layer thick Ag(111) or Ag(100) slab, and can be rotated by 90 ° around the z axis
while keeping the Ag slab fixed, as shown for example with 1, on Ag(111).

close as possible to those of the borophene sheet.
The equilibrium B-Ag distance given by DFT op-
timization is of 2.45 A, but this distance can be
varied during structure generation. The borophene
atomic positions in the surface plane are then mul-
tiplied by a correction factor to accommodate the
underlying silver surface whose lattice parameters
determine the ones of the whole system — resulting
in a slight deformation of the borophene lattice.
A python command-line interface and a graphical
user interface have been created to facilitate the
generation and visualization of the structures, as
well as the generation of VASP (or other formats)
input files — it is freely available.>>

2.2 High-dimensional neural network
potential

We used the high-dimensional feed-forward neu-
ral network potential developed by Behler and Par-
rinello® and implemented in the n2p2 v2.2.0 soft-
ware. 414236 Further details on the NNP used are
given in section 1 of the SI, and for a full descrip-
tion of the NNP used in n2p2, its symmetry func-

tions and optimization procedures, we refer the
reader to refs. [39-42,49,56,57].

Unless otherwise noted, we used a neural net-
work with 2 hidden layers of 20 neurons each.
The NNPs were optimized using the multi-stream
Kalman filter method,*! which allows for very fast
convergence, and the objective functions included
both energies and forces. All parameters of the
symmetry functions are provided in the SI along
with an example input file. These parameters have
been adapted from those used in ref. [58] to de-
scribe copper clusters on a ZnO surface, as they
should be well suited to the present similar but
simpler system. We finally note that in all cases,
the cutoff radius was set to 6.35 A: it is large
enough to include all atoms in the first coordina-
tion sphere of each atom, but small enough to keep
the computational cost reasonable.

2.3 Molecular Dynamics with Neural
Network Potentials

The MD-NNP simulations were performed us-
ing the LAMMPS simulation software>® (version



27May2021) with the n2p23® interface imple-
mented in the LAMMPS-NNP package.** In al-
most all cases (otherwise noticed), simulations are
run with a timestep of 0.1 fs and a Nosé-Hoover
thermostat with a relaxation time of 100 timesteps.
The Verlet algorithm® is used for time integration.
Periodic boundary conditions are applied in all di-
rections. Note that if the MD simulation encoun-
ters a structure outside the range of structures rep-
resented in the training dataset, the program will
issue an extrapolation warning (EW). These EWs
are to be avoided because they signal that the sim-
ulation may be heading with the generation of un-
realistic structures — the NNP is good at interpo-
lation but bad at extrapolation. In this case, the
simulations are usually stopped and the structures
raising EW are kept for later inclusion in the train-
ing dataset (see details below).

During the testing and renewal phase of the NNP
dataset construction (detailed below), dynamics
are run for 20 ps with a temperature ramp from
200 K up to 1,000 K in either the NVT or NPT
ensembles, and atomic positions are recorded ev-
ery 20 fs. The simulations are set to stop when
800 EW have been raised, which corresponds to a
maximum of 4 structures having raised an EW per
simulation. For these simulations, all atoms are
free to move.

For the vibrational analysis, the system is equi-
librated for 10 ps in the NVT ensemble before the
production run in the NVE ensemble. The latter
is run for 50 ps, and atomic positions and veloci-
ties are recorded every 1 fs. The vibrational densi-
ties of states (VDOS) are then calculated from the
square norm of the Fourier transform of the ve-
locities using the pdos function from the pwtools
Python package.®! For these simulations, the bot-
tom two layers of the Ag substrate are fixed to
mimic the presence of a substrate.

Sample LAMMPS input files and data handling
scripts are freely available on Zenodo.>>

2.4 Construction of the
dataset

training

Building the most representative dataset while
avoiding over-representation of given atomic con-
figurations and keeping the computation time (and
thus the dataset size) as small as possible is actu-

ally the most crucial and difficult part of NNP con-
struction. For this purpose, we have implemented
an iterative construction algorithm based on the
adaptive learning procedure, *02233-62.63 \which al-
lows to build the training dataset by adding only
selected structures while keeping the number of
DFT calculations to a minimum. In the following,
the “dataset” refers to the selected structures, as-
sociated with their DFT-computed forces and en-
ergies, providing the references used for training
the NNP. The “stock library” is a set of available
structures that might be integrated in the dataset af-
ter computing energy and forces at the DFT level.
We note here that structures are integrated in the
dataset only if their energies are negative and the
norms of the force vectors are below 25 eV/A. This
filtering is performed each time a new structure is
calculated with DFT to ensure that no structure
with unrealistic energies or forces is included in
the dataset.

The workflow of the iterative construction algo-
rithm is shown in Fig. 2. It consists of an initial
phase followed by an alternation of two phases: 1)
the “adaptive learning phase”, where the dataset
is iteratively enriched by selecting new structures
from the stock library, ii) the “testing and renewal
phase”, where the refined NNP is used to perform
a series of MD simulations allowing to test its va-
lidity and to renew the stock library with “fresh”
structures. Thanks to the adaptive learning proce-
dure, the number of DFT calculations is kept to a
minimum and the dataset is enriched with only the
most relevant structures.

Initialization

The initial stock dataset and library are con-
structed from the 5 allotropes shown in Fig. 1.
These five allotropes were chosen for the train-
ing dataset because o, 1>, and x3 are the most
commonly reported allotropes in the experimen-
tal literature, and 8 and &5 introduce cases where
boron atoms are highly or poorly coordinated, re-
spectively. They are deposited on Ag(111) and
Ag(100) with supercell sizes of 1x1, 1x2, 2x1
and 2x2 orthogonal unit cells while keeping the
number of atoms below 40. From these structures,
small random atomic displacements of 0.2 A at
most are realized (structural details of these struc-
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Figure 2: Workflow of the iterative construction algorithm for building the dataset. The procedure is
stopped when no extrapolation warnings are found on a set of 50 different test MD simulations on the
five training allotropes, going from 200 K to 1,000 K. The “datasets”, framed with a full blue line, are
an ensemble of structures associated with their DFT-computed forces and energies. The “stock libraries”,
framed with a dashed yellow line, are an ensemble of atomic positions.

tures are given in Tab. S1), leading to 100 start-
ing structures that are then computed at the DFT
level to create the initial dataset. These structures
are also used to build an initial stock library of
15k structures by randomly shifting the atoms by a
maximum of 0.2 A and by expanding or compress-
ing the cells by a maximum of 5 %.

Phase 1: adaptive learning

The adaptive learning phase consists in selecting
structures from the stock library based on the en-
ergy difference calculated from two ghost NNPs
with different parameters: two hidden layers each,
one NNP with 20 neurons per layer and the other
with 15 neurons (see Fig. 2). For a given structure,
a large energy difference means that the PES is
not well represented from the existing dataset and
the structure can potentially be selected and added
to the dataset. Thus, the energies of all struc-
tures in the stock library are computed with these
two ghost NNPs, and the 20 structures with the
largest energy difference are then selected as new
structures to enrich the dataset: DFT energies and
forces are thus calculated only for these 20 struc-

tures. The two ghost NNPs are then retrained with
this enriched dataset, and the process is repeated
until the mean and standard deviation of the energy
difference between the two NNPs converge over
the entire stock library. The training of these ghost
NNPs is performed on a small number of epochs
(typically 10) to save computational time — thanks
to the Kalman filter method,*! very fast conver-
gence is achieved anyway. The training of the
two NNPs, the energy calculations and the DFT
computations can be distributed over several nodes
and run in parallel on a computing cluster, which
makes the whole process quite efficient. Since the
dataset should be independent of the shape of the
NNPs used, we can actually perform this proce-
dure with more than two NNPs (as long as they are
well designed) and compare them two-by-two, and
convergence is then achieved faster. All this pro-
cedure is controlled by an in-house python script
that is included in the Zenodo archive.>

Phase 2: testing and renewal of the stock li-
brary

After the adaptive learning phase, we enter the



testing and renewal phase. We train one of the
ghost NNPs above until convergence, and use it to
perform 50 test MD simulations on the five train-
ing allotropes deposited on the two substrate orien-
tations, in both the NVT and NPT ensembles (see
Tab. S1). These MD simulations consist of heat-
ing ramps that continuously heat the system from
200 K to 1,000 K in either the NVT or NPT en-
semble. The goal here is to sample a wide variety
of configurations, including high-energy ones, to
ensure that the NNP is able to describe the entire
PES. If too many EW are found, it means that the
corresponding atomic configurations are not well
represented in the training dataset. These simula-
tions are then stopped, and the structures that gen-
erated EW (i.e. the last 4 in the trajectory) are au-
tomatically computed with DFT and included in
the new dataset. The rest of the trajectories are
then concatenated into a new stock library along
with their 5% compression and dilatation analogs,
and we enter the adaptive learning phase again.

This alternation of two phases is repeated until
no EW is found on the 50 test MD simulations,
which in our case happened after 5 iterations when
the training dataset reached 9281 structures. The
initial stock database was increased from the first
15k random structures to ~ 45k structures, then to
~ 85k structures, and on to 150k structures in the
final step (the maximum without EW). Note that
we could have used the testing and renewal phase
to create the initial stock database, but training the
NNP for MD simulations on only 100 structures
makes no sense.

The goal of the adaptive procedure is to enrich
the dataset with new structures describing PES re-
gions that are not yet well represented. As such,
at each new enrichment step, the NNP is able to
well reproduce/predict energies and forces for new
atomic configurations (i.e. interatomic distances
and angles). Indeed, this is well confirmed by
the evolution and broadening of the distribution of
atomic configurations (B-B, Ag-Ag and -Ag dis-
tances) as the dataset size increases (see Fig. S2,
the smoothing and broadening of the peaks, espe-
cially for small distances, which allows to better
describe repulsive interactions). This is clear evi-
dence that the adaptive learning procedure is pro-
ceeding with the intended purpose. We can there-
fore conclude that the adaptive learning procedure

is very efficient, since it allows 1) to build the most
representative dataset while keeping the computa-
tional time (number of DFT calculations) as low as
possible, and ii) to define a clear decision thresh-
old for when to stop enriching the dataset.

Final training

Once the dataset is built, the final refined NNP
(two hidden layers of 20 neurons each) is trained
and convergence is reached after 77 epochs. The
final energy RMSE for training is 26 meV/atom
(28 meV/atom for testing), and the final force
RMSE for training and testing is 508 meV/A (see
Fig. S3). We note here that these values are unusu-
ally high for an NNP, but this is due to the fact that
in the training dataset, there are many extremely
strained cases (from ~ 3 % up to ~ 54 % strain,
see Tab. S1) for which compression/expansion are
performed on high temperature structures (until
1,000 K): in these configurations, the energies and
forces are thus very large. There, a small rela-
tive variation in energy results in a large RMSE,
since this metric compares absolute energy values
and not relative ones. Such strained structures are
inevitable when using small lattices — which we
need to do because we want to limit the number
of atoms during the training procedure. However,
this is not a problem per se, as it allows well de-
scribing the limits of repulsive and attractive in-
teractions in the NNP atomic potential. We will
see below that applying this NNP to more realis-
tic structures leads to much better RMSEs. This
argument is supported by the fact that much lower
MAEs are obtained for energies and forces, since
the MAE gives less weight to outliers than the
RMSE. Indeed, we obtain MAEs for energies and
forces of 5.4 meV/atom and 203 meV/A for train-
ing, and 7.5 meV/atom and 213 meV/A for testing
— which are much more reasonable values. The
rather large RMSE observed is thus caused by the
occurrence of a few high-energy-limit structures
in the dataset that are fully well described by the
NNP.

2.5 First-principles calculations

The NNP has been developed on the basis of ref-
erence data (energies and forces) from DFT calcu-



lations performed with the Vienna Ab initio Sim-
ulation Package (VASP)%*%7 using the projector
augmented wave (PAW) method to describe ionic
cores and valence electrons through a plane wave
basis.?®% The Perdew-Burke-Ernzerhof (PBE)
form of the generalized gradient approximation
(GGA) was used for the exchange and correla-
tion functional.’%’! The D3 correction’? to the en-
ergy and forces was also used, allowing to take
into account the van der Waals interactions that
are of great importance in the present system. Sin-
gle point computations on NNP training structures
were performed with refined K-point meshes and
cutoff energy (7x7x1 and 700 eV, respectively)
in order to provide the most accurate data within
reasonable computational time. The MD simula-
tions used in the validation section are performed
on large cells (~ 25x25x25 A3) containing ~ 500
atoms. Here, the Brillouin zone sampling and the
energy cutoff could be limited to the I" point and
to 400 eV, respectively, to reduce the computa-
tional cost. Full details are given in section 2 and
Figs. S4-S5 of the Supporting Information.

3 Results and discussion

3.1 Validation of the model

The refined NNP is validated by structural and en-
ergetic comparison with DFT calculations. MD
simulations were performed on six borophene al-
lotropes deposited on Ag(111), namely o, a1, B2,
B13, X2, and x3 (see Fig. S1 for their structure), us-
ing either DFT or the NNP, with the parameters de-
scribed in the Methods section. The cell size is set
to~25A per side, which is 3 to 5 times larger than
those used for the structures in the training dataset,
resulting in cells containing ~ 500 atoms each.
This allows the stress on the borophene sheets to
be reduced with respect to the smaller structures in
the training dataset, since a maximum of 3.5% ad-
justment of the borophene supercell dimensions on
the replicated substrate unit cell has been applied —
the exact cell size for this depends on the allotrope
(see Tab. S2 for all structural details). We recall
here that only the o, Bi, and 3 structures are in-
cluded in the training dataset, with a maximum of
40 atoms per structure (see Tab. S1). In both NNP

and DFT cases, the MD is run on a 0.5 ps NVT
thermalization at 300 K and 5 ps NVE production
(1 fs time step in both cases), and images are saved
every 1 fs. The initial structure for the MD-NNP
is taken as the first one from the MD-DFT pro-
duction run. We finally note that each MD-DFT
simulation took about 5 days to run on four nodes
with 40 cores each, while the MD-NNP simula-
tions ran in less than one hour on one unique node
of 40 cores.

Structure

The time-averaged partial radial distribution
functions, g(r), for the three allotropes outside the
training dataset are shown in Fig. 3 (see Fig. S6 for
all six tested structures) — note that the Ag-Ag data
are filtered to remove the Dirac peaks due to the
two lower Ag layers, which are fixed, but other-
wise all atoms contribute to the calculation of g(r).

For the Ag-Ag and B-B spatial distributions,
Fig. 3 shows that the NNP reproduces the DFT re-
sults extremely well up to 10 A (similar observa-
tions are made for allotropes used in the training
dataset Fig. S6). For the B-Ag case, the agree-
ment is also mostly excellent for all allotropes, the
main differences coming from relative peak inten-
sities and widths. This is probably due to the fact
that the initial velocities for the MDs are random-
ized, resulting in a motion of the borophene sheet
on top of the silver slab slightly different in both
cases. Also, the thermalization method is differ-
ent in both cases (velocity scaling for MD-DFT,
vs. Nosé-Hover for MD-NNP). It has to be no-
ticed that the boron sheet and Ag surface interact
through van der Waals interactions at a distance of
about 2.5 A. Compared to most developed NNPs
in the literature dealing with covalently bonded
materials and better defined PES minima, here the
shallow form of the PES due to B-Ag interactions
is very well reproduced as seen from the first min-
ima of the BAg radial distribution function. There-
fore, we can conclude that the NNP is able to re-
produce very closely the structures obtained with
DFT, despite the fact that the training dataset con-
tains only three of the six tested allotropes and
that the tested structures contain ~ 10 times more
atoms.
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Figure 3: Comparison of partial g(r) calculated on NVE molecular dynamics trajectories at 300 K using
DFT (black) or the NNP (orange), for three borophene allotropes on Ag(111): a4, Bi3, and ¥». These
allotropes are not included in the NNP training dataset. In all cases, the Ag substrate is composed of three
layers, with the bottom two fixed and the lateral cell size ~ 25 A (see Tab. S2 for all structural details).

Energy and forces

To further validate our NNP, we also compared
the energies and forces obtained from the MD-
DFT simulations with the MD-NNP ones com-
puted on the same geometries. Focus is made
on the relative variations of the energies, i.e. the
energy RMSE* between the DFT and the shifted
NNP energy. Indeed, the NNP energies, trained
from 7x7x1 k-point grid with a 700 eV cutoff, are
naturally shifted compared to the MD-DFT ener-
gies, as they are computed on a single k-point and
a 400 eV cutoff (see Tab. S3 for these values, and
Fig. S8 for the time evolution of the energies).

Table 1 shows that the energies RMSE* for all
allotropes are about 1 meV/atom, which is excel-
lent for such large structures (we recall that the
NNP was trained on structures more than 10 times
smaller than these) and for an NNP to which a
6.35 A cutoff was applied. Indeed, the NNP en-
ergies follow the relative evolution of the DFT en-
ergies very closely, in agreement with the small

RMSE* (see Fig. S8). This confirms that the NNP
is able to accurately reproduce the PES at the level
of DFT calculations within the commonly admit-
ted error range of DFT methods, which is the most
important aspect.

Regarding the forces, their RMSE (Tab. 1) are
much reduced with respect to the training ones and
are in the range of the generally accepted force
RMSE for a reliable NNP.® This is due to the
fact that the structures encountered along the MD-
DFT are all physically sound and less stressed than
those present in the training dataset. The detailed
time evolution of the norm of the force vectors for
a few atoms along the MD-DFT trajectories com-
puted with DFT and NNP can be found in Fig. S9.
In addition to the well reproduced shape of the
PES from computed energies, this shows that the
evolution of any system from MD-NNP simula-
tions allows to explore phase space with an accu-
racy comparable to DFT ones.

The NNP potential has also been tested for its
ability to reproduce a DFT structure relaxation at



Table 1: Resulting energies and forces RMSE* for
the six test borophene allotropes on Ag(111) along
their MD-DFT trajectories. The allotropes in the
first group are used in the training dataset, the oth-
ers are not. The energies RMSE* are calculated by
correcting the NNP energies by the MAE between
the NNP and DFT energies (about 10 meV/at).

Allotrope Energies Forces RMSE
RMSE* [meV/A]
[meV/at]
o 1.22 261
Bi2 0.807 132
X3 0.774 165
o 1.47 299
Bi3 1.50 337
X2 0.929 304

0 K. To test this, the initial structures of the MD-
DFT trajectories has been optimized using conju-
gate gradient and a force tolerance of 0.01 eV/A
for both VASP and the NNP (DFT optimizations
are performed at the same level of accuracy as
the MD-DFT simulations). The Ag-Ag and B-
B g(r) (Fig. S10) from both methods are in per-
fect agreement. For the B-Ag relative positions,
the first neighbor distance is also perfectly re-
produced and, although slight differences arise at
longer distances, the global peak positions are re-
spected. The small differences may be attributed
to the small sliding of the borophene layer above
the silver surface leading to variations in atomic
positions between DFT and NNP methods of about
0.3 A for @y, 0.5 A for P13 and 0.2 A for X2, which
remains acceptable.

In conclusion, we have shown that the NNP is
able to reproduce the DFT results very accurately
in terms of structure, energy and forces, both on
the allotropes on which it was trained and on oth-
ers — and the training was performed on structures
with ~ 10 times fewer atoms than the ones tested
here. This validates the NNP and allows us to
use it to perform MD simulations on large systems
with allotropes it was not trained on, which we will
do in the next section.

3.2 Stability analysis

Using the NNP, we performed a stability analysis
of 19 different borophene allotropes on Ag(111).
Figure 4 shows the average potential energies of
the boron atoms for each of these allotropes as a
function of their hole density and angular configu-
ration (0 ° or 90 °, as defined in Fig. 1). These en-
ergies are averaged over a 100 ps NVE production
run after 10 ps thermalization at 300 K: the sheets
have thus been allowed to relax on the substrate
and buckle out of plane. Two of the tested struc-
tures are omitted in Fig. 4 because of their insta-
bility: 03 rearranges rapidly during thermalization
into a disordered phase with regions resembling y3
and others with large holes, and o, tends to crum-
ple upon itself. It has to be noticed that these two
allotropes have never been reported on silver, 3
having only been observed on Al(111).3° In ad-
dition, the Y form has not been examined here
since it has only been observed on Ir(111).%° Thus,
among the ten polymorphs of borophene experi-
mentally identified, >>3-3% eight are shown here
(86> @, Bs, a1, Bro, P12, Bi3» X3)-

Very interestingly, Fig. 4 shows that the most
stable structures are those with v ~ 0.1, and es-
pecially the allotrope o (v = !/9). In particular
the minimum stability profiles (solid/dashed lines)
are in very good agreement with that obtained
from static DFT calculations and cluster expan-
sion methods. 22 Indeed, a minimum is also found
for v = 1) for free-standing or gold-supported
borophene — it shifts to v = 1 /s for copper (cf. the
inset of Fig. 4).

It has to be noticed that in our simulations the
cell size is much larger and the stability values
are averaged over 300 K MD simulations, allow-
ing to describe the corrugation of the borophene
sheet above the silver surface. This explains the
loss of the stability for given allotropes (Bi1, X4,
Bi3, 05, x2) lying rather far above the minimum
stability profile. This is thus induced from the dy-
namic borophene structure deformation that was
not taken into account from static DFT calcula-
tions. Thus, in addition to the fact that our sim-
ulations show that the minimum stability for v ~
0.1 is respected, we observe and describe partic-
ular dynamic structural accommodations of given
borophene allotropes upon interaction with a metal
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Figure 4: Average potential energies of borophene
sheets for 17 different stable allotropes on Ag(111)
as a function of their hole density v after MD
relaxation over 100 ps. The full circles are for
structures with a 0° rotation with respect to the
substrate, the empty squares for a 90° rotation.
All structures have a lattice dimension of at least
25%25%25 A3 and contain about 500 atoms (the
lateral size varies from structure to structure in or-
der to keep the borophene distortion below 4 % —
details of the structures are given in the SI). The
dashed line is a guide to the eye, highlighting the
(v —1/9)% trend. The inset reproduces data from
ref. [22] and shows the borophene potential ener-
gies of free-standing, gold-supported, and copper-
supported borophene allotropes as a function of
v. The full signs correspond to DFT calculations,
while the empty ones come from the cluster ex-
pansion method.

surface.

The eight experimentally observed phases
treated here do not necessarily correspond to the
most stable computed structures. Indeed, experi-
mentally the most commonly reported allotropes
on Ag(111) are Bip (v =1/) and y3 (v = 1/5),
however, it is possible to favor one or the other
by playing with annealing times and tempera-
tures, 23334347 showing that these allotropes
are metastable. We recall that our simulation re-
sults are obtained from MD at 300 K, which does
not take into account the synthesis pathway, and
they are also performed on a limited lateral size,
which naturally introduces stress in the borophene
lattice. It would thus be interesting to anneal at
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larger temperatures and/or over longer periods
these allotropes to see whether the o one can be
obtained.

We note here that the good agreement between
our NNP and the DFT and cluster expansion meth-
ods>?? is a further confirmation that our NNP is
sound and can be used reliably to describe the ar-
rangement of B atoms on the surface regardless of
the hole density, as well as to compute the relative
energies of different allotropes. Moreover, we em-
phasize that all interatomic interactions are very
well represented by the NNP — which was not a
given, considering that B-Ag is a non-bonded, i.e.
long-range interaction close to the cutoff limit.

From Fig. 4, some allotropes show a large dif-
ference in stability upon boron sheet rotation (dif-
ference between circle and squares for a given al-
lotrope), this is particularly the case for &4 and
Bi1. This difference is however not correlated to
hole density (see Fig. S11) neither to the change
in borophene sheet distortion due to the rotation
(see Tabs. S4 and S5, &; shows almost the lower
change). Therefore, this shows that for stabil-
ity evaluations various configurations should al-
ways be considered when seeking to identify a
given allotrope. Moreover, it is observed that there
logically exists a correlation between hole den-
sity and B sheet corrugation over the Ag surface
(see Fig. S12), showing a flatter borophene layer
for increasing hole density. This is however ob-
served only for the 0° configurations for which
a positive distortion of the B sheet has been ap-
plied for matching the Ag cell dimensions. In the
case of the 90 ° rotated configurations, the corre-
lation between hole density and surface corruga-
tion is not respected. Indeed, for these structures,
the borophene sheet is always more corrugated as
compared to the 0° configurations, which is due
to a compressing distortion of the B sheet induced
by the matching. Nevertheless, taken all together,
these data show that the borophene stability above
the metallic surface is correlated to the stability of
the free borophene allotrope (computed DFT val-
ues>22) and to the hole density, but it is also tuned
by the geometrical rearrangement of the B sheet on
the surface which significantly modulate its stabi-
lization.



3.3 Vibrational analysis

The vibrational density of states (VDOS) of the
boron and silver atoms for each allotropes in their
0° and 90 ° rotated configurations have been eval-
uated (Fig. 5). 50 ps long MD-NNP simulations
have been carried out in the NVE ensemble on the
17 stable borophene allotropes on Ag(111) (see
Fig. S1 and Tab. S4 for structural details), after
a 10 ps NVT thermalization at 300 K. Again, in
all cases, only the Ag atoms in the top layer were
allowed to move.

Ag B

- AN e /\Jw/‘”w R S WL o]
— N A

Normalized VDOS [arb. units]

150 300 450 600 750 900 1050

Frequency [1/cm]

300 0

0 150

Figure 5: Comparison of the normalized vibra-
tional densities of states (VDOS) for the 17 stable
allotropes, as calculated from the silver- or boron-
only atomic velocities obtained with an MD-NNP.
For each allotrope, the lower and upper curves cor-
respond to the 0° and 90 ° configurations, respec-
tively. Details of the structures are given in the SI.
The allotropes are ordered by increasing v from
bottom to top. Thermalization is performed in the
NVT ensemble at 300 K, while production is per-
formed in the NVE ensemble.

First, the silver VDOS are very similar for all
structures, with two peaks at about 100 cm~! and
150 cm~! (with small variations depending on the
allotrope), the low energy one being about twice
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the intensity of the other. This general shape, in-
dependent of the 0 ° or 90 ° configuration, is close
to the expected experimental values for bulk sil-
ver as measured by inelastic neutron scattering at
~ 125 cm™! and ~ 180 cm™! with the same rela-
tive intensities.”>’# This further supports the va-
lidity of this approach, and we can assume that
the NNP is capable of performing a reliable vibra-
tional analysis on this system.

Figure 5 gathers the VDOS of the boron atoms
for the 17 stable allotropes in both 0 ° and 90 ° con-
figurations. Let us first consider the differences
between the allotropes for a single angular con-
figuration, say 0°. We see that most allotropes
have very different vibrational profiles with well-
defined peaks. The allotropes that have the broader
features are the ones that are the most corrugated
(see Fig. S12 for the z profiles of the different al-
lotropes). This result is very interesting because
it suggests that vibrational analysis could be used
to identify the structure of a borophene film on a
substrate, since the vibrational profile of the boron
atoms should be very different from one allotrope
to another. Now let us look at the differences be-
tween the 0° and 90 ° configurations. We can see
on Fig. 5 that the VDOS for the 90° configura-
tion are generally broader than for the 0 © one, with
less well-defined peaks. Also, the general shape of
the VDOS is often shifted in frequency between
the two configurations. This frequency shift can
be explained by the difference in borophene strain
induced by the different borophene distortions in
the two configurations (see Tab. S4 and Tab. S5).
For the allotropes where the features are broader in
the 90 ° configuration, this is probably caused by
a more pronounced corrugation in this configura-
tion (see Fig. S12). These results show that vibra-
tional analysis can be used to identify borophene
allotropes as well as their angular configuration on
a substrate, since the vibrational profiles depend
on these parameters.

34 STM images of MD-obtained
structures

Using the structures obtained from MD-NNP sim-
ulations, it is then possible to compute simulated
STM images of the borophene layers on Ag sub-
strate in any configuration from DFT calculations.



Preliminary benchmarking calculations have been
performed to check the effect of the number of sil-
ver layers as well as the number of k-points used in
the DFT calculation. The results show a low sen-
sitivity of the generated STM images and the elec-
tronic density of the structure with respect to these
parameters (Figs. S14-S15). Thus, simulated STM
images can be obtained from single-point DFT en-
ergy calculations at the I" point on a structure con-
taining a single substrate layer in addition to the
borophene layer.
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Figure 6: (a) Simulated STM image of the B, al-
lotrope on Ag(111) surface in the 90 ° configura-
tion, and (b) experimental STM image of the un-
dulated phase from ref. [75] (reproduced with per-
mission. Copyright 2023 American Chemical So-
ciety.). At the top of panel (a), the boron atoms are
colored according to their height, from blue (low)
to red (high). This undulated configuration was
adopted naturally by the NNP while the two bot-
tom Ag layers were kept fixed.

In order to assess the ability of the NNP to well
describe the experimentally observed borophene
geometric arrangement, we compare the experi-
mental STM image of the 3, allotrope from ref. [

75] with the DFT simulated one. For this STM
image simulation, we used a geometrical arrange-
ment obtained from a stable configuration ob-
served during the MD-NNP simulation. The DFT
simulated STM image was obtained in the constant
current mode, with a tip placed 2 A above the top
atom and a qualitative medium voltage bias. Dif-
ferent (positive and negative) voltage biases were
applied to study the effect on the contrast of the
STM image (see Fig. S16), showing that the in-
clusion of positive biases results in less contrast,
which better matches the experimental image.

Figure 6 shows the simulated STM image of the
P12 allotrope on Ag(111) in the 90 ° configuration
and compare it with the experimental STM im-
age of the undulated phase obtained experimen-
tally. One can see here a very good agreement
between the experimental and simulated STM im-
ages, showing that the MD-NNP simulations are
able to well reproduce the periodic undulated
phase observed experimentally — without having
to introduce a surface deformation of the silver
slab.”> In order to check that the deformation of
borophene that is observed with the NNP occurs
also with DFT, we ran a 5 ps MD-DFT simulation
on the same system. This showed a similar corru-
gation of the borophene layer at comparable dis-
tance from the silver surface (see Fig. S18). This
suggests that the structures produced by the NNP
are very close to the experimental ones, which may
be of great help for allotrope identification. It has
to be noticed that this is made possible because of
the large system models considered and allowed
from the MD-NNP simulations. The use of large
lateral sizes is very interesting as it allows the for-
mation of moiré patterns and possibly large wave-
length corrugation patterns. This is very encour-
aging, as it means that the NNP can be used quite
easily to produce large STM images of borophene
on metals in any configuration and at any temper-
ature, which is a very useful tool for comparison
with experimental images for allotrope identifica-
tion.

4 Conclusions

In this work, we have developed a neural network
potential for borophene on silver substrate. A ro-



bust iterative algorithm has been developed to con-
struct the NNP training database, based on the
“adaptive learning” procedure, which is very gen-
eral and can be applied to any system. The re-
sulting NNP is able to reproduce very accurately
the DFT results in terms of structure, energy and
forces on large structures, on allotropes that are
part of the training set and on others. This val-
idates the NNP, and allows us to use it to per-
form long time MD simulations on extended sys-
tems with any borophene allotrope, with the ac-
curacy of DFT and for a fraction of its computa-
tional cost. The stability analysis of 19 different
borophene allotropes on Ag(111) shows that the
most stable structures are those with v ~ 0.1, and
in particular the allotrope & (v = 1/v). We observe
that the stability of borophene on the metal surface
also depends on its orientation, implying structural
corrugation patterns. The vibrational analysis of
these 19 allotropes shows that the vibrational pro-
files of the boron atoms are very different from
one allotrope to another, and also depend on the
angular configuration of the borophene sheet on
the substrate. Finally, we show that the NNP can
be used to produce large scale realistic structures
of borophene on metals in any configuration and
at any temperature, from which large STM im-
ages can be simulated, which is a very useful tool
for comparison with experimental images for al-
lotrope identification. In the future, this will be
used to build an image database dedicated to the
characterization and identification of experimental
structures. In addition, further work will focus on
extending this potential to the study of phase tran-
sitions between various allotropes, as well as to
other metals and to multilayer borophene.
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