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Abstract

The drying of cement-based materials, naturally occurring in most civil engineering contexts, affects their

thermal, hydraulic and mechanical properties and is a leading contributor to the loss of their durability

potential. The techniques conventionally employed to study this moisture transfer, such as gravimetry

weight loss and point-wise sensor-based measurements, are often destructive and cannot characterise the

local driving phenomena in 4D (3D+time), essential given the highly heterogeneous nature of the involved

processes. Conversely, full-field techniques, and notably neutron tomography, are non-invasive and ideal for

measuring the moisture transport process due to the high attenuation of neutron by hydrogen.

In this study, the moisture distribution of a set of cylindrical mortar samples was characterised at dif-

ferent hydric states, as imposed through drying in a thermo-hydrically controlled environment (T=20 ◦C,

RH=35%). The lateral surfaces of the samples were sealed to impose a unidirectional moisture flow. The

main phases of the mortar (aggregates, cement paste and voids), visible at the 30µm resolution adopted,

were separated, and saturation profiles were deduced and validated against the mortar mixture ratios and

weight loss measurements.

Besides the intrinsic interest of the spatio-temporal evolution of the local extracted saturation, these

hydric gradients are essential to calibrate numerical models, as the commonly used Finite Element model

presented here. A minimisation algorithm was developed for this purpose to automate, optimise and ensure

a more objective numerical-experimental calibration procedure. This has allowed the identification of key

hydric parameters such as the convective exchange coefficient and the intrinsic permeability.
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1. Introduction

The naturally occurring drying of cement-based materials has inevitable and significant effects on their

durability. After casting, cement-based materials generally have a higher hygrometry than the surrounding

environment. The water located in the porous network tends then to migrate towards the external environ-

ment to establish hydric equilibrium. This water loss induces drying shrinkage which gets restrained not5

only by the presence of aggregates, but also by the the core of the sample which remains saturated for a

longer time. These differential deformations generate high stresses that can lead to cracking.

Additionally, the evolution of the relative humidity in the interconnected pores affects the hydraulic prop-

erties of the material, such as hydraulic conductivity and diffusivity [1][2]), chemical properties (such as

hydration degree [3] and the kinetics of degrading chemical reactions [4]), thermal properties (such as ther-10

mal conductivity [5]), mechanical properties (such as creep [6]), fire resistance [7][8], etc. It follows that

characterising the hydric state and its evolution is pivotal for understanding its implications on the struc-

tural integrity of cement-based materials.

Several methods have been adopted in the literature to characterize the cement based material hydric

state and properties. They can be broadly classified in three main categories: bulk-averaged or point-15

wise methods, full-field measurement techniques and indirect numerical modeling methods. Within the first

group, the measure of the evolution of mass loss along time of a sample subject to drying is perhaps the most

adopted method [9][10]. Despite its widespread adoption, perhaps related to the ease of its implementation,

this measurement is a macroscopic average of the highly heterogeneous response of the materials and cannot

provide insight about the spatial distribution of water content. To overcome this limitation, several authors20

have employed sensor-based measurement tools to assess relative humidity in a particular point in space

[11][12]. However, these point-wise approaches are usually invasive and might show variable measurements

depending on their proximity to different species (porosity, aggregates) in a heterogeneous porous medium

such as concrete. Furthermore, they require the identification of the sorption/desorption isotherms of the

material to relate the relative humidity to saturation [13].25

In the last few decades, the development of full-field measurement techniques have allowed unprecedented

insight into local processes [14][15]. When studying moisture transfer in porous media, multiple full-field

techniques have been explored, such as Nuclear Magnetic Resonance NMR [16] [17][18], Radiation attenuation

techniques (such as Gammadensimetry [19]), Electrical techniques (Electrical Capacitance Tomography ECT

[20]) and Electromagnetic Non-Destructive Evaluation ENDE techniques [21].30

A particularly effective tool is Neutron Imaging, which lend itself as a very powerful non-destructive and

non-invasive technique to study the moisture distribution in porous materials due to the high attenuation of

neutrons by hydrogen [22][23][24]. The 2D/3D attenuation fields resulting from the radiography/tomography

can be correlated to water content after due calibration [25][26].
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Beside the intrinsic interest of understanding the evolving moisture profiles, the spatial distribution of35

moisture content is essential to rigorously calibrate thermo-hydric numerical models [27] [28]. This numer-

ical calibration can, in turn, be used to characterize the hydraulic properties of the material which are

anomalously characterized experimentally, such as the intrinsic permeability. In fact, the experimental mea-

surement of this property shows a high sensitivity to the used fluid. The gas permeability can be up to

three orders of magnitude higher than water permeability both because of pre-drying induced cracking and40

pore-wall physically adsorbed water removal. On the other hand, the water permeability can only be mea-

sured in saturated conditions, thus in a configuration where drying cracks effect on the drying kinetics are

not taken into account. For these reasons, it is generally agreed that indirect numerical methods are more

reliable than the aforementioned experimental ones in measuring the intrinsic permeability. However, due

to the high number of model parameters and the mathematical flexibility of the constitutive laws, multiple45

solutions can be found, specifically when experimental data-sets related to local water content distribution

are not measured [13].

In this contribution, an experimental/numerical approach is proposed to characterize the hydric state

and deduce the hydraulic properties of a cement-based porous medium, taking advantage of the 3D nature of

the acquired neutron tomographic data sets. In section 2, the experimental campaign is described, including50

the sample composition, their mass loss history and the neutron tomography campaign. A number of image

processing operations and a novel methodology to estimate water content based on multi-phase porous

media considerations are then presented in section 2.4 and 3. This in turn allows the characterisation of the

saturation gradients at different instances in time. The resulting hydric gradients are then validated against

the macroscopic mass loss history provided by gravimetric experimental data sets in section 3.3.2. These55

hydric gradients are then used together with the mass loss measurements as a complete data set to calibrate

a common numerical model in section 4 by means of a minimisation algorithm detailed in section 4.3. Once

calibrated, the model allowed an indirect assessment of the intrinsic permeability and the coefficient of hydric

exchange.

2. Materials and methods60

The applied procedure consists of scanning multiple mortar samples having different drying period in

a thermo-hydrically controlled chamber using neutron tomography. Then, a series of image processing

is applied to characterize the moisture profiles in these samples. The following subsections describe the

samples preparation, the drying experimental apparatus, the neutron acquisition settings and the set of

image processes that were used to transform grey scale fields to moisture content fields.65
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2.1. Specimens

The experimental campaign presented here involves 14 samples, all made out of EN standard mortar.

The water to cement ratio w/c is equal to 0.5 and the sand (standard sand CEN EN 196-1) to cement ratio

s/c is equal to 3. These cylindrical samples were all cored out from a bigger bloc, which, after casting, was

kept for two days in its mold in sealed conditions and was then placed in a bath of water to cure. A diamond70

coring bit with 12mm inner diameter was then used to core out the samples. While one side of the samples

was smooth due to its contact with the mold, the other side had to be further cut and smoothed with a

rotating blade system, which was equipped with a water jet to avoid local thermal gradients. The resulting

cylindrical samples had a height of 40mm and were kept in water the beginning of the individual drying

process to avoid any potential water exchanges with the environment. However, due to time constraints75

related to the beamline access, only 11 of 14 samples were chosen to be scanned based on their different

drying periods.

2.2. Mass loss history

In order to induce different hydric states in the same material, the samples were placed at regular intervals

in a drying environment. Each sample was first weighted and then rolled in three layers of adhesive aluminum80

tape on the longer side to avoid lateral moisture leakage and to induce a unidimensional moisture flow. The

mass of aluminum tape was also measured for each sample to correct the measured mass loss. The samples

were then put sequentially to dry in a thermo-hydrically controlled environment, with no ventilation, at

20 ◦C and 35% relative humidity controlled with saturated MgCl2,6H2O solution. The samples mass loss

was characterised in time as shown in Figure 1.85
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(b) (a) 

Oven-dry at 105𝑜𝐶 

Figure 1: Drying of mortar samples: (a) Sample drying in a thermo-hydrically controlled environment (b) Total samples mass

loss history

In addition, two mortar samples were put to dry in an oven set to 105 ◦C to obtain a reference hydric

state which is key for the quantification analysis as will be shown in the next section. Given the small size of

the samples, the high temperature of the environment in which they were placed, and the duration of drying

of 11 days, the mass loss of these two samples is here considered to correspond to the hydric equilibrium at

105 ◦C.90

2.3. Neutron acquisition

Similarly to x-ray, neutron imaging requires an incident beam (I0), emitted by a source (a nuclear reactor

in this case) which is collimated through a pinhole. After the interaction with the sample the beam (I) is

absorbed by a scintillator, which emits visible light proportionally to the incident beam intensity. This

is focused and guided by optical elements and by a sCMOS camera. A series of these radiographies (2D95

attenuation fields) is acquired at different angular positions of the sample. These can then be reconstructed

into a 3D attenuation field e.g., through a filtered backprojection method. The neutron tomographies in

this study were acquired at the NeXT-Grenoble beamline (located at the Institut Laue-Langevin (ILL) in

Grenoble, France and detailed in [29]), which takes advantage of a uniquely high cold neutron flux. A

schematic view of the setup is illustrated in Figure 2.100

Before transporting the samples to the beamline, each sample was weighted and sealed to prevent any

water exchange with the environment. Their weight was re-measured before and after each scan to ensure

that no (or negligible) drying occurred during tomographic acquisition, which was found to be the case. An
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identical set of neutron acquisition parameters was selected for all the tested specimens. In absence of rapid

dynamic processes occurring in the samples, these parameters were optimised to maximise spatial resolution.105

In this case, 1088 projections were acquired in 2 hours and 54 minutes over a 360◦ rotation, each radiography

being the average of three acquisitions, each with 3.2 seconds exposure. To achieve this, an infinity corrected

optical setup was employed, coupling a 50mm Canon Lens with a 122mm Heliflex lens, as detailed in [29].

This setup yields a 16 µm pixel size. Given the small pixel size, a 20 µm thick Gd2O2S : Tb6LiF scintillator

was employed, A 30mm pinhole D (corresponding to a neutron flux of 3x108 ncm2s at the sample, placed110

10 meters away) was selected to achieve a true resolution of about 30 µm. Each neutron radiography was

the average of 3 individual projections each with a 3.2 s exposure, resulting in a signal to noise SNR = 14.

Each set of radiographies was reconstructed into the corresponding 3D volume by means of the Feldkamp

(FDK) back projection algorithm, as implemented in the commercial software X-act (from RX-Solutions).

An example of a 3D neutron attenuation field of the mortar sample is reported in Figure 3.115

CollimatorNeutron  

source

d

D 𝐼0 𝐼
Scintillator

Sample

Mirror

CCD

Lens

L 𝑙

Mirror

Figure 2: A schematic view of the neutron instrumentation at the NeXT-Grenoble imaging beamline.

2.4. Segmentation, labelling and particle size distribution

Moisture transport happens essentially in the interconnected porosity of the cement given the compar-

atively low permeability of aggregates and sand particles. Therefore, in order to isolate the contribution

of this phase, it is beneficial to identify and remove these particles from the neutron tomographies. Their

identification (a process named segmentation in image processing) can in this case be achieved thanks to the120

lower neutron attenuation (i.e., the gray value of the voxels comprising them) of aggregates with respect to

that of the cement paste. An histogram-based segmentation of the grains can then be achieved based on

whether a voxel has a value above or below a suitably chosen threshold. In this work, to ensure repetability

and avoid user dependency, this threshold was determined based on an algorithm named “IJ IsoData” [30]

(available in ImageJ software [31]) that provides increasingly cleaner extractions of the object regions by125
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means of an iterative process. This method allows the identification of the aggregates from the surrounding

mortar (cement paste and sand fines below the imaging resolution) as illustrated in Figure 3. Once the

particles are isolated it is straightforward to “remove” them from the subsequent elaborations.

Low  

attenuation 

Macro 

porosity 

Aggregate 

Number of 

aggregates 

Mortar 

Neutron attenuation field 

of a mortar sample 
Binary 3D image of the 

isolated sand particles 

High 

attenuation 

Labelled 3D image of the 

isolated sand particles  

Segmentation Labelling 

12956 0 

12 mm 

Figure 3: Segmentation and labelling processing adopted in this work. To the left: rendering of a representative 3D reconstructed

attenuation field. In the middle: rendering of the binary image after histogram-based segmentation . To the right: Labelled

3D volume isolating the individual grains, whose color corresponds to the assigned incremental index.

In order to quantify for the aggregates fines that were not captured by the neutron scans resolution, a

granulometric analysis was done by applying the “watershed” morphological operation [32] on the segmented130

image. This operation allows the separation of segmented aggregate phase into the individual grains compris-

ing it as illustrated in Figure 3. The volume of each grain can then be measured and converted into a radius

of a volume-equivalent sphere. This allows to calculate a particle size distribution as shown in Figure 4,

where this cumulative probability density function is compared to the experimental sieving measurements.

This comparison shows a good agreement above a 600 µm particle size.135
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(a) Full range radii of granulometry
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Figure 4: A comparison between sieving-based experimental cumulative granulometry and the corresponding one estimated

through image analysis, starting from 600 µm to take into account the resolution of the neutron tomography scans

3. Results

3.1. Vertical gradients

A first indication of the evolution of the moisture content due to drying is reported in Figure 5, which

shows the average grayvalue over the half-height of each sample (the half being completely within the field

of view, given that the sample was larger than the field of view under for the chosen resolution). Each point140

in the plot corresponds to the average grey value mortar voxels in a 10 pixels-thick disk, along the height

of the sample. The variation of gray value attenuation shown Figure 5 can be correlated to the variation of

the hydric state along the height and drying stage as shown in the next section.
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(a) (b)

Figure 5: Analysis of the attenuation profiles: (a) radiography showing the sample in the field of view (b) Grey value gradients

of all the scanned samples.

From Figure 5, it can be observed that the reference samples with no mass loss (M15 and M16) show a

slightly different initial water distribution. While in sample M15 the gray value attenuation profile suggests145

a uniform moisture content along its height, sample M16 shows an apparent moisture concentration near

the top surface. This might be related to local variations in water content in between the mortar blocs from

which the cylindrical samples were cored. Samples M15, M7 and M8 were in fact extracted from a different

bloc different than the other samples. For this reason, in the upcoming analyses, the gray value of each

sample is normalised to the corresponding reference sample cored from the same block. This measurement150

shows again the importance of the full-field nature of the proposed approach over the local, point-wise ones

which could have led in this case to misleading conclusions.

3.2. Radial gradients

As aforementioned, the experimental campaign was conceived to impose a uni-directional drying front

by sealing the lateral surface with multiple layers of aluminium tape. The three-dimensional nature of155

tomography allows the verification of this assumption through the study of the variation in attenuation values

along the radial direction. To have a sufficient number of voxels for statistical representativity, the average

over concentric (hollow) 20 slices-thick rings was compared. Additionally, the radial width of these sections

was varied to maintain an almost-identical number of mortar voxels in each subvolume, as schematised in

Figure 6a. The relatively small variation to voxel counts is due to the heterogeneity in aggregate content160

(which were removed from these statistics as detailed above). Voxel counters (red curves in Figure 6) are
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employed to verify that these small variations in voxel counts don’t affect the gray value profiles across the

rings.

(a) 

(b) (c) (d) 

r 

Figure 6: (a) Montage showing the partitioning of the sample in the radial direction so as to keep a similar number of pixels

in each division. Evolution of grey value with respect to the radius for different saturation states and different positions in the

sample: (b) Bottom (b) middle (c) Top

This operation was repeated at three different heights representing the top, middle and bottom of the
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sample, as reported in Figure 6 b, c and d, respectively. In each of these subfigures this operation is repeated165

for thee representative samples at three distinct drying stages. Figure 6 shows virtually no radial gradient

between the core and the external surface of the sample, in all conditions and along the height. these results

are in agreement with existing previous observations in [33][34], where adhesive aluminum was found to be

effective at low temperature for periods shorter than 6 months. The samples were therefore considered to be

perfectly sealed, justifying the hypothesis of unidirectional drying adopted in the following sections, which170

will only focus on vertical gradients averaged over the sample width.

3.3. From attenuation values to saturation gradients

3.3.1. Saturation profiles

Once the aggregates are removed as detailed in section 2.4, the remaining material consists of partially

saturated mortar (cement paste and sand fines below the imaging resolution). This can be further subdivided175

in three species: dry mortar “dm” (mixture of solid gel, unhydrated cement, chemically-bonded water and

sand fines), capillary water “cw” and air “a”.

The gray value (measured attenuation) of the mortar, considered as a multiphase mixture “mix” can be

therefore expressed as the sum of these individual components:

µmix = Wcwµcw +Waµa +Wdmµdm, (1)

where Wi and µi are respectively the volumetric fraction and the intrinsic gray value of the specie i.

Assuming that the dry mortar undergoes a negligible mass variation (i.e., negligible effect of the dehydra-

tion reaction) and neglecting any contribution to the gray value induced by the modest volumetric variation

(e.g., drying shrinkage), the variation of the compound attenuation between two saturation states can then

be expressed as:

∆µmix = ∆Wcwµcw +∆Waµa, (2)

where the increase in the volumetric fraction of air is equal to the reduction of water (∆Wa = −∆Wcw) since

the moisture leaving the porosity is replaced by air. The variation of capillary water volume fraction writes

then:

∆Wcw =
∆µmix

µcw − µa
(3)

The gray value of air µa can be directly measured in the tomographies and was found to average 7900

(gray value) with a standard deviation σa of 1000. On the other hand, the gray value of water µw was180

measured in multiple water-filled macro pores in the reference samples. It averaged 50500, with a standard

deviation of 2000. It should be noted, nonetheless, that this value can slightly vary depending on the hydric

state of the material, because of the scattering contribution to the attenuation. The attenuation law of water

can in fact diverge from the beer-Lambert law, as generally the case for highly scattering elements in high
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concentration. For the specific energy spectrum of the used NeXT beamline, this discrepancy from the Beer185

Lambert was measured, for example, in [35]. A possible approach to correct for this spurious fluctuation is

then to account for a correction based on the observed correlation between equivalent water thickness “x”

and water attenuation contribution, as measured on a reference, water-filled wedge sample. For thicknesses

between 0mm and 4mm this can be fit with a second order polynomial µw(x) = ax2 + bx + c, where for

this beamline a = −0.0052, b = −0.0023 and c = 0.3107. Assuming that this correction, measured in190

radiography, is also valid in tomography, the water gray value varies then non-linearly between 50500 and

57000 in between the reference, wet state and and ultimate, oven dry state.

The estimation of a saturation profile from capillary water volumetric fraction can be expressed as:

Sl = Si
l −∆Sl = Si

l −
∆Wcw

φ̂m

(4)

Where Sl is the saturation to liquid water, Si
l is the initial, reference saturation, i.e., the early-age saturation

after correcting for self-desiccation that reduces the fresh concrete relative humidity. φ̂m is the average195

porosity of the mortar phase after removal of the larger particles, as detailed above.

The volumetric fraction of fines ξf below the resolution of the approach is estimated to be 40%, based on

the granulometric analysis in section 2.4. thereby, the averaged porosity of the mortar after segmentation

(cement and sand fines) can be estimated by interpolating between cement paste porosity and mortar porosity

(with full granulometry), the interpolation coefficient being the fines volume fraction ξf , it follows that:200

φ̂m = φcp − ξf (φcp − φm) (5)

where φm is the mortar porosity, equal to 16%, and φcp is the cement paste porosity estimated to 37%

as reported in [36] for the same types of material.

To finally deduce the saturation in Eq. 4, the only remaining parameter to determine is the initial

saturation. To deduce this initial value, which can fluctuate depending on the exact sample history, the

final, oven dried state (which is instead far more stable) was used as a reference. It should in fact be noted205

that variations in the choice of the initial saturation shift the ∆Sl profiles to lower or higher absolute hydric

states but do not affect the overall water loss along the tests. The initial saturation was then chosen to

be 78% for all samples (despite the possible fluctuations between them), so as to ensure a saturation of

less than 10% in the oven-dry states, as highlighted in Figure 7. This 10% limit was measured in [37],[38]

in similar cementitious materials adopting a combined experimental and thermodynamics-based theoretical210

characterization of desorption isotherms up to moderate temperatures.
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Figure 7: Neutron-based measurement of saturation gradients of mortar samples at different hydric states. The measurement

accounts for the variability of the fluids gray value attenuation coefficients.

The saturation profiles in Figure 7 show an overall gradient in between the upper exchange surface and

the core of the sample up to 10%. This relatively weak saturation gradient is expected, given the lack of

ventilation in the drying controlled environment. The additional local gradients along the samples’ heights

suggest local saturation variability in the porous networks of the samples.215

3.3.2. Validation of mass loss measurements

The robustness of the grayvalue-saturation transition can be verified comparing it to the overall mass

loss measured macroscopically over the whole sample via gravimetric analysis. While lacking the spatial

information, in fact, this measurement is robust, and can be compared to the integral of the mass loss along

the height of each sample. Specifically, mass loss can be calculated from each saturation profile St
l measured

after a drying-period t and its difference from the reference initial saturation profile S0
l as:

∆Mt =
ρl.φ̂m

∫ l

0
(S0

l − St
l )

ρsatm

, (6)

where ρl is the water density, φ̂m is the averaged porosity of the mortar after removing the bigger particles

as detailed above and ρsatm is the density of mortar accounting for the full granulometry. The so-deduced

mass loss for all the scanned samples, compared to the balance measurements is reported in Figure 8. The

error bars for the imaging-based approach, show the effect of the aforementioned variability in the coefficient220

13



of attenuation of water and air. Despite the specificity in the composition of each sample, which can induce

hydric variability as well as all the assumption previously stated, the gravimetry-based and tomography-

based measurements are in good agreement.
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Figure 8: Comparison between the balance-measured mass loss and the one deduced from image analysis.

4. Modeling of moisture transfer

To complete the characterisation of the processes at play, numerical models are of key importance to225

identify crucial hydraulic parameters, such as the intrinsic permeability and the coefficient of hydric exchange.

It is in fact possible to identify those parameters once the model is calibrated not only to the macroscale mass

loss dataset but also the spatio-temporal gradients made available by the presented experimental campaign.

Several numerical models have been proposed in the literature to describe moisture transport in unsat-

urated porous media. They can be broadly classified into two main categories: complete and simplified230

models. While models belonging to the former establish a rigorous description of all the species of inter-

est (liquid water, vapor and dry air) [39][40], models belonging to the latter propose a set of assumptions

that simplify the physical description of the involved processes. This set of simplification generally remains

valid when the gas pressure in the interconnected porosity remains equal to the atmospheric pressure, which

means that all local pressure buildups dissipate quasi-instantaneously and the liquid permeation remains the235
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dominant water transport mechanism. In this work, given the drying conditions imposed in the controlled

environment (drying temperature of 20 ◦C and relative humidity of 35%), and given the material adopted

(mortar having a water to cement ratio of 0.5), we assume the validity of a simplified model [41] [28].

4.1. Numerical model

The simplified model adopted derives from the mass conservation equation of the liquid water in the

porous system, expressed as:
∂ml

∂t
+∇ · (mlvl−s) = 0, (7)

where ml is the mass of liquid water and vl−s is the velocity of the liquid water with respect to the solid

skeleton of the material. The mass of water can be expressed in terms of density ρl, porosity φ and liquid

saturation rate Sl as:

ml = ρlSlφ (8)

whereas its velocity with respect to the solid skeleton can be computed using Darcy’s law:

vl−s = −K
krl
µl

∇pl, (9)

where K, krl and µl are the intrinsic permeability of the system, the relative permeability of liquid water

and its dynamic viscosity, respectively. Assuming the incompressibility of water, (ρl = cte), as well as the

existence of a differentiable function between saturation and capillary pressure, the conservation equation

reads: [
φ
∂Sl

∂pc

]
∂pc
∂t

−∇ ·

[(
krl(Sl)K

µl

)
∇pc

]
= 0 (10)

This equation requires the definition of four quantities: porosity φ, a differentiable function of saturation,

function of the capillary pressure Sl(pc), as well as intrinsic permeability K and relative permeability krl.

Assuming that the hydration reaction of cement ended before the samples were exposed to drying, the micro-

structural properties, and in particular porosity and intrinsic permeability can be assumed as constant. The

water retention curve (desorption isotherm) can be described by the Van Genuchten family of equations [42]:

Sl(pc) =

[(
−

pc
a

) 1

1−
1

b
+ 1

]
−

1

b

, (11)

where the parameters a and b are fitting parameters. The Mualem [1] model is also used here to describe

the relative permeability to liquid water as a function of water saturation:

Krl =
√
Sl

(
1−

(
1− Sb

l

)1/b)2
(12)

By analogy to the differential equation for heat transfer, it is possible to name
(
φ∂Sl

∂pc

)
the hydraulic240

capacity and
(
Kkrl

µl

)
the hydraulic conductivity. Equation (10) is here discretized and solved using the finite

software Cast3m, and specifically its heat module accounting for the non-linear hydric conductivity term
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which depends on capillary pressure solution. The temporal discretization is done using the theta-method

scheme.

4.2. Model inputs, initial and boundary conditions:245

A quarter of the sample was described in axisymmetric conditions. A total of 182 eight-node elements

were used for meshing the 2D surface, which was refined near the imposed boundary condition to ensure

better convergence and higher results accuracy as shown in Figure 9.

Axis-symmetry  

No water exchange 

Plane of symmetry  

No water exchange 

Sealed lateral surface 

Applied boundary 

condition 
H

 =
 2

0
 m

m
 

R = 6 mm 

z 

r 

𝒙𝟎 

𝒙𝒌 

Figure 9: Scheme of the adopted finite element mesh and boundary conditions.

Two types of boundary conditions are generally employed in this kind of model to impose environmental

conditions. The first is Dirichlet boundary condition, which consists of imposing the relative humidity of a

surface (or an equivalent quantity, depending on the primary variable of the differential equation employed).

For example this could be used to impose the relative humidity within the environmental chamber directly at

the exposed air-concrete interface. Nonetheless, this approach usually overestimates the interface exchanges,

and neglects the presence of the so-called boundary-layer, whose moisture content evolves gradually depend-

ing on the distance to the material surface. The extent of this boundary-layer depends on the temperature

of the chamber, the ventilation, as well as on the surface condition of the material. A second possible type

of boundary conditions, are the Neumann-type boundary conditions, which can be generally expressed as:

−→
Jbc = hbc.(p

s
c − pec).

−→n , (13)

where psc and pec are the equivalent surfacic and external capillary pressures, respectively.
−→
Jbc is the water flux

and hbc is the convective exchange coefficient. This last parameter has a large variability (up to 4 orders of250
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Figure 10: The desorption isotherm and the relative permeability behavior laws required for the model closure.

magnitude), depending on the material and the experimental conditions [43] [44]. In the specific conditions

of this experimental campaign, however, due to the low ventilation, it is expected to be small.

As mentioned in section 4.1, the model requires the definition of four quantities, namely porosity φ,

a differentiable function of saturation with respect to capillary pressure Sl(pc), intrinsic permeability and

relative permeability. All these properties were characterized experimentally in [36], which has been used as255

a reference, with the exception of the intrinsic permeability (and more precisely, the permeability to water).

The initial relative humidity value is assumed equal to 80%, which corresponds to an initial saturation state

of 78%, as deduced above. The correspondence between relative humidity and saturation is based on the

desorption isotherm reported in [36].

4.3. Model calibration and identification of hydraulic properties260

Beside the aforementioned material properties, the model requires two additional fitting constants a

and b, which influence the shape of the Sl(pc) and Krl(Sl) functions. Desorption isotherms for this class

of materials were proposed in [36], but, to the best of the the authors’ knowledge, no direct experimental

characterization of the relative permeability of the studied class of materials is proposed in the literature.

The parameter b, identified in the van Genuchten law, was therefore taken the same in the Mualem function265

for sake of consistency.

Once the isotherms are fitted against the dataset in [36] and the consequent relative permeability function

is identified, two parameters remain to be defined: the intrinsic permeability K and coefficient of hydric

convection hbc. For this purpose, an optimisation procedure was implemented. It consists of minimising the

error between the experimental and numerical response surfaces in the [K,hbc] two-dimensional space. The
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goal is to find the values of K and hbc that minimize the total experimental/numerical error. This total

error is composed of 3 normalized independent sub-errors defined as follow: the first sub-error computes the

difference between the numerical mass loss output and the experimental one, averaged over the time steps.

The second sub-error computes the difference between the numerical saturation values and the experimental

ones (previously shown in Figure 7), averaged over all the nodes on the geometric line [x0, xk] (see Figure 9)

and then over all the time steps on which the measurements were done. Finally, the last sub-error computes

the difference between numerical and experimental saturation “average slope”, averaged over time. This

“average slope” considers the saturation gradient as a line delimited by x0, where Sx0

l = Smax
l , and xk,

where Sxk

l = Smin
l . The system of equations of the numerical/experimental errors reads:





tn∑

ti=t0

∣∣∣∆M
ti
exp−∆M

ti
num

∆M
ti
exp

∣∣∣
n

︸ ︷︷ ︸
Mass loss

cumulative error

< α

tn∑

ti=t0

1

n

( xk∑

xj=x0

∣∣∣Sl
xj ,ti
num − Sl

xj ,ti
exp

∣∣∣
k

)

︸ ︷︷ ︸
Saturation values
cumulative error

< β

tn∑

ti=t0

∣∣(Sl
xk,ti
num − Sl

x0,ti
num)− (Sl

xk,ti
exp − Sl

x0,ti
exp )

∣∣
n

︸ ︷︷ ︸
Saturation profiles’ slopes

cumulative error

< γ

(14)

Where ∆M ti
exp and ∆M ti

num are respectively the experimental and numerical mass loss at the time step

ti, n is the total number of time steps, Sl
xj
num and Sl

xj
exp are respectively the numerical and experimental

saturation at the node xj which belongs to the line [x0, xk] going from the surface to the core of the sample.

α,β, γ are the threshold factors under which the constraint is full field, specifically, α is the threshold factor270

for the mass loss dataset, β and γ are respectively the threshold factor for the saturation value and the

saturation slope data-set. The value of these threshold parameters are to be chosen by the user and depends

on the tolerance he sets to achieve a satisfying fitting. In here, for instance, we assume that any mass loss

error below 0.25% gives a satisfying fitting.

The key steps in the modelling approach and the experimental/numerical error minimization procedure275

are illustrated in Figure 11.
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for all 𝐾𝑖 in 𝑲
for all ℎ𝑏𝑐𝑖 in 𝒉𝒃𝒄

for all time steps in 𝒕𝒏𝒖𝒎
• Solve the drying problem having 𝐾𝑖and ℎ𝑏𝑐𝑖 as input parameters

• Compute the corresponding mass loss + export dataset 

• Compute the saturation profiles at 𝒕𝒆𝒙𝒑 + export dataset

end

end

end

• Generate the mesh

• Identify the parameters for desorption isotherm and relative permeability 

Saturation profiles 

derived from neutron 

tomography at 𝒕𝒆𝒙𝒑
• Build the experimental mass loss surface response𝑀𝐿𝑒𝑥𝑝 𝐾, ℎ𝑏𝑐, 𝑡 = 𝑀𝐿𝑒𝑥𝑝(𝑡)
• Build the experimental saturation volume response𝑆𝑙𝑒𝑥𝑝 𝐾, ℎ𝑏𝑐 , 𝑡, 𝑧 = 𝑆𝑙𝑒𝑥𝑝 𝑡, 𝑧
• Build the numerical mass loss response surface and saturation volume 

response 

• Compute the error between the experimental and numerical quantities

• Plot the graphical solution of each inequality in the system (14) and find 

the intersection

Figure 11: Flowchart detailing the modelling approach and the experimental/numerical error minimization procedure.

The minimization procedure output is visualized in Figure 12. On the left, the evolving numerical and

experimental mass loss surfaces in [K,hbc] space are visualized at a specific time step, here, at 109 days.

Each node of the numerical mass loss surface represents the mass loss output of the simulation having the

corresponding [K,hbc] as input parameters. As to be expected, this surface shows a minimum when hbc280

and K have there lowest value in the space, i.e., at K = 4 × 10−21 and hbc = 0.1 and shows a maximum

at K = 5 × 10−20 and hbc = 3.5. On the other hand, the experimental mass loss response surface in this

plot is represented by a constant horizontal surface in the [K,hbc] space at each specific time step. This

constant value corresponds to the interpolated mass loss value of the previously shown curve in Figure 1

at the corresponding numerical time steps. In the middle, the mass loss cumulative error response surface285

is shown together with the sets of [K,hbc] that fulfills the first inequality in the equation 14. This set of

points can be also represented by a polygon that joins the points on the boundary of the formed shape.

Finally, on the right, the graphical solution of each inequality in equation 14 is plotted. It was found that

the intersection of these 3 polygons is a point that corresponds to a permeability K value equal to 10−20 and

to a coefficient of hydric exchange hbc equal to 0.4. The value of hbc was found to be one/two order(s) of290

magnitude smaller than reported in other studies (e.g., [45]). This is likely caused by the lack of ventilation

in the environmental control chamber. On the other hand, the value of K is marginally higher than the
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common estimation of this parameter. This discrepancy might be also attributed to the simplified nature

of the adopted model which only accounts for the permeation of liquid water, neglecting the contribution

of the diffusion of vapour. In fact, the low value of coefficient of hydric exchange slows the kinetics of295

the process, allowing a slow diffusion of vapor to take place in the porosity. The identified value of “K”

is therefore the cumulative result of two distinct water transport processes: liquid water permeation and

vapor diffusion. On the other hand, unlike other studies, the neutron tomographies acquired inhere allows

for a direct measurement of saturation profile which is a more reliable dataset for the numerical fitting in

comparison to other methods in the literature. Moreover, the suggested minimization procedure allows for300

a more objective fitting and for a more accurate identification for the hydraulic parameters than what can

be found in different studies.

Figure 12: Minimization procedure: (Left) numerical and experimental mass loss response surfaces in [K,hbc] space at 109

days, (Middle) cumulative mass loss error surface together with the sets of [K,hbc] fulfilling the mass loss inequality, (Right)

Graphical solutions of all the inequalities in equation 14 which intersect at [K = 10−20, hbc = 0.4].

Using the values of [K,hbc] identified by the minimization procedure, the mass loss and saturation

gradients numerical outputs are plotted against experimental data in Figure 13 and Figure 14, which shows

a good agreement, within experimental error.305
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5. Conclusions

In this paper, an experimental-numerical approach was proposed to fully characterize the hydric state

and properties of cement-based porous media. The novel aspect of this work lies in the adoption of neutron

tomography to characterise the drying of cement-based materials at ambient temperatures with a major

focus on measuring and validating water content profiles.310

A set of 11 laterally-sealed cylindrical samples were dried in a thermo-hydrically controlled chamber for

different time spans, while monitoring their weight loss along time. A high resolution neutron tomography

was then acquired for each sample. The key phases were then differentiated in the images and their con-

tribution to the overall neutron attenuation of the mixture was calculated. This allowed the estimation of

the spatial distribution of water for different drying times with respect to a reference, wet sample. Based315

on an estimation of the initial saturation and the porosity of the material, it was then possible to deduce

the saturation profiles to liquid water. These showed a gradient up to 10% between the exposed top surface

and the core of the sample. The overall water loss of each sample deduced from the image-based saturation

profiles and was also validated against the macroscopic mass loss derived from weight measurements.

After characterizing the spatio-temporal hydric state of the material, i.e. mass loss history and saturation320

gradients, a simplified finite element model was used to reproduce these experimental datasets and therefore

identify key hydraulic parameters such as permeability K and coefficient of hydraulic conductivity hbc.

In addition, a minimization procedure was developed to ensure a more objective fitting procedure and

to carefully assess the identification of those parameters. The numerical output were compared to the

experimental ones and shows a fair agreement within the experimental error margin.325

6. Data availability statement

The raw neutron tomography data-sets of the mortar samples will be available for ILL user club members

in 3 to 5 years time at:

https://data.ill.fr/proposal/getfile?file=201/d50tomo/exp_UGA-98/rawdata - the analyzed exper-

iment are in folders 01 M1, 02 M7, 03 M11, 05 M14, 06 M15, 07 M6, 08 M16, 09 M8, 10 M4 and 12 M3.330
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