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Abstract—With the aim of relocating consumption and produc-
tion, energy management at the scale of a micro-grid seems to be
a lever to improve system efficiency, lifespan and profitability. The
purpose of our work is to implement an energy management pol-
icy using reinforcement learning techniques in order to maximize
the profits and considering different time-varying phenomena:
variable power production from a PV system, variable power
consumption from a DC load and variable energy price. This
work will also take into account the battery degradation as a
cost to be minimized. In the near future, this application would
enable a better integration of electric vehicles in the grid.

Index Terms—Charging Systems and Infrastructures, Micro-
grids, Energy management system, Vehicule-To-Grid, Battery
degradation, Reinforcement learning

I. INTRODUCTION

The integration of Renewable Energies Sources (RES) in the
power grid and electromobility seems to be a solution to

reduce GreenHouse Gases emissions (GHG) and contribute
to tackle climate changes and global warming. These con-
siderations have led to major developments of renewable-
based technologies such as PhotoVoltaic (PV) and wind power
generation. However, these technologies are intermittent and
do not have inertia, which leads to power grid instability and
management issues. As a solution, Energy Storage Systems
(ESS), such as batteries, are added in Micro-Grids (MG)
connected to the grid, in order to improve flexibility and allow
Energy Management System (EMS) with complex strategies
making the all system more reliable and resilient [1]. More-
over, the environmental footprint of buildings is estimated at
30% of GHG emission and energy consumption [2]. More
than being a solution for the building themselves, optimal EMS
would enable a improve the ESS integration such as stationary
batteries, and/or second life batteries and/or Electric Vehicles
(EV) in the MG.

Our work aims at finding an optimal energy management
policy on a given MG in order to improve its sustainability
and its profitability. The MG considered in this paper had been
scaled in articles [3] and [4].

Markov Decision Processes (MDP) and Agent-based algo-
rithms such as Q-learning have shown a good efficiency in
high dimension sequential optimisation problems and will be
used in our study. This techniques are already used for solving
such problems and they are mainly focused in the cost of sold
and purchased energy. The purpose of our work is to add the
degradation of the ESS both in the model and as a decision
variable.

Section II presents a brief literature review on what have
been done so far in terms of Reinforcement Learning (RL)
techniques applied to EMS in MG. Section III aims at giving a
model to the system considered in this study. Section IV gives
the formulation of the problem that has to be solved by the RL
algorithms. Section V presents some results, discussions and
perspectives of this work. Section VI gives the conclusions.

II. STATE OF THE ART

Most of the subjects which deal with optimal EMS in
MG are mainly focused on the amount of purchases and
sells of energy. For example, the work presented in [5] con-
tributed to show the interest of Q-learning methods in energy
management problems with economic criteria, compared to
deterministic methods and the relevance of a good discrete
size. The work done in [6] on the time basis of a day consisted
in a comparison between a trading and a non-trading case, and
proved the relevance of the latter. Moreover, in this type of
optimisation problem the aging aspect is barely considered and
could represent a non-negligible potential blow on a long term
basis.

Other non-economic criteria are often taken into account
without being considered as part of the objective function.
For instance, the study carried out for the stoRES project in
2019 was aiming at maximizing the self-consumption ratio
on a bunch of sites in Europe considering the evolution of
batteries efficiency [7].



Hence, the purpose of our work is to take into account the
ESS degradation both as a part of the cost and as a component
of a state.

III. SYSTEM MODELING

The MG considered in this paper consists of a PV produc-
tion system (i.e. solar panels), an ESS (i.e. a battery pack),
an electric DC load (i.e. a lighting network with a set of
LEDs) and a connection to a large scale network which enables
imports and exports of electrical energy. In Fig. 1, we show
the different potential power flows in the MG.

Fig. 1. Micro-grid structure and power flows

The possibility of a Vehicle-To-Grid (V2G) configuration
could also be considered with a direct flow between the power
grid and the ESS, in both directions. In a first approach this
possibility is not implemented.

In our case, the algorithms and the model are implemented
in Python language.

A. Micro-grid specifications

The PV and ESS specifications have already been set in [3].
This work suggests a new optimal sizing algorithm using a
power/energy consideration. An optimal compromise between
PV and ESS sizes is proposed with 0.65kWp STC1 of PV
panels and an ESS with a nominal energy EB

0 , of 1.87kWh.
The ESS energy efficiency, ηB , is 0.83, considered as constant.
The DC-DC converter connected between the ESS and the DC
bus has an efficiency ηDC−DC of 0.96 as measured in [8].

The amounts of production and consumption power taken
from data have already been affected by the efficiency of the
converters.

In the configuration considered in this work, the PV in-
stallation had been sized for the PV installation enable full
self-consumption [3].

B. Input data

The input data of PV power production come from the
database of the building integrated photovoltaic (BiPV) de-
scribed in [3], as well as the power consumption data available
in [4] and [3]. The power load profile is the consumption of

1Standard Test Conditions, i.e. 1000W/m2, AM1.5, 25°C

the DC lighting network [3]. The database consists of two
years (730 days) of readings, collected at a 1 min time-step,
between 2016-01-01 and 2017-12-31. PV power production
and DC load power consumption are respectively denoted pPV

t

and ploadt . These powers are both given in kiloWatts [kW].
A database description is detailed in table I.

TABLE I
INPUT DATA : PV PRODUCTION AND LOAD CONSUMPTION

pPV
t pload

t

count 1036800 1051200
mean 0.0838 kW 0,006 kW

std 0.144 kW 0,017 kW
min 0.0 kW 0,099 kW
max 0.578 kW 0.0 kW

Data related to PV production have been verified thanks to
another database extracted from the software PVGIS [9] with
the appropriate location and installation characteristics.

In order to find some patterns, each day has been divided
into 48 time intervals where each time interval has a duration
∆t taken at 30 min and the recordings of pPV

t and ploadt in
the input data have been averaged for every time-step interval.

The power profile pPV
t , ploadt , as well as all time-dependant

variables are discrete-time variables with a step time ∆t.
Hence the notation t corresponds to one of the 48 time
intervals of a given day as described in equation (1).

∀t, t = n∆t | n ∈ N (1)

C. Power flows along the DC bus

The electrical architecture of the study MG is represented
in Fig. 2.

Fig. 2. Schematic and power flow for the considered MG

The power produced by the PV system pPV
t can only be

positive or null. The power received by the DC load ploadt



can only be positive or null. The ESS can both receive or
deliver power and we set that pBt is positive when battery
is discharging and negative when it is charging. The power
that is purchased or sold from and to the power grid, called
pgt , is taken positive when energy is bought and negative
when energy is sold. These conventions are illustrated in the
schematic diagram of Fig. 2.

A balance power, pbalt , is derived from Fig. 2 as a differ-
ence between PV power and load demand, and defined with
equation (2).

pbalt = pPV
t − ploadt (2)

If we sum up the powers along the DC bus we get (3).

pgt + pBt + pPV
t − ploadt = 0 (3)

And then equation (3) is simplified with equation (2) to get
(4).

pgt + pBt + pbalt = 0 (4)

In our case, only full power flows are considered which
means that the power pBt going to or from the ESS cannot
be split or lowered. The same rule is applied to the powered
exchanged with the power grid pgt . Hence pBt and pgt cannot
be non-zero on a same time interval.

D. Battery model

In our work, the ESS charge level is given in terms of energy
as a State of Energy (SoE) which is given by equation 5 during
charge and by equation 6 during discharge operating modes.

SoEt+∆t = SoEt − ηDC−DC × ηB × PB
t ×∆t

EB
0

(5)

SoEt+∆t = SoEt −
1

ηDC−DC
× PB

t ×∆t

EB
0

(6)

Where EB
0 denotes the initial amount of energy in the

ESS.

The ESS State of Health (SoH), with energy consideration is
given by equation 7, so called SoHE

t .

SoHE
t =

EB
0 − EB,loss

t

EB
0

(7)

IV. PROBLEM FORMULATION

The EMS aims at finding an optimal policy for battery
charge and discharge in order to ensure system profitability
taking as inputs the production and consumption powers as
well as ESS ageing. The goal of this optimization can be
expressed in the paradigm of the Q-learning as a Reward to
be maximized.

A global Reward over the whole time of the experience,
noted T , has to be maximized. It is defined as rtotal in equation
(8).

rtotal =

T∑
t=0

rt (8)

Where each Reward, rt, is the opposite of a cost, noted
ct, as defined in equation (9). The cost ct is split into three
components, namely the cost of the power sold to the grid,
cSt , the cost of the power purchased from the grid, cPt , and the
cost of the battery degradation cdegt , as described in equation
(10). Those costs have not been normalized in order to show
their actual impact on the policy.

rt = −ct (9)

ct = −cSt + cPt + cdegt (10)

The ESS degradation cost will be explained in subsection
IV-A. The costs cSt and cPt are both defined as follows :

cSt = pg,St × rateSt ×∆t (11a)

cPt = pg,Pt × ratePt ×∆t (11b)

Where the power exchanged with the power grid pgt is split
into two variables pg,St and pg,Pt for sale and purchase modes,
respectively.

Rates of sold and purchased energy, respectively rateSt and
ratePt are based on the french market which uses an on-peak
/ off-peak system for purchased energy and a constant rate for
sold energy.

The energy sales rate is considered constant during the
period of the study at rateSt = 0.133C/kWh, which is the rate
for the first semester of 2023 in France, for a PV installation
lower than 3kWp, according to [10].

In order to highlight the influence of time periods in energy
purchase from the main grid, a fluctuation of energy cost
during the day has to be considered. The french system
imposes a format of alternating between on-peak and off-peak
hours. In order for these rates fluctuations to be relevant to
the algorithms, they must occur during system’s operating
periods, i.e. during times when load consumption and PV
panels production are not zero (approximately between 7 a.m.
and 6 p.m. each day). The chosen format for on and off -peak
hours is given in TABLE II.

TABLE II
ON AND OFF -PEAK RATES FOR DAILY TIME INTERVALS

Time interval Rate (period 1, period 2, period 3) [C/kWh]
00:00 - 06:00 off-peak rate (0.111, 0.127, 0.125)
06:00 - 12:00 on-peak rate (0.160, 0.156, 0.159)
12:00 - 13:00 off-peak rate (0.111, 0.127, 0.125)
13:00 - 23:00 on-peak rate (0.160, 0.156, 0.159)
23:00 - 00:00 off-peak rate (0.111, 0.127, 0.125)



Considering an installation of an apparent power lower than
6kV A and for the energy rates in France for 2022-2023, we
get the hourly rates from [11].

A. Cost of battery degradation

The novelty of this article is to consider the battery degra-
dation cost cdegt in the reward function, using the energy loss,
∆EB,loss

t , in the amount of ”storable” energy. The integration
of the ESS degradation is based on the degradation model of
[12]. Hence the loss of energy can be interpreted as an aging
cost that is updated at each time-step according to equation
(12) and inspired by the work done in [13].

cdegtotal =

T∑
0

cB × ∆EB,loss
t

(1− SoHE
lim)× EB

0

=

T∑
0

cdegt (12)

Thus, the degradation cost at each time interval is given by
(13).

cdegt = cB × ∆EB,loss
t

(1− SoHE
lim)× EB

0

(13)

In equations (12) and (13), cB stands for the investment
cost of a new ESS (a set of batteries pack) and the factor
(1 − SoHE

lim) represents the admissible relative loss in term
of energy. This way, if the EB,loss

t energy losses are added up
after each time interval, when we reach a total loss of (1 −
SoHE

lim) compared to the nominal energy available EB
0 (i.e.

it remains SoHE
lim of EB

0 ), then the ESS has to be changed
at the price of the initial cost cB . The parameter SoHE

lim is
set to 0.7 in this study.

The determination of ∆EB,loss
t [%] is based on results

given in [12] which shows the evolution of this loss as a
function of full equivalent cycles (FEC) in a Lithium Iron
Phosphate (LFP) storage system. Only a characteristic at low
current solicitation is considered. The original FEC data has
been translated in terms of exchanged energy, considering the
initial energy of our storage system, EB

0 . This conversion
enables to give a ∆EB,loss

t(carac) at each time interval, as shown
on Fig.3 with the black curve.

Fig. 3. Loss of energy characteristic and determination of ∆EB,loss
t(carac)

Our aging model takes as inputs the power exchanged by
the ESS and its SoE. Only the cycling aging is taken into
account in our study. At each times step, the loss ∆EB,loss

t

is calculated and a cost of degradation is computed according
to 13. This loss depends on the amount of energy that has
been exchanged since the beginning of the simulation EB

t , the
amount of energy that is going to be exchanged between t and
t+∆t. The determination of ∆EB,loss

t(carac) is represented by the
blue lines on Fig3 which is performed at each time interval.
The storable amount of energy in the ESS is decreasing along
the simulation.

The characteristic above gives a percentage of loss. Equation
14 converts it in terms of actual amount of energy.

∆EB,loss
t = ∆EB,loss

t(carac) × EB
0 (14)

Then the loss calculated in 14 enables to update SoHE
t at

each time step as already described in 7 and 13.

B. Specifications of the Q-learning algorithms

The formalism of RL algorithms relies on definition of the
different parameters as close as possible to the physics of the
MG.

In order for the future policy not to end up in forbidden
states, some global boundaries (i.e. external of the algorithms)
have to be defined, such that the ESS remains between its
energy limits EB

min and EB
max. The flowchart of fig 4 gives

the method of determination of the allowed action in each
situation.

After the execution of the algorithm described above, the
returned actions are given as inputs to the RL algorithm.

The maximum amounts of power that can be admitted
and delivered by the ESS in a time-step ∆t, namely at
PPV
max and P load

max are also set, according to the manufacturer
specifications.

ΔEt
bal ≥ 0

ΔEt
bal = pt

bal Δt

no

yes

Et
b+ΔEt

bal< Eb
max,t

no

yes

IDLE

Et
b-ΔEt

bal > Eb
min,t

no

yes
Allowed actions

IDLE | CHARGE IDLE | DISCHARGE IDLE

Fig. 4. Flowchart - allowed actions

Each state st is defined by a timing component, some non-
controllable exogenous components and controllable compo-
nents [14] and is given according to equation (15).



st ∈ S | s =
(
t, dj , SoEt, pPV

t , ploadt , ratePt , SoHE
t

)
(15)

Where t is the tth time-step of a day (out of 48 for a 30-
minute time-interval), dj is the jth day of a year, SoEt is the
level of energy of the ESS at this time-step, pPV

t is the level of
power production at this time-step, ploadt is the level of power
demand during this time-step and SoHE

t is the actual battery
state of health in term of energy.

The latter component SoHE
t has not been used so far and

might have its importance in the chosen policy.
Each component has an a priori importance in the actions

chosen on a specific state and we want to know the influence
of each one in the global optimal policy.

In order to keep a reasonable number of states, the levels
SoEt, pPV

t and ploadt only take a finite number of values. The
databases have been simplified in order to keep a reasonable
number of states. Thus, the powers have been rounded to the
closest tens of watts and the whole database have been shifted
to start from zero. Since rateSt is considered as constant, it
will not be regarded as a part of a state.

The formulation described in (15) will conduct to a large
amount of states but not every single state will eventually be
explored by the agent, as long as the trade-off between ex-
ploration and exploitation [15] is appropriated to the problem.
The ϵ parameter has been set to decrease exponentially so that
more and more importance is given to exploitation.

Three actions depending on the operating state of the battery
are considered: a ∈ A = [−1; 0; 1], defined as follows:

• action = -1 ”Discharge”

• action = 0 ”Idle”

• action = 1 ”Charge”

V. RESULTS, DISCUSSIONS AND PERSPECTIVES

The first operation consists in the establishment of the
optimal policy, for a specific day. This day have been chosen
for its representativeness of the whole period. The algorithm
performs 5000 episodes over this day and a Return is
computed for each of them. The evolution of the Return after
each episode is given in Fig. 5. Each thin blue line represents
the occurrence of a maximum return and shows the infinite
occurrence of the best policy after some episodes. In order to
avoid the algorithm to choose a non-optimal policy, the return
is checked backward from the last iteration such that the last
occurrence of the maximum value sets the optimal policy.

Starting from this initial optimal policy, each following day
is executed as a single episode, so that the policy can adapt
to the whole time of the experiment.

Fig. 5. Evolution of the return over the episodes on a specific day - moving
average (250) and occurrences of the maximum Return

In order to compare the Q-Learning results in the same
conditions, three system configurations with different EMS
strategies have been implemented :

• A passive installation, without any PV platform nor ESS
is studied for energy cost basic analysis.

• A second topology integrating PV production is consid-
ered and enables purchases and sells of energy surplus or
deficits.

• A third configuration with the full MG described in Fig. 1,
with basic rules EMS (called in literature naive, rules-
based or decision tree strategies). It prioritizes ESS charge
and discharge at each time step, based on the SoEt value
limits and on the pbalt sign according to equation (4). If
the SoEt limits are reach it uses the main power grid.

These configurations led to first results concerning the
amounts of sold and purchased electrical energy during the
experiment time period. The basic EMS strategies can be com-
pared with the strategy derived from the Q-learning algorithms
but we have to consider in this last configuration the impact
of the exchanges of energy on its aging in order to achieve
the actual comparison.

However, these first results showed the interest of a storage
system in minimizing the amount of purchased energy as
shown in the second and third raws of the table III.

TABLE III
STANDARD CONFIGURATIONS RESULTS

Sales of
energy

Purchases of
energy Profits

Passive
installation 0 C 26.58 C -26.58 C

Self-
consumption
(excess sells)

176.05 C 1.81 C 174.24 C

Full
micro-grid

with standard
rules

173.88 C 0.01 C 173.87 C

Concerning the Q-Learning results, the table below gives



the distribution between each action in terms of occurrences
over the whole time of the study.

TABLE IV
PROPORTION OF OCCURRENCES OF EACH ACTION WITH THE OPTIMAL

POLICY

Action Proportion of
occurrences

IDLE 0.720
CHARGE 0.104

DISCHARGE 0.176

However, this distribution highly depends on the a priori
balance between the different costs. Since non-normalized data
have been used, some bias can influence the optimal policy,
such as the initial price of the ESS or the typical cost of energy.
The choice of a specific country, with its own rules and rates
of electrical energy would change the optimal policy as well
as the quantitative results.

Furthermore, a specific day is chosen for the establishment
of the initial optimal policy. The choice of this day might
influence the establishment of the policy. These different
conditions and can have major impacts on the quantitative
results and it would be worth doing an impact analysis of
each of them.

As perspectives of this work and in the case of an appli-
cation including EV as a temporary storage system, some
parameters would enable the micro-grid to charge the EV
before the use in priority. Moreover, the ESS is fully described
with its level of energy but some other parameters like the
State of Charge (SoC) could also be taken into account in
further developments.

We could imagine splitting pbalt between the ESS and the
grid in a specific amount determined by an optimal balance
parameter. In this case, the self-consumption wouldn’t be to
be maximized.

We also plan to implement a complete aging model coupling
calendar and cycling effects based on the Eyring laws and the
works [16], [17].

VI. CONCLUSIONS

The work presented in this paper aims at improving in-
tegration of renewable energy systems and optimising usage
of ESS in MG. An optimal EMS based on RL is proposed.
Considering the degradation of the storage system both as a
cost and as a decision variable is one of the key points of our
work.
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