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#### Abstract

In this work, we prove the joint convergence in distribution of $q$ variables modulo one obtained as partial sums of a sequence of i.i.d. square integrable random variables multiplied by a common factor given by some function of an empirical mean of the same sequence. The limit is uniformy distributed over $[0,1]^{q}$. To deal with the coupling introduced by the common factor, we assume that the joint distribution of the random variables has a non zero component absolutely continuous with respect to the Lebesgue measure, so that the convergence in the central limit theorem for this sequence holds in total variation distance. While our result provides a generalization of Benford's law to a data adapted mantissa, our main motivation is the derivation of a central limit theorem for the stratified resampling mechanism, which is performed in the companion paper [15].


## 1 Introduction

Given $\left(Y_{i}\right)_{i>1}$ a sequence of i.i.d. square integrable random variables and a measurable real valued function $\phi$, we are going to give sufficient conditions for the convergence in distribution to the uniform law on $[0,1]$ of

$$
\begin{equation*}
\left\{\phi\left(\frac{1}{M} \sum_{i=1}^{\beta_{M}} Y_{i}\right)\left(Y_{1}+\cdots+Y_{M}\right)\right\}, \tag{1}
\end{equation*}
$$

for $\left(\beta_{M}\right)_{M \geq 1} \subseteq \mathbb{N}^{*}$ such that $\lim _{M \rightarrow \infty} \sqrt{M}\left(\frac{\beta_{M}}{M}-\beta\right)=0$ with $\beta>1$. Here $\{x\}$ denotes the fractional part of the real number $x$ given by $\{x\}=x-\lfloor x\rfloor$ where $\lfloor x\rfloor$ is the integer such that $\lfloor x\rfloor \leq x<\lfloor x\rfloor+1$ and we also define $\lceil x\rceil$ as the integer such that $\lceil x\rceil-1<x \leq\lceil x\rceil$. Our main motivation for considering (1) comes from the derivation of a central limit theorem for the stratified resampling mechanism. Before giving more details about this particular application, let us review the existing literature which addresses the case of a constant function $\phi$ with the derivation of Benford's law as a common motivation.

The convergence in distribution of the sequence $\left(V_{M}=\left\{Y_{1}+\cdots+Y_{M}\right\}\right)_{M \geq 1}$ of sums of random variables defined modulo 1 to the uniform distribution on $[0,1]$ has been studied by many researchers using Fourier analysis. In 1939, Lévy [1] gave necessary and sufficient conditions for this convergence when the $Y_{i}$ are i.i.d.. In 1986, Störmer [2] provided sufficient conditions in terms of the distribution functions of the $Y_{i}$ for the convergence to hold when the $Y_{i}$ are merely independent. In 2007, under the assumption of independent absolutely continuous $Y_{i}$, Miller and Nigrini [3] characterized the convergence of $\left(V_{M}\right)_{M \geq 1}$

[^0]in $L^{1}([0,1])$. In 2010, Szewczak [5] generalized the above results by getting rid of the hypothesis of independence of the $Y_{i}$. In particular he proved that, if the absolute value of the characteristic function of $Y_{1}+\cdots+Y_{M}$ satisfies a certain growth condition and if the set $\left\{n \in \mathbb{N} \backslash\{0\}:\left|\mathbb{E}\left(e^{2 \pi i n Y_{1}}\right)\right|=1\right\}$ is empty, then $\left(V_{M}\right)_{M \geq 1}$ converges in distribution to a uniform random variable on $[0,1]$.

Let us now briefly introduce Benford's law and the problem of the distribution of the leading digits of products of random variables (see for instance [4]). Benford's law in base $b>1$ is the probability measure $\mu_{b}$ on the interval $[1, b)$ defined by

$$
\mu_{b}([1, a))=\log _{b} a, \quad \forall a \in[1, b) .
$$

The mantissa in base $b$ of a positive real number $x$ is the unique number $\mathcal{M}_{b}(x)$ in $[1, b)$ such that $x=\mathcal{M}_{b}(x) \times b^{\left\lfloor\log _{b}(x)\right\rfloor}$. Given a sequence of positive random variables $\left(X_{i}\right)_{i \geq 1}$, many researchers ([11], [13], [12], [14]) were interested in studying the weak convergence as $M \rightarrow \infty$ of the law of $\mathcal{M}_{b}\left(\prod_{i=1}^{M} X_{i}\right)$ to $\mu_{b}$. Since $\log _{b} \mathcal{M}_{b}(x)=\left\{\log _{b}(x)\right\}$ for each positive real number $x$, one has

$$
\log _{b} \mathcal{M}_{b}\left(\prod_{i=1}^{M} X_{i}\right)=\left\{\sum_{i=1}^{M} \log _{b}\left(X_{i}\right)\right\}
$$

and this convergence is equivalent to the weak convergence of the partial sums modulo 1 of the random variables $\left(\log _{b}\left(X_{i}\right)\right)_{i \geq 1}$ by continuity of $[1, b) \ni z \mapsto \log _{b}(z)$ and its inverse.

The introduction of a non-constant function $\phi$ in our work permits to address the choice of a data dependent mantissa for instance given by the geometric mean $\hat{b}_{M}=\exp \left(\frac{1}{\beta M} \sum_{i=1}^{\beta_{M}} \ln \left(X_{i}\right)\right)$. Indeed,

$$
\log _{\hat{b}_{M}} \mathcal{M}_{\hat{b}_{M}}\left(\prod_{i=1}^{M} X_{i}\right)=\left\{\frac{\sum_{i=1}^{M} \ln \left(X_{i}\right)}{\frac{1}{\beta M} \sum_{i=1}^{\beta_{M}} \ln \left(X_{i}\right)}\right\}=\left\{\phi\left(\frac{1}{M} \sum_{i=1}^{\beta_{M}} \ln \left(X_{i}\right)\right) \sum_{i=1}^{M} \ln \left(X_{i}\right)\right\} \text { where } \phi(x)=\frac{1}{\beta x} .
$$

Compared to previous works, the main difficulty that we have to address comes from the coupling between the variables introduced through the common factor $\phi\left(\frac{1}{M} \sum_{i=1}^{\beta_{M}} Y_{i}\right)$. To overcome this difficulty, we assume that the $Y_{i}$ are i.i.d. according to a common distribution with a non-zero component absolutely continuous with respect to the Lebesgue measure. This allows us to apply one of the key results for our proof, the convergence in total variation in the central limit theorem, that we now recall. Let $F$ be a centered square-integrable random vector in $\mathbb{R}^{n}$ with identity covariance matrix and let $\left(F_{i}\right)_{i \geq 1}$ independent copies of $F$. Under the assumption that the law of $F$ has an absolutely continuous component, Prohorov [6] in the one-dimensional case $n=1$ and Halikov [16] and Makshanov [17] in the multidimensional case, proved that the total variation distance between the distribution of $\frac{1}{\sqrt{M}} \sum_{i=1}^{M} F_{i}$ and the standard Gaussian law in $\mathbb{R}^{n}$ goes to 0 as $M \rightarrow \infty$.

The study of the joint convergence of several partial sums modulo 1 with a common factor and an additional component satisfying a central limit theorem does not add further significant difficulties and is useful in the derivation of the central limit theorem for the stratified resampling mechanism. That is why we address the convergence in distribution of

$$
\begin{equation*}
\left(\left(\left\{\phi\left(\frac{1}{M} \sum_{m=1}^{\beta_{M}^{q+1}} Y_{m}\right)\left(Y_{1}+\cdots+Y_{\beta_{M}^{i}}\right)\right\}\right)_{1 \leq i \leq q}, \sqrt{M}\left(\phi\left(\frac{1}{M} \sum_{m=1}^{\beta_{M}^{q+1}} Y_{m}\right) \frac{1}{M} \sum_{i=1}^{\beta_{M}^{q+1}} Z_{i}-\theta\right)\right) \tag{2}
\end{equation*}
$$

for $\left(\beta_{M}^{1}, \cdots, \beta_{M}^{q+1}\right)_{M \geq 1} \subseteq \mathbb{N}^{q+1}$ such that $\lim _{M \rightarrow \infty} \sqrt{M}\left(\frac{\beta_{M}^{i}}{M}-\beta^{i}\right)=0$ with $0<\beta^{1}<\cdots<\beta^{q+1}$ and $\left(Z_{i}\right)_{i \geq 1}$ such that the sequence $\left(\left(Y_{i}, Z_{i}\right)\right)_{i \geq 1}$ also is i.i.d. and the last component where $\theta$ is a constant (typically
equal to $\left.\beta^{q+1} \phi\left(\beta^{q+1} \mathbb{E}\left(Y_{1}\right)\right) \mathbb{E}\left(Z_{1}\right)\right)$ converges in distribution to $T$ as $M \rightarrow \infty$. We give mild conditions ensuring that the full vectors converge in distribution to $(U, T)$ where $U$ is uniformly distributed on $[0,1]^{q}$ and independent of $T$.

## Main motivation

Let us now come back to our main motivation. We are interested in providing a central limit theorem for the stratified resampling scheme under the simplifying assumption that the $\mathbb{R}^{d}$-valued initial drawings $\left(X_{m}\right)_{m \geq 1}$ are independent and identically distributed and weighted proportionally to their image by some measurable function $g: \mathbb{R}^{d} \rightarrow(0,+\infty)$. For $M \geq 1$, resampling schemes (see for instance [10]) permit to replace the probability measure $\frac{\sum_{m=1}^{M} g\left(X_{m}\right) \delta_{X_{m}}}{\sum_{m=1}^{M} g\left(X_{m}\right)}$ with non equal weights by some empirical measure $\frac{1}{M} \sum_{m=1}^{M} \delta_{\xi_{m}^{M}}$ with the same conditional expectation given $\mathcal{F}=\sigma\left(\left(X_{m}\right)_{m \geq 1}\right)$. For $\left(U_{m}\right)_{m \geq 1}$ an independent sequence of independent random variables uniformly distributed on $(0,1)$, the stratified resampling scheme consists in setting

$$
\xi_{m}^{M}=\sum_{i=1}^{M} 1_{\left\{\bar{S}_{i-1}^{M}<m-U_{m} \leq \bar{S}_{i}^{M}\right\}} X_{i} \text { for } m \in\{1, \cdots, M\} \text { with } \bar{S}_{j}^{M}=\frac{M \sum_{m=1}^{j} g\left(X_{m}\right)}{\sum_{m=1}^{M} g\left(X_{m}\right)} \text { for } j \in\{1, \cdots, M\}
$$

under the convention $\bar{S}_{0}^{M}=0$. For $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ measurable, we have

$$
\begin{equation*}
\mathbb{E}\left(f\left(\xi_{m}^{M}\right) \mid \mathcal{F}\right)=\sum_{i=1}^{M} f\left(X_{i}\right) \int_{m-1}^{m} 1_{\left\{\bar{S}_{i-1}^{M}<u \leq \bar{S}_{i}^{M}\right\}} d u \tag{3}
\end{equation*}
$$

The central limit theorem deals with the asymptotic behaviour of $\frac{1}{\sqrt{M}} \sum_{m=1}^{M}\left(f\left(\xi_{m}^{M}\right)-\frac{\mathbb{E}\left(f\left(X_{1}\right) g\left(X_{1}\right)\right)}{\mathbb{E}\left(g\left(X_{1}\right)\right)}\right)$ as $M \rightarrow \infty$. Let us explain how the computation of the asymptotic variance is related to our main result. By a standard decomposition of the variance and the conditional independence of $\left(\xi_{m}^{M}\right)_{1 \leq m \leq M}$ given $\mathcal{F}$,

$$
\begin{aligned}
& \operatorname{Var}\left(\frac{1}{\sqrt{M}} \sum_{m=1}^{M} f\left(\xi_{m}^{M}\right)\right)=\operatorname{Var}\left(\mathbb{E}\left(\left.\frac{1}{\sqrt{M}} \sum_{m=1}^{M} f\left(\xi_{m}^{M}\right) \right\rvert\, \mathcal{F}\right)\right)+\mathbb{E}\left(\operatorname{Var}\left(\left.\frac{1}{\sqrt{M}} \sum_{m=1}^{M} f\left(\xi_{m}^{M}\right) \right\rvert\, \mathcal{F}\right)\right) \\
& =\operatorname{Var}\left(\sqrt{M} \frac{\sum_{m=1}^{M} g\left(X_{m}\right) f\left(X_{m}\right)}{\sum_{m=1}^{M} g\left(X_{m}\right)}\right)+\mathbb{E}\left(\frac{\sum_{m=1}^{M} g\left(X_{m}\right) f^{2}\left(X_{m}\right)}{\sum_{m=1}^{M} g\left(X_{m}\right)}\right)-\mathbb{E}\left(\frac{1}{M} \sum_{m=1}^{M} \mathbb{E}\left(f\left(\xi_{m}^{M}\right) \mid \mathcal{F}\right)^{2}\right)
\end{aligned}
$$

Since the asymptotic behaviour as $M \rightarrow \infty$ of the first two terms in the right-hand side can be analysed using standard arguments, we focus on that of the third term. Using (3) and $\bar{S}_{M}^{M}=M$, we get that $\sum_{m=1}^{M} \mathbb{E}\left(f\left(\xi_{m}^{M}\right) \mid \mathcal{F}\right)^{2}$ is equal to

$$
\sum_{k=0}^{M-1}\left(1+1_{\{k \geq 1\}}\right) \sum_{i=1}^{M-k} f\left(X_{i}\right) f\left(X_{i+k}\right) \sum_{m \geq\left\lfloor\bar{S}_{i-1}^{M}\right\rfloor+1} \int_{m-1}^{m} 1_{\left\{\bar{S}_{i-1}^{M}<u \leq \bar{S}_{i}^{M}\right\}} d u \int_{m-1}^{m} 1_{\left\{\bar{S}_{i+k-1}^{M}<u \leq \bar{S}_{i+k}^{M}\right\}} d u
$$

Since $\frac{1}{M} \sum_{i=1}^{M} \gamma_{i}=\int_{0}^{1} \gamma_{\lceil\alpha M\rceil} d \alpha$, we deduce that $\frac{1}{M} \sum_{m=1}^{M} \mathbb{E}\left(f\left(\xi_{m}^{M}\right) \mid \mathcal{F}\right)^{2}$ is equal to the sum over $k \in \mathbb{N}$ of $\left(1+1_{\{k \geq 1\}}\right) \int_{0}^{1} 1_{\{\lceil\alpha M\rceil \leq M-k\}} f\left(X_{\lceil\alpha M\rceil}\right) f\left(X_{\lceil\alpha M\rceil+k}\right) \psi_{k}\left(\left\{\bar{S}_{\lceil\alpha M\rceil-1}^{M}\right\}, \frac{M g\left(X_{\lceil\alpha M\rceil}\right)}{\sum_{m=1}^{M} g\left(X_{m}\right)}, \cdots, \frac{M g\left(X_{\lceil\alpha M\rceil+k}\right)}{\sum_{m=1}^{M} g\left(X_{m}\right)}\right) d \alpha$ where $\psi_{k}\left(u_{0}, w_{1}, \cdots, w_{k+1}\right)=\sum_{m \geq 1} \int_{m-1}^{m} 1_{\left\{u_{0}<u \leq u_{0}+w_{1}\right\}} d u \int_{m-1}^{m} 1 u_{\left.u_{0}+\sum_{\ell=1}^{k} w_{\ell}<u \leq u_{0}+\sum_{\ell=1}^{k+1} w_{\ell}\right\}} d u$. That is why, in order to compute the asymptotic variance of $\frac{1}{\sqrt{M}} \sum_{m=1}^{M} f\left(\xi_{m}^{M}\right)$, it is very useful to understand the
behaviour as $M \rightarrow \infty$ of $\left\{\bar{S}_{\lceil\alpha M\rceil-1}^{M}\right\}$ which is equal to the first component in (2) when $q=1, Y_{i}=$ $g\left(X_{i}\right), \phi(x)=\frac{1}{x}, \beta_{M}^{1}=\lceil\alpha M\rceil-1$ and $\beta_{M}^{2}=M$.

Regarding the Central Limit Theorem, the characteristic function of $\frac{1}{\sqrt{M}} \sum_{m=1}^{M}\left(f\left(\xi_{m}^{M}\right)-\frac{\mathbb{E}\left(f\left(X_{1}\right) g\left(X_{1}\right)\right)}{\mathbb{E}\left(g\left(X_{1}\right)\right)}\right)$ writes for $u \in \mathbb{R}$

$$
\left.\mathbb{E}\left(e^{i u \sqrt{M}\left(\frac{\sum_{m=1}^{M} g\left(X_{m}\right) f\left(X_{m}\right)}{\sum_{m=1}^{M} g\left(X_{m}\right)}-\frac{\mathbb{E}\left(f\left(X_{1}\right) g\left(X_{1}\right)\right)}{\mathbb{E}\left(g\left(X_{1}\right)\right)}\right.}\right) \prod_{m=1}^{M} \mathbb{E}\left(\left.e^{\frac{i u}{\sqrt{M}}\left(f\left(\xi_{m}^{M}\right)-\mathbb{E}\left(f\left(\xi_{m}^{M}\right) \mid \mathcal{F}\right)\right)} \right\rvert\, \mathcal{F}\right)\right) .
$$

Using some Taylor expansion of $e^{\frac{i u}{\sqrt{M}}\left(f\left(\xi_{m}^{M}\right)-\mathbb{E}\left(f\left(\xi_{m}^{M}\right) \mid \mathcal{F}\right)\right)}$, one may approximate the product by a sum of integrals of functions of

$$
\left(\left\{\bar{S}_{\left\lceil\alpha_{1} M\right\rceil-1}^{M}\right\},\left\{\bar{S}_{\left\lceil\alpha_{2} M\right\rceil-1}^{M}\right\}, \cdots,\left\{\bar{S}_{\left\lceil\alpha_{q} M\right\rceil-1}^{M}\right\}\right)
$$

with respect to $1_{\left\{0<\alpha_{1}<\alpha_{2}<\cdots<\alpha_{q}<1\right\}} d \alpha_{1} d \alpha_{2} \cdots d \alpha_{q}$. This closely relates the asymptotic behaviour of the characteristic function to the one of the vectors (2) for the choice $Y_{i}=g\left(X_{i}\right), \phi(x)=\frac{1}{x}, Z_{i}=g\left(X_{i}\right) f\left(X_{i}\right)$, $\beta_{M}^{i}=\left\lceil\alpha_{i} M\right\rceil-1$ for $i \in\{1, \cdots, q\}$ and $\beta_{M}^{q+1}=M$. In the companion paper [15], using the main result of the present paper, we compute the asymptotic variance and prove the associated central limit theorem.

## 2 Notation

We denote by $\mathbb{N}^{*}$ the set of natural numbers without 0 and by $\mathbb{R}_{+}$the set of non negative real numbers. We denote by $\lfloor x\rfloor$ the integer $j$ such that $j \leq x<j+1$ and by $\{x\}=x-\lfloor x\rfloor$ the fractional part of $x \in \mathbb{R}$. We denote by $\mu_{Y}$ the law of a $\mathbb{R}^{d}$-valued random vector $Y=\left(Y^{1}, \cdots, Y^{d}\right)$ where $d \in \mathbb{N}^{*}$ and by $\phi_{Y}$ its characteristic function given by $\phi_{Y}(u)=\mathbb{E}\left(e^{i u^{T} Y}\right)=\int_{\mathbb{R}^{d}} e^{i u^{T}} y_{Y}(d y), u \in \mathbb{R}^{d}$. The convergence in distribution is denoted by $\stackrel{d}{\Longrightarrow}$. Moreover let $\mu_{Y}=\mu_{Y, c}+\mu_{Y, s}$ denote the decomposition of $\mu_{Y}$ into a part $\mu_{Y, c}$ absolutely continuous with respect to the Lebesgue measure and a singular part $\mu_{Y, s}$. Notice that there exists $A$, a Borel subset of $\mathbb{R}^{d}$, such that $\mu_{Y, s}(A)=0$ and $\int_{\mathbb{R}^{d}} 1_{\{x \notin A\}} d x=0$. Let $p_{Y}$ denote a density of $\mu_{Y, c}$ with respect to the Lebesgue measure. In what follows, we will always consider absolute continuity with respect to the Lebesgue measure and so we avoid to write it everytime. Moreover, when we write that the law of a random variable has an absolutely continuous component we mean a non zero absolutely continuous component. We denote by $m_{Y}=\left(\mathbb{E}\left(Y^{1}\right), \cdots, \mathbb{E}\left(Y^{d}\right)\right)$ the expected value vector of $Y$. For the total variation distance between the measures $\mu_{1}$ and $\mu_{2}$, we write

$$
\begin{align*}
d_{T V}\left(\mu_{1}, \mu_{2}\right) & =\sup _{A \in \mathcal{B}\left(\mathbb{R}^{d}\right)}\left|\mu_{1}(A)-\mu_{2}(A)\right|=\frac{1}{2} \sup _{\|f\|_{\infty, \mathbb{R}} \leq 1}\left|\int_{\mathbb{R}^{d}} f(x)\left(\mu_{1}(d x)-\mu_{2}(d x)\right)\right|  \tag{4}\\
& =\frac{1}{2} \sup _{\|f\|_{\infty, \mathrm{c}} \leq 1}\left|\int_{\mathbb{R}^{d}} f(x)\left(\mu_{1}(d x)-\mu_{2}(d x)\right)\right| \tag{5}
\end{align*}
$$

where the first supremum is taken over the real-valued measurable functions and the second one is taken over the complex-valued measurable functions. The latter formulation is less usual so we will provide the proof of the third equality in the Appendix (see Lemma 5).
Given two $\mathbb{R}^{d}$-valued random vectors $X$ and $Y$ and a measurable function $g: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d^{\prime}}$ where $d^{\prime} \in \mathbb{N}^{*}$, the following inequality holds

$$
\begin{equation*}
d_{T V}\left(\mu_{g(X)}, \mu_{g(Y)}\right) \leq d_{T V}\left(\mu_{X}, \mu_{Y}\right) \tag{6}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
d_{T V}\left(\mu_{(0, X)}, \mu_{(0, Y)}\right)=d_{T V}\left(\mu_{X}, \mu_{Y}\right) \tag{7}
\end{equation*}
$$

and given $A \in \mathbb{R}^{d \times d}$ an invertible matrix

$$
\begin{equation*}
d_{T V}\left(\mu_{A X}, \mu_{A Y}\right)=d_{T V}\left(\mu_{X}, \mu_{Y}\right) \tag{8}
\end{equation*}
$$

Additionally we introduce the following notation: given a real sequence $\left(x_{j}\right)_{j \geq 1}$ and a real number $c \in \mathbb{R}$ we define for any integer $M \geq 1$

$$
\bar{x}_{M}^{c}:=\frac{x_{1}+\cdots+x_{M}+c}{M} .
$$

## 3 Main Result

Let $\left(Y_{i}, Z_{i}\right)_{i \geq 1}$ be a sequence of square-integrable i.i.d. random vectors in $\mathbb{R}^{2}$ where $Y_{i}$ is not constant. Moreover let $q \in \mathbb{N}^{*}$ and consider a sequence of vectors of integers $\left(\beta_{M}^{1}, \cdots, \beta_{M}^{q+1}\right)_{M \geq 1} \subseteq \mathbb{N}^{q+1}$ such that

$$
\lim _{M \rightarrow \infty} \sqrt{M}\left(\frac{\beta_{M}^{i}}{M}-\beta^{i}\right)=0
$$

with

$$
0<\beta^{1}<\cdots<\beta^{q+1}
$$

Let us observe that for $M$ big enough $0<\beta_{M}^{1}<\cdots<\beta_{M}^{q+1}$. Given $\left(x, z, y_{1}, \cdots, y_{q}\right) \in \mathbb{R}^{q+2}$ and $\phi$ a measurable real-valued function, we are interested in studying the convergence in distribution as $M \rightarrow \infty$ of the following random vector

$$
\begin{equation*}
\left(\left\{R_{\beta_{M}}^{1, y_{1}}\right\}, \cdots,\left\{R_{\beta_{M}}^{q, y_{q}}\right\}, \sqrt{M}\left(\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) \times \frac{\beta_{M}^{q+1}}{M} \bar{Z}_{\beta_{M}^{q+1}}^{z}-\theta\right)\right) \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{\beta_{M}}^{i, y_{i}}:=\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right)\left(Y_{1}+\cdots+Y_{\beta_{M}^{i}}+y_{i}\right) \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta=\phi\left(\beta^{q+1} m_{Y}\right) \beta^{q+1} m_{Z} \tag{11}
\end{equation*}
$$

Remark 1. Let us observe that if $\phi$ is differentiable at $\beta^{q+1} m_{Y}$, the application of the delta method provides the convergence in distribution of the last component of (9):

$$
\begin{equation*}
\sqrt{M}\left(\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) \times \frac{\beta_{M}^{q+1}}{M} \bar{Z}_{\beta_{M}^{q+1}}^{z}-\theta\right) \stackrel{d}{\Longrightarrow} T \sim \mathcal{N}\left(0, \sigma_{T}^{2}\right) \tag{12}
\end{equation*}
$$

where $\sigma_{T}^{2}=\beta^{q+1}\left(\phi^{\prime}\left(\beta^{q+1} m_{Y}\right) \beta^{q+1} m_{Z}, \phi\left(\beta^{q+1} m_{Y}\right)\right)^{T} \Sigma_{\left(Y_{1}, Z_{1}\right)}\left(\phi^{\prime}\left(\beta^{q+1} m_{Y}\right) \beta^{q+1} m_{Z}, \phi\left(\beta^{q+1} m_{Y}\right)\right)$ being $\Sigma_{\left(Y_{1}, Z_{1}\right)}$ the covariance matrix of $\left(Y_{1}, Z_{1}\right)$.

We are now ready to state the main result of this work.
Theorem 1. Let $\left(Y_{i}, Z_{i}\right)_{i \geq 1}$ be a sequence of square-integrable i.i.d. random vectors in $\mathbb{R}^{2}$ such that the law of $Y_{i}$ has an absolutely continuous component. Moreover let $\left(x, z, y_{1}, \cdots, y_{q}\right) \in \mathbb{R}^{q+2}$ and let $\phi: \mathbb{R} \rightarrow \mathbb{R}$ be a measurable function differentiable at $\beta^{q+1} m_{Y}$ such that $\phi\left(\beta^{q+1} m_{Y}\right) \neq 0$. If there exists $\tilde{M} \in \mathbb{N}$ such that

$$
\begin{equation*}
\int_{\mathbb{R}} \frac{1}{\left|\phi\left(\beta^{q+1} m_{Y}+y\right)\right|^{q+1}} e^{-\tilde{M} y^{2}} d y<\infty \tag{13}
\end{equation*}
$$

then the random vector

$$
\left(\left\{R_{\beta_{M}}^{1, y_{1}}\right\}, \cdots,\left\{R_{\beta_{M}}^{q, y_{q}}\right\}, \sqrt{M}\left(\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) \times \frac{\beta_{M}^{q+1}}{M} \bar{Z}_{\beta_{M}^{q+1}}^{z}-\theta\right)\right)
$$

converges in distribution as $M \rightarrow \infty$ to ( $U, T$ ) where $T$ has been introduced in (12) and where $U$ is a uniform random variable on $[0,1]^{q}$ independent of $T$.

Remark 2. Let us observe that we can apply Theorem 1 to $\left(Y_{i}, 0\right)_{i \geq 1}$ where $\left(Y_{i}\right)_{i \geq 1}$ is a sequence of square-integrable i.i.d. real-valued random variables such that the law of $Y_{i}$ has an ab solutely continuous component. In particular we have

$$
\left(\left\{R_{\beta_{M}}^{1, y_{1}}\right\}, \cdots,\left\{R_{\beta_{M}}^{q, y_{q}}\right\}\right) \stackrel{d}{\Longrightarrow} U
$$

where $U$ is a uniform random variable on $[0,1]^{q}$. It is possible to prove that in this case the hypothesis (13) can be replaced by the following slightly weaker hypothesis: $\exists \tilde{M} \in \mathbb{N}$ such that

$$
\begin{equation*}
\int_{\mathbb{R}} \frac{1}{\left|\phi\left(\beta^{q+1} m_{Y}+y\right)\right|^{q}} e^{-\tilde{M} y^{2}} d y<\infty \tag{14}
\end{equation*}
$$

We are now going to provide the statement of Theorem 1 in the particular case where the law of $\left(Y_{1}, Z_{1}\right)$ has an absolutely continuous component and $\left(z, y_{1}, \cdots, y_{q}\right)=(0, \cdots, 0)$. This, together with the lemma that immediately follows, will allow to prove Theorem 1.
Proposition 1. Theorem 1 holds under the reinforced hypotheses that the law of $\left(Y_{i}, Z_{i}\right)$ has an absolutely continuous component and $\left(z, y_{1}, \cdots, y_{q}\right)=(0, \cdots, 0)$.
Lemma 1. Let $Y$ and $Z$ be two real-valued random variables such that the law of $Y$ has an absolutely continuous component. If $\xi$ is an absolutely continuous real-valued random variable independent of $(Y, Z)$, the law of $(Y, Z+\xi)$ has an absolutely continuous component.

We provide the proof of Proposition 1 in Section 4 and the proof of Lemma 1 in the Appendix.
Proof of Theorem 1. The proof consists of two steps. In step (i) we are going to check that the conclusion still holds when the hypothesis of existence of an absolutely continuous component for $\left(Y_{1}, Z_{1}\right)$ made in Proposition 1 is weakened to the existence of an absolutely continuous component for $Y_{1}$. Moreover we suppose that $\left(z, y_{1}, \cdots, y_{q}\right)=(0, \cdots, 0)$. In step (ii) we deal with the case when the vector $\left(z, y_{1}, \cdots, y_{q}\right) \neq(0, \cdots, 0)$.
(i) To simplify the notation in what follows we write $R_{\beta_{M}}^{i}$ instead of $R_{\beta_{M}}^{i, 0}$ and $\bar{Z}_{\beta_{M}^{q+1}}$ instead of $\bar{Z}_{\beta_{M}^{q+1}}^{0}$.

Let $\left(\xi_{i}\right)_{i \geq 1}$ be a sequence of zero-mean absolutely continuous square-integrable i.i.d. real-valued random variables independent of $\left(Y_{i}, Z_{i}\right)_{i \geq 1}$. For each $n \geq 1$, let $\xi_{i}^{n}=\frac{\xi_{i}}{n}$ and let us consider the sequence $\left(Y_{i}, Z_{i}+\xi_{i}^{n}\right)_{i \geq 1}$ of square-integrable i.i.d. random vectors in $\mathbb{R}^{2}$ such that by Lemma 1 the law of $\left(Y_{i}, Z_{i}+\xi_{i}^{n}\right)$ has an absolutely continuous component. Thus we can apply Proposition 1 and obtain that for each $n \geq 1$ the random vector

$$
\begin{equation*}
\left(\left\{R_{\beta_{M}}^{1}\right\}, \cdots,\left\{R_{\beta_{M}}^{q}\right\}, \sqrt{M}\left(\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) \times \frac{\beta_{M}^{q+1}}{M}\left(\bar{Z}_{\beta_{M}^{q+1}}+\bar{\xi}_{\beta_{M}^{q+1}}\right)-\theta\right)\right) \stackrel{d}{\Longrightarrow}\left(U, T_{n}\right) \tag{15}
\end{equation*}
$$

where $\theta=\phi\left(\beta^{q+1} m_{Y}\right) \beta^{q+1} m_{Z}, U$ is a uniform random variable on $[0,1]^{q}$ independent of $T_{n}$ and by Remark 1, $T_{n} \sim \mathcal{N}\left(0, \sigma_{T_{n}}^{2}\right)$ with

$$
\sigma_{T_{n}}^{2}=\beta^{q+1}\left(\phi^{\prime}\left(\beta^{q+1} m_{Y}\right) \beta^{q+1} m_{Z}, \phi\left(\beta^{q+1} m_{Y}\right)\right)^{T} \Sigma_{\left(Y_{1}, Z_{1}+\xi_{1}^{n}\right)}\left(\phi^{\prime}\left(\beta^{q+1} m_{Y}\right) \beta^{q+1} m_{Z}, \phi\left(\beta^{q+1} m_{Y}\right)\right)
$$

Since $\left(Y_{1}, Z_{1}+\xi_{1}^{n}\right)$ converges in $L^{2}$ to $\left(Y_{1}, Z_{1}\right)$ as $n$ goes to infinity, $\Sigma_{\left(Y_{1}, Z_{1}+\xi_{1}^{n}\right)}^{\longrightarrow} \underset{n \rightarrow \infty}{\longrightarrow} \Sigma_{\left(Y_{1}, Z_{1}\right)}$ and $\sigma_{T_{n}}^{2} \underset{n \rightarrow \infty}{\longrightarrow}$ $\sigma_{T}^{2}=\beta^{q+1}\left(\phi^{\prime}\left(\beta^{q+1} m_{Y}\right) \beta^{q+1} m_{Z}, \phi\left(\beta^{q+1} m_{Y}\right)\right)^{T} \Sigma_{\left(Y_{1}, Z_{1}\right)}\left(\phi^{\prime}\left(\beta^{q+1} m_{Y}\right) \beta^{q+1} m_{Z}, \phi\left(\beta^{q+1} m_{Y}\right)\right)$.
Let us now prove that this implies the convergence in distribution as $M \rightarrow \infty$ of (9) to ( $U, T$ ) where $T \sim \mathcal{N}\left(0, \sigma_{T}^{2}\right)$ independent of $U=\left(U_{1}, \cdots, U_{q}\right)$.
Let $\left(u_{1}, u_{2}\right) \in \mathbb{R}^{q} \times \mathbb{R}$ and let us denote the random vector $\left(\left\{R_{\beta_{M}}^{1}\right\}, \cdots,\left\{R_{\beta_{M}}^{q}\right\}\right)$ by $\left\{R_{\beta_{M}}^{i}\right\}_{i \leq q}$. For $n \geq 1$ one has

$$
\begin{aligned}
& \left|\mathbb{E}\left(e^{i u_{1}^{T}\left(\left\{R_{\beta_{M}}^{i}\right\}_{i \leq q}\right)+i u_{2} \sqrt{M}\left(\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) \times \frac{\beta_{M}^{q+1}}{M} \bar{Z}_{\beta_{M}^{q+1}}^{q-\theta}\right)}\right)-\mathbb{E}\left(e^{i u_{1}^{T} U}\right) e^{-\frac{1}{2} \sigma_{T}^{2} u_{2}^{2}}\right| \\
& \leq\left|\mathbb{E}\left(e^{i u_{1}^{T}\left(\left\{R_{\beta_{M}}^{i}\right\}_{i \leq q}\right)} e^{i u_{2} \sqrt{M}\left(\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) \times \frac{\beta_{M}^{q+1}}{M} \bar{Z}_{\beta_{M}^{q+1}}-\theta\right)}\left(1-e^{i u_{2} \sqrt{M} \phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) \frac{\beta_{M}^{q+1}}{M} \overline{\xi^{n}}{ }_{\beta_{M}^{q+1}}}\right)\right)\right| \\
& +\left|\mathbb{E}\left(e^{i u_{1}^{T}\left(\left\{R_{\beta_{M}}^{i}\right\}_{i \leq q}\right)+i u_{2} \sqrt{M}\left(\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) \times \frac{\beta_{M}^{q+1}}{M}\left(\bar{Z}_{\beta_{M}^{q+1}}+\overline{\xi^{n}}{ }_{\beta_{M}^{q+1}}\right)-\theta\right)}\right)-\mathbb{E}\left(e^{i u_{1}^{T} U}\right) e^{-\frac{1}{2} \sigma_{T_{n}}^{2} u_{2}^{2}}\right| \\
& +\left|\mathbb{E}\left(e^{i u_{1}^{T} U}\right) e^{-\frac{1}{2} \sigma_{T_{n}}^{2} u_{2}^{2}}-\mathbb{E}\left(e^{i u_{1}^{T} U}\right) e^{-\frac{1}{2} \sigma_{T}^{2} u_{2}^{2}}\right| \\
& \leq \mathbb{E}\left(\left|1-e^{i u_{2} \sqrt{M} \phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) \frac{\beta_{M}^{q+1}}{M} \overline{\xi^{n}}{ }_{\beta_{M}^{q+1}}}\right|\right) \\
& +\left|\mathbb{E}\left(e^{i u_{1}^{T}\left(\left\{R_{\beta_{M}}^{i}\right\}_{i \leq q}\right)+i u_{2} \sqrt{M}\left(\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x+1}\right) \times \frac{\beta_{M}^{q+1}}{M}\left(\bar{Z}_{\beta_{M}^{q+1}}+\overline{\xi^{n}}{ }_{\beta_{M}^{q+1}}\right)-\theta\right)}\right)-\mathbb{E}\left(e^{i u_{1}^{T} U}\right) e^{-\frac{1}{2} \sigma_{T_{n}}^{2} u_{2}^{2}}\right| \\
& +\left|e^{-\frac{1}{2} \sigma_{T_{n}}^{2} u_{2}^{2}}-e^{-\frac{1}{2} \sigma_{T}^{2} u_{2}^{2}}\right| .
\end{aligned}
$$

Let us now study the first term of the right-hand side.
By observing that $H_{M}=\sqrt{M} \phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) \frac{\beta_{M}^{q+1}}{M} \bar{\xi}_{\beta_{M}^{q+1}} \stackrel{d}{\Longrightarrow} \mathcal{N}\left(0, \beta^{q+1} \phi^{2}\left(\beta^{q+1} m_{Y}\right) \operatorname{Var}(\xi)\right)$, this in particular implies that the sequence $H_{M}$ is tight: $\forall \epsilon>0$ there exists $K_{\epsilon}>0$ such that $\sup _{M \geq 1} \mathbb{P}\left(\left|H_{M}\right|>K_{\epsilon}\right) \leq$ $\epsilon$. One has

$$
\begin{aligned}
& \mathbb{E}\left(\left|1-e^{i u_{2} \sqrt{M} \phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) \frac{\beta_{M}^{q+1}}{M} \overline{\xi^{n}}{ }_{\beta_{M}^{q+1}}^{q+1}}\right|\right)=\mathbb{E}\left(\left|1-e^{i \frac{u_{2}}{n} H_{M}}\right|\right) \\
& \quad=\mathbb{E}\left(\left|1-e^{i \frac{u_{2}}{n} H_{M}}\right| 1_{\left|H_{M}\right| \leq K_{\epsilon}}\right)+\mathbb{E}\left(\left|1-e^{i \frac{u_{2}}{n} H_{M}}\right| 1_{\left|H_{M}\right|>K_{\epsilon}}\right) \\
& \quad \leq \frac{\left|u_{2}\right|}{n} K_{\epsilon}+2 \epsilon
\end{aligned}
$$

where to obtain the last inequality we use that $\left|1-e^{i x}\right| \leq|x|, \forall x \in \mathbb{R}$.
Therefore we have obtained that $\forall \epsilon>0, \forall n>0$

$$
\begin{aligned}
& \left|\mathbb{E}\left(e^{i u_{1}^{T}\left(\left\{R_{\beta_{M}}^{i}\right\}_{i \leq q}\right)+i u_{2} \sqrt{M}\left(\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}}^{x+1}\right) \times \frac{\beta_{M}^{q+1}}{M} \bar{Z}_{\beta_{M}^{q+1}}-\theta\right)}\right)-\mathbb{E}\left(e^{i u_{1}^{T} U}\right) e^{-\frac{1}{2} \sigma_{T}^{2} u_{2}^{2}}\right| \\
& \quad \leq \frac{\left|u_{2}\right|}{n} K_{\epsilon}+2 \epsilon+\left|e^{-\frac{1}{2} \sigma_{T_{n}}^{2} u_{2}^{2}}-e^{-\frac{1}{2} \sigma_{T}^{2} u_{2}^{2}}\right| \\
& \quad+\left|\mathbb{E}\left(e^{i u_{1}^{T}\left(\left\{R_{\beta_{M}}^{i}\right\}_{i \leq q}\right)+i u_{2} \sqrt{M}\left(\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x+1}\right) \times \frac{\beta_{M}^{q+1}}{M}\left(\bar{Z}_{\beta_{M}^{q+1}}^{q+\bar{\xi}^{n}}{ }_{\beta_{M}^{q+1}}^{q+1}\right)-\theta\right)}\right)-\mathbb{E}\left(e^{i u_{1}^{T} U}\right) e^{-\frac{1}{2} \sigma_{T_{n}}^{2} u_{2}^{2}}\right| .
\end{aligned}
$$

To conclude this part of the proof it is sufficient to take in the above expression first the superior limit as $M \rightarrow \infty$ so that the last term converges to 0 by (15), then the superior limit as $n \rightarrow \infty$ so that $\frac{\left|u_{2}\right|}{n} K_{\epsilon} \rightarrow 0$ and $\left|e^{-\frac{1}{2} \sigma_{T}^{2} u_{2}^{2}}-e^{-\frac{1}{2} \sigma_{T_{n}}^{2} u_{2}^{2}}\right| \rightarrow 0$ and finally the superior limit as $\epsilon \rightarrow 0$.
(ii) Let us now take $\left(z, y_{1}, \cdots, y_{q}\right) \in \mathbb{R}^{q+2}$ different from the zero vector. One has

$$
\begin{align*}
& \left(\left\{R_{\beta_{M}}^{1, y_{1}}\right\}, \cdots,\left\{R_{\beta_{M}}^{1, y_{q}}\right\}, \sqrt{M}\left(\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) \times \frac{\beta_{M}^{q+1}}{M} \bar{Z}_{\beta_{M}^{q+1}}^{z}-\theta\right)\right)  \tag{16}\\
& =\left(\left(\left\{\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) y_{i}+\left\{R_{\beta_{M}}^{i}\right\}\right\}\right)_{1 \leq i \leq q}, \sqrt{M}\left(\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) \times \frac{\beta_{M}^{q+1}}{M} \bar{Z}_{\beta_{M}^{q+1}}-\theta\right)\right) \\
& \quad+\left(0, \cdots, 0, \frac{z}{\sqrt{M}} \phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right)\right) .
\end{align*}
$$

By the Strong Law of Large Numbers and the hypothesis of continuity of $\phi$ at $\beta^{q+1} m_{Y}, \lim _{M \rightarrow \infty} \phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) y_{i}=$ $\phi\left(\beta^{q+1} m_{Y}\right) y_{i}$. We can therefore apply the previous step and Slutsky's theorem to deduce the following convergence in distribution

$$
\begin{aligned}
& \left(\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x_{2}}\right) y_{1}+\left\{R_{\beta_{M}}^{1}\right\}, \cdots, \phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) y_{q}+\left\{R_{\beta_{M}}^{q}\right\}, \sqrt{M}\left(\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) \times \frac{\beta_{M}^{q+1}}{M} \bar{Z}_{\beta_{M}^{q+1}}-\theta\right)\right) \\
& \quad \stackrel{d}{\Longrightarrow}\left(\phi\left(\beta^{q+1} m_{Y}\right) y_{1}+U_{1}, \cdots, \phi\left(\beta^{q+1} m_{Y}\right) y_{q}+U_{q}, T\right)
\end{aligned}
$$

Now by observing that the set of the points of discontinuity of the function $\left(x_{1}, \cdots, x_{q}, y\right) \longmapsto$ $\left(\left\{x_{1}\right\}, \cdots,\left\{x_{q}\right\}, y\right)$ has a zero measure with respect to the law of $\left(\phi\left(\beta^{q+1} m_{Y}\right) y_{1}+U_{1}, \cdots, \phi\left(\beta^{q+1} m_{Y}\right) y_{q}+U_{q}, T\right)$ and applying the continuous mapping theorem we can deduce that

$$
\begin{aligned}
& \left(\left(\left\{\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) y_{i}+\left\{R_{\beta_{M}}^{i}\right\}\right\}\right)_{1 \leq i \leq q}, \sqrt{M}\left(\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) \times \frac{\beta_{M}^{q+1}}{M} \bar{Z}_{\beta_{M}^{q+1}}-\theta\right)\right) \\
& \quad \stackrel{d}{\Longrightarrow}\left(\left\{\phi\left(\beta^{q+1} m_{Y}\right) y_{1}+U_{1}\right\}, \cdots,\left\{\phi\left(\beta^{q+1} m_{Y}\right) y_{q}+U_{q}\right\}, T\right) \stackrel{d}{=}\left(U_{1}, \cdots, U_{q}, T\right) .
\end{aligned}
$$

This combined with the fact that $\left(0, \cdots, 0, \frac{z}{\sqrt{M}} \phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right)\right)$ converges as $M$ goes to infinity to the zero vector allows to conclude that (16) converges in distribution to $(U, T)$.

## 4 Proof of Proposition 1

Before proving Proposition 1, we need some preliminary results. As done in the proof of Theorem 1, in what follows we write $R_{\beta_{M}}^{i}$ instead of $R_{\beta_{M}}^{i, 0}$ and $\bar{Z}_{\beta_{M}^{q+1}}$ instead of $\bar{Z}_{\beta_{M}^{q+1}}^{0}$. Let us observe that for each $j=1, \cdots, q$

$$
R_{\beta_{M}}^{j}=\sum_{\ell=1}^{j} R_{\beta_{M}}^{\ell-1: \ell}
$$

where we have introduced the notation $R_{\beta_{M}}^{\ell-1: \ell}:=\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right)\left(Y_{\beta_{M}^{\ell-1}+1}+\cdots+Y_{\beta_{M}^{\ell}}\right)$ with $\beta_{M}^{0}:=0$ for each $M$ by convention. Let us therefore study the asymptotic behaviour of the vector

$$
\begin{equation*}
\left(R_{M}, K_{M}\right) \tag{17}
\end{equation*}
$$

where

$$
R_{M}:=\left(R_{\beta_{M}}^{0: 1}, R_{\beta_{M}}^{1: 2}, \cdots, R_{\beta_{M}}^{q-1: q}\right)
$$

and

$$
K_{M}:=\sqrt{M}\left(\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) \times \frac{\beta_{M}^{q+1}}{M} \bar{Z}_{\beta_{M}^{q+1}}-\theta\right)=\frac{\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) \beta_{M}^{q+1} \bar{Z}_{\beta_{M}^{q+1}}-M \theta}{\sqrt{M}}
$$

with $\theta$ as in (11).
The proof of the following proposition is given in Section 5.
Proposition 2. Let $\gamma=\left(\beta^{1}, \beta^{2}-\beta^{1}, \cdots, \beta^{q}-\beta^{q-1}\right)$. Under the assumptions of Proposition 1 the following convergence in total variation holds

$$
\begin{equation*}
d_{T V}\left(\mu_{\left(\frac{R_{M-m_{Y} \phi\left(\beta q+1 m_{Y}\right) M \gamma}}{\sqrt{M}}, K_{M}\right)}, \mathcal{N}(0, \Gamma)\right) \underset{M \rightarrow \infty}{\longrightarrow} 0 \tag{18}
\end{equation*}
$$

where $\Gamma \in \mathbb{R}^{(q+1) \times(q+1)}$ is a positive definite covariance matrix.
Let us now state the Weyl criterion concerning the convergence in distribution to a vector composed of a uniform random variable on $[0,1]^{q}$ and an independent vector.

Theorem 2 (Weyl criterion). Let $\left(B_{M}\right)_{M \geq 1}$ be a sequence of $\mathbb{R}^{q}$-valued random vectors and let $\left(H_{M}\right)_{M \geq 1}$ be a sequence of $\mathbb{R}^{q^{\prime}}$-valued random vectors that converges in distribution to a $\mathbb{R}^{q^{\prime}}$-valued random vector $H$. Then as $M \rightarrow \infty$ the sequence $\left(\left\{B_{M}^{1}\right\}, \cdots,\left\{B_{M}^{q}\right\}, H_{M}\right)$ converges in distribution to $(U, H)$ where $U$ is independent of $H$ and uniformly distributed on $[0,1]^{q}$ if and only if for every $k \in \mathbb{Z}^{q} \backslash\{0\}$ and $u \in \mathbb{R}^{q^{\prime}}$

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \phi_{\left(B_{M}, H_{M}\right)}(2 k \pi, u)=0 \tag{19}
\end{equation*}
$$

For the sake of completeness, the proof of Theorem 2 is provided in Section 5 . We are now ready to prove Proposition 1.

Proof of Proposition 1. By Theorem 2, it is sufficient to prove that for each $k \in \mathbb{Z}^{q} \backslash\{0\}, u \in \mathbb{R}$

$$
\lim _{M \rightarrow \infty} \phi_{\left(R_{\beta_{M}}^{1}, \cdots, R_{\beta_{M}}^{q}, \sqrt{M}\left(\phi\left(\frac{\beta_{M}^{q+1}}{M} \bar{Y}_{\beta_{M}^{q+1}}^{x}\right) \times \frac{\beta_{M+1}^{q+1}}{M} \bar{Z}_{\beta_{M}^{q+1}}-\theta\right)\right)}(2 k \pi, u)=0 .
$$

Let us observe that it is equivalent to prove that for each $k \in \mathbb{Z}^{q} \backslash\{0\}, u \in \mathbb{R}$

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \phi_{\left(R_{M}, K_{M}\right)}(2 k \pi, u)=0 \tag{20}
\end{equation*}
$$

where $\left(R_{M}, K_{M}\right)$ has been introduced in (17).
By Proposition 2,

$$
\begin{equation*}
\lim _{M \rightarrow \infty} d_{T V}\left(\mu_{\left(a_{M} R_{M}+b_{M}, K_{M}\right)}, \mu_{Y}\right)=0 \tag{21}
\end{equation*}
$$

where $a_{M}=\frac{1}{\sqrt{M}}, b_{M}=-m_{Y} \phi\left(\beta^{q+1} m_{Y}\right) \sqrt{M} \gamma$ and $Y \sim \mathcal{N}(0, \Gamma), \Gamma$ positive definite.
For $u:=\left(u_{1}, u_{2}\right) \in\left\{\mathbb{R}^{q} \backslash\{0\}\right\} \times \mathbb{R}$

$$
\begin{aligned}
\left|\phi_{\left(R_{M}, K_{M}\right)}\left(u_{1}, u_{2}\right)\right| & =\left|\phi_{\left(a_{M} R_{M}+b_{M}, K_{M}\right)}\left(\frac{u_{1}}{a_{M}}, u_{2}\right) e^{-\frac{i u_{1}^{T} b_{M}}{a_{M}}}\right|=\left|\phi_{\left(a_{M} R_{M}+b_{M}, K_{M}\right)}\left(\frac{u_{1}}{a_{M}}, u_{2}\right)\right| \\
& \leq\left|\phi_{\left(a_{M} R_{M}+b_{M}, K_{M}\right)}\left(\frac{u_{1}}{a_{M}}, u_{2}\right)-\phi_{Y}\left(\frac{u_{1}}{a_{M}}, u_{2}\right)\right|+\left|\phi_{Y}\left(\frac{u_{1}}{a_{M}}, u_{2}\right)\right|
\end{aligned}
$$

Since by (5) the first term of the right-hand side can be bounded from above by $2 d_{T V}\left(\mu_{\left(a_{M} R_{M}+b_{M}, K_{M}\right)}, \mu_{Y}\right)$, we deduce that

$$
\limsup _{M \rightarrow \infty}\left|\phi_{\left(R_{M}, K_{M}\right)}\left(u_{1}, u_{2}\right)\right| \leq \limsup _{M \rightarrow \infty}\left|\phi_{Y}\left(\frac{u_{1}}{a_{M}}, u_{2}\right)\right|
$$

Since the law of $Y$ is absolutely continuous and $\lim _{M \rightarrow \infty} a_{M}=0$, the right-hand side goes to 0 as $M \rightarrow \infty$ by the Riemann Lebesgue lemma. In particular (20) is true.

## 5 Proof of Proposition 2 and Theorem 2

In this section we are first going to prove Proposition 2. Let $\left(Y_{i}, Z_{i}\right)_{i \geq 1}$ be a sequence of square-integrable i.i.d. random vectors in $\mathbb{R}^{2}$ such that the law of $\left(Y_{i}, Z_{i}\right)$ has an absolutely continuous component. We denote by $\Sigma$ its covariance matrix which has rank 2 .

The proof of Proposition 2 strongly relies on the following result.
Theorem 3. Let $\left(Y_{i}, Z_{i}\right)_{i \geq 1}$ be a sequence of square-integrable i.i.d. random vectors in $\mathbb{R}^{2}$ such that the law of $\left(Y_{i}, Z_{i}\right)$ has an absolutely continuous component. Under the notations introduced above

$$
\lim _{M \rightarrow \infty} d_{T V}\left(\mu_{\frac{1}{\sqrt{M}} \sum_{k=1}^{M}\left(Y_{k}-m_{Y}, Z_{k}-m_{Z}\right)}, \mu_{G}\right)=0
$$

where $G \sim \mathcal{N}(0, \Sigma)$.
Let $F$ be a centered square-integrable random variable in $\mathbb{R}^{n}$ with identity covariance matrix and let $F_{k}$, $k \in \mathbb{N}^{*}$, independent copies of $F$. The main instrument that we will use in the proof of Theorem 3 is the result about the convergence in total variation for the CLT that is $\lim _{M \rightarrow \infty} d_{T V}\left(\mu_{\frac{1}{\sqrt{M}} \sum_{k=1}^{M} F_{k}}, \mathcal{N}\left(0, I_{n \times n}\right)\right)=$ 0 where $I_{n \times n}$ denotes the identity matrix of size $n$.
Prohorov [6] in 1952 was the first to give his contribution to the problem: he proved that, in dimension 1 , a necessary and sufficient condition in order to get the result is that there exists $M_{0}$ such that the law of $\sum_{k=1}^{M_{0}} F_{k}$ has an absolutely continuous component. Halikov [16] and Makshanov [17] contribute in the same direction by extending the result to any dimension. contribute in the same direction by extending the result to any dimension. They prove that under the assumption that the law of $F$ has an absolutely continuous component, $\lim _{M \rightarrow \infty} d_{T V}\left(\mu \frac{1}{\sqrt{M}} \sum_{k=1}^{M} F_{k}, \mathcal{N}\left(0, I_{n \times n}\right)\right)=0$. See also [7]. We are now ready to prove Theorem 3.

Proof of Theorem 3. Let $O \in \mathbb{R}^{2 \times 2}$ be an orthogonal matrix $\left(O^{T} O=I\right)$ that diagonalizes $\Sigma$ that is $\Sigma=$ $O^{T} D O$ where $D$ is the diagonal matrix containing the eigenvalues $\lambda_{1}, \lambda_{2}$ of $\Sigma$. Given $G \sim \mathcal{N}(0, \Sigma)$ and by introducing the following notation $D^{-\frac{1}{2}}=\operatorname{diag}\left(\frac{1}{\sqrt{\lambda_{1}}}, \frac{1}{\sqrt{\lambda_{2}}}\right)$, we have

$$
d_{T V}\left(\mu_{\frac{1}{\sqrt{M}} \sum_{k=1}^{M}\left(Y_{k}-m_{Y}, Z_{k}-m_{Z}\right)}, \mu_{G}\right)=d_{T V}\left(\mu_{\frac{D^{-\frac{1}{2}}}{\sqrt{M}} \sum_{k=1}^{M} O\left(Y_{k}-m_{Y}, Z_{k}-m_{Z}\right)}, \mu_{D^{-\frac{1}{2} O G}}\right)
$$

where to obtain the above equality we apply (8) with $A=D^{-\frac{1}{2}} O$. By the hypothesis that the law of $\left(Y_{1}, Z_{1}\right)$ has an absolutely continuous component, the right-hand side converges to 0 as $M \rightarrow \infty$ by the result of Halikov and Makshanov mentioned above.

We now recall a result obtained by Parthasarathy and Steerneman in the second section of [8] regarding the behavior of the total variation convergence with respect to the sum and the multiplication by a real sequence.

Lemma 2. Let $\left(B_{M}\right)_{M \geq 1}$ and $\left(T_{M}\right)_{M \geq 1}$ be two independent sequences of $\mathbb{R}^{d}$-valued random variables such that $\lim _{M \rightarrow \infty} d_{T V}\left(\mu_{B_{M}}, \mu_{B}\right)=0$ and $T_{M} \stackrel{d}{\Longrightarrow} T$ for $\mathbb{R}^{d}$-valued random variables $B, T$. If $\mu_{B}$ is absolutely continuous with respect to the Lebesgue measure, then $\lim _{M \rightarrow \infty} d_{T V}\left(\mu_{B_{M}+T_{M}}, \mu_{B+T}\right)=0$. Moreover under the same condition, $\lim _{M \rightarrow \infty} d_{T V}\left(\mu_{c_{M} B_{M}}, \mu_{c_{0} B}\right)=0$ if $\left(c_{M}\right)_{M \geq 1}$ is a deterministic real sequence converging to $c_{0} \in \mathbb{R}^{*}$.

The first step in the proof of Proposition 2 consists in applying Theorem 3 so that we can work with gaussian random vectors. Thus the new problem becomes to study the convergence in total variation of the law of a given function of a normal random vector. The following lemma deals with this problem and its proof is given after the proof of Proposition 2.

Lemma 3. Let

- $\left(\eta_{M, 1}, \cdots, \eta_{M, q+2}\right)_{M \geq 1} \subseteq \mathbb{R}^{q+2}$ such that for $i=1, \cdots, q+2 \lim _{M \rightarrow \infty} \sqrt{M}\left(\frac{\eta_{M, i}}{M}-\eta_{i}\right)=0$ with $\left(\eta_{1}, \cdots, \eta_{q+2}\right) \in \mathbb{R}^{q+2}$
- $\left(W_{1}, \cdots, W_{q+2}\right)$ a zero-mean normal vector with a positive definite covariance matrix $\Sigma_{1} \in \mathbb{R}^{(q+2) \times(q+2)}$
- $\phi: \mathbb{R} \rightarrow \mathbb{R}$ be a measurable function differentiable at $\eta_{q+2}$ and such that $\phi\left(\eta_{q+2}\right) \neq 0$.

If there exists $\tilde{M} \in \mathbb{N}$ such that

$$
\begin{equation*}
\int_{\mathbb{R}} \frac{1}{\left|\phi\left(\eta_{q+2}+y\right)\right|^{q+1}} e^{-\tilde{M} y^{2}} d y<\infty \tag{22}
\end{equation*}
$$

the law of the following random vector

$$
\begin{equation*}
\left(\frac{\phi\left(\frac{\eta_{M, q+2}}{M}+\frac{W_{q+2}}{\sqrt{M}}\right)\left(\sqrt{M} W_{i}+\eta_{M, i}\right)-M \phi\left(\eta_{q+2}\right) \eta_{i}}{\sqrt{M}}\right)_{1 \leq i \leq q+1} \tag{23}
\end{equation*}
$$

converges in total variation as $M \rightarrow \infty$ to the law of $\left(\phi\left(\eta_{q+2}\right) W_{i}+\eta_{i} \phi^{\prime}\left(\eta_{q+2}\right) W_{q+2}\right)_{1 \leq i \leq q+1}$.
Remark 3. Let us observe that it is not difficult to prove the pointwise convergence of (23) to

$$
\left(\phi\left(\eta_{q+2}\right) W_{i}+\eta_{i} \phi^{\prime}\left(\eta_{q+2}\right) W_{q+2}\right)_{1 \leq i \leq q+1}
$$

Indeed for $i=1, \cdots, q+1$, using that $\lim _{M \rightarrow \infty} \sqrt{M}\left(\frac{\eta_{M, j}}{M}-\eta_{j}\right)=0$ and the hypothesis of differentiability of $\phi$ at $\eta_{q+2}$, one has

$$
\begin{aligned}
& \frac{\phi\left(\frac{\eta_{M, q+2}}{M}+\frac{W_{q+2}}{\sqrt{M}}\right)\left(\sqrt{M} W_{i}+\eta_{M, i}\right)-M \phi\left(\eta_{q+2}\right) \eta_{i}}{\sqrt{M}} \\
& \quad=\phi\left(\eta_{q+2}\right)\left(W_{i}+\sqrt{M}\left(\frac{\eta_{M, i}}{M}-\eta_{i}\right)\right)+\phi^{\prime}\left(\eta_{q+2}\right)\left(W_{q+2}+\sqrt{M}\left(\frac{\eta_{M, q+2}}{M}-\eta_{q+2}\right)\right)\left(\frac{W_{i}}{\sqrt{M}}+\frac{\eta_{M, i}}{M}\right)+o(1) \\
& \underset{M \rightarrow \infty}{\longrightarrow} \phi\left(\eta_{q+2}\right) W_{i}+\eta_{i} \phi^{\prime}\left(\eta_{q+2}\right) W_{q+2}
\end{aligned}
$$

The proof of the convergence in total variation will require more effort.

Remark 4. Let us observe that the covariance matrix of the zero-mean normal random vector $\left(\phi\left(\eta_{q+2}\right) W_{i}+\eta_{i} \phi^{\prime}\left(\eta_{q+2}\right) W_{q+2}\right)_{1 \leq i \leq q+1}$ is $A_{1} \Sigma_{1} A_{1}^{T}$ with $A_{1} \in \mathbb{R}^{q+1 \times(q+2)}$ the $q+1$-rank matrix given by

$$
A_{1}=\left(\begin{array}{ccccccc}
\phi\left(\eta_{q+2}\right) & 0 & 0 & 0 & \cdots & 0 & \eta_{1} \phi^{\prime}\left(\eta_{q+2}\right)  \tag{24}\\
0 & \phi\left(\eta_{q+2}\right) & 0 & \cdots & 0 & 0 & \eta_{2} \phi^{\prime}\left(\eta_{q+2}\right) \\
0 & 0 & \phi\left(\eta_{q+2}\right) & 0 & 0 & 0 & \cdots \\
\cdots & \cdots & \cdots & \cdots & 0 & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \phi\left(\eta_{q+2}\right) & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & \phi\left(\eta_{q+2}\right) & \eta_{q+1} \phi^{\prime}\left(\eta_{q+2}\right)
\end{array}\right)
$$

Therefore the covariance matrix is positive definite.
The combination of Theorem 3, Lemma 2 and Lemma 3 allows to prove Proposition 2.
Proof of Proposition 2. Let

$$
\begin{aligned}
\bar{\gamma} & :=\left(\beta^{1}, \beta^{2}-\beta^{1}, \cdots, \beta^{q}-\beta^{q-1}, \beta^{q+1}-\beta^{q}\right) \\
& =\left(\beta^{1}-\beta^{0}, \beta^{2}-\beta^{1}, \cdots, \beta^{q}-\beta^{q-1}, \beta^{q+1}-\beta^{q}\right)=\left(\gamma, \beta^{q+1}-\beta^{q}\right)
\end{aligned}
$$

with $\beta^{0}:=0$ by convention. For $j=1, \cdots, q+1$ let us consider the following independent $\mathbb{R}^{2}$-valued random vectors

$$
V_{M, j}:=\left(V_{M, j}^{1}, V_{M, j}^{2}\right)=\frac{1}{\sqrt{\bar{\gamma}_{j} M}} \sum_{i=\beta_{M}^{j-1}+1}^{\beta_{M}^{j}}\left(Y_{i}-m_{Y}, Z_{i}-m_{Z}\right)
$$

and let us rewrite $\left(\frac{R_{M}-m_{Y} \phi\left(\beta^{q+1} m_{Y}\right) M \gamma}{\sqrt{M}}, K_{M}\right)$ in terms of $V_{M}:=\left(V_{M, j}\right)_{1 \leq j \leq q+1}$. One has
with the component $g_{M, \ell}$ of $g_{M}: \mathbb{R}^{2(q+1)} \rightarrow \mathbb{R}^{q+1}$ for $\ell=1, \cdots, q$ given by: $\forall c=\left(c_{j}^{1}, c_{j}^{2}\right)_{1 \leq j \leq q+1} \in \mathbb{R}^{2(q+1)}$

$$
\begin{equation*}
g_{M, \ell}(c)=\frac{\phi\left(\frac{m_{Y} \beta_{M}^{q+1}}{M}+\frac{x}{M}+\frac{\sum_{j=1}^{q+1} \sqrt{\gamma_{j}} c_{j}^{1}}{\sqrt{M}}\right)\left(\sqrt{\left.\overline{\gamma_{\ell} M} c_{\ell}^{1}+m_{Y}\left(\beta_{M}^{\ell}-\beta_{M}^{\ell-1}\right)\right)-m_{Y} \phi\left(\beta^{q+1} m_{Y}\right) \bar{\gamma}_{\ell} M}\right.}{\sqrt{M}} \tag{25}
\end{equation*}
$$

and $\forall c=\left(c_{j}^{1}, c_{j}^{2}\right)_{1 \leq j \leq q+1} \in \mathbb{R}^{2(q+1)}$

$$
\begin{equation*}
g_{M, q+1}(c)=\frac{\phi\left(\frac{m_{Y} \beta_{M}^{q+1}}{M}+\frac{x}{M}+\frac{\sum_{j=1}^{q+1} \sqrt{\gamma_{j}} c_{j}^{1}}{\sqrt{M}}\right)\left(\sqrt{M} \sum_{j=1}^{q+1} \sqrt{\gamma_{j}} c_{j}^{2}+m_{Z} \beta_{M}^{q+1}\right)-m_{Z} \phi\left(\beta^{q+1} m_{Y}\right) \beta^{q+1} M}{\sqrt{M}} . \tag{26}
\end{equation*}
$$

The purpose now is to "asymptotically rewrite" the vector $\left(\frac{R_{M}-m_{Y} \phi\left(\beta^{q+1} m_{Y}\right) \gamma M}{\sqrt{M}}, K_{M}\right)=g_{M}\left(V_{M}\right)$ in terms of a normal random vector so to apply Lemma 3. By recalling that we denote by $\Sigma$ the covariance
matrix of $\left(Y_{i}, Z_{i}\right)$, let $G=\left(G_{1}, \cdots, G_{q+1}\right)$ where the two dimensional vectors $G_{j}=\left(G_{j}^{1}, G_{j}^{2}\right) 1 \leq j \leq q+1$ are i.i.d. according to $\mathcal{N}(0, \Sigma)$. By the independence of the random vectors $V_{M, j}$, the independence of the random vectors $G_{j}$ and the well known fact that $d_{T V}\left(\prod_{i=1}^{\ell} \tilde{\nu}_{i}, \prod_{i=1}^{\ell} \nu_{i}\right) \leq \sum_{i=1}^{\ell} d_{T V}\left(\tilde{\nu}_{i}, \nu_{i}\right)$ with $\tilde{\nu}_{i}, \nu_{i}$ probability measures for $i=1, \cdots, \ell$, we have

$$
\begin{equation*}
d_{T V}\left(\mu_{V_{M}}, \mu_{G}\right) \leq \sum_{j=1}^{q+1} d_{T V}\left(\mu_{V_{M, j}}, \mu_{G_{j}}\right) \tag{27}
\end{equation*}
$$

We are now going to prove that the right-hand side converges to 0 as $M \rightarrow \infty$. Let us observe that for $j=1, \cdots, q+1$

$$
\begin{equation*}
V_{M, j}=\frac{\sqrt{\beta_{M}^{j}-\beta_{M}^{j-1}}}{\sqrt{\bar{\gamma}_{j} M}} \times \frac{1}{\sqrt{\beta_{M}^{j}-\beta_{M}^{j-1}}} \sum_{i=\beta_{M}^{j-1}+1}^{\beta_{M}^{j}}\left(Y_{i}-m_{Y}, Z_{i}-m_{Z}\right) \tag{28}
\end{equation*}
$$

with $\lim _{M \rightarrow \infty} \frac{\sqrt{\beta_{M}^{j}-\beta_{M}^{j-1}}}{\sqrt{\bar{\gamma}_{j} M}}=1$.
Thanks to Theorem 3 and the hypothesis that the law of $\left(Y_{i}, Z_{i}\right)$ has an absolutely continuous component, $\forall j=1, \cdots, q+1$ we have that the law of $\frac{1}{\sqrt{\beta_{M}^{j}-\beta_{M}^{j-1}}} \sum_{i=\beta_{M}^{j-1}+1}^{\beta_{M}^{j}}\left(Y_{i}-m_{Y}, Z_{i}-m_{Z}\right)$ converges in total variation as $M \rightarrow \infty$ to the law of $G_{j}$ and, by Lemma 2 and (28), this implies

$$
\lim _{M \rightarrow \infty} d_{T V}\left(\mu_{V_{M, j}}, \mu_{G_{j}}\right)=0, \quad j=1, \cdots, q+1
$$

Hence we have proved the right-hand side of (27) converges to 0 as $M \rightarrow \infty$. Applying (6) with $g=g_{M}$, we deduce that

$$
d_{T V}\left(\mu_{g_{M}\left(V_{M}\right)}, \mu_{g_{M}(G)}\right) \leq d_{T V}\left(\mu_{V_{M}}, \mu_{G}\right) \underset{M \rightarrow \infty}{\longrightarrow} 0 .
$$

We are now going to prove the convergence in total variation of the law of $g_{M}(G)$ and to do so we apply Lemma 3 . Recalling that $G_{j} \sim \mathcal{N}(0, \Sigma)$ where $\Sigma$ is positive definite, $G_{j}$ i.i.d., it is possible to prove that the random variables $\sum_{j=1}^{q+1} \sqrt{\gamma_{j}} G_{j}^{1}, \sum_{j=1}^{q+1} \sqrt{\gamma_{j}} G_{j}^{2}, \sqrt{\gamma_{1}} G_{1}^{1}, \cdots, \sqrt{\gamma_{q}} G_{q}^{1}$ are linearly independent.

Thus by using that $\lim _{M \rightarrow \infty} \sqrt{M}\left(\frac{\beta_{M}^{i}}{M}-\beta^{i}\right)=0$ for $i=1, \cdots, q+1$ and (13), we can apply Lemma 3 with

- $\left(\eta_{M, 1}, \cdots, \eta_{M, q}, \eta_{M, q+1}, \eta_{M, q+2}\right)=\left(m_{Y}\left(\beta_{M}^{1}-\beta_{M}^{0}\right), \cdots, m_{Y}\left(\beta_{M}^{q}-\beta_{M}^{q-1}\right), m_{Z} \beta_{M}^{q+1}, \frac{m_{Y} \beta_{M}^{q+1}}{M}+\frac{x}{M}\right)$ and $\left(\eta_{1}, \cdots, \eta_{q}, \eta_{q+1}, \eta_{q+2}\right)=\left(m_{Y} \bar{\gamma}_{1}, \cdots, m_{Y} \bar{\gamma}_{q}, m_{Z} \beta^{q+1}, m_{Y} \beta^{q+1}\right)$
- $\left(W_{1}, \cdots, W_{q+2}\right)=\left(\sqrt{\bar{\gamma}_{1}} G_{1}^{1}, \cdots, \sqrt{\bar{\gamma}_{q}} G_{q}^{1}, \sum_{j=1}^{q+1} \sqrt{\bar{\gamma}_{j}} G_{j}^{2}, \sum_{j=1}^{q+1} \sqrt{\bar{\gamma}_{j}} G_{j}^{1}\right)$
to conclude that the law of $g_{M}(G)$ converges in total variation as $M \rightarrow \infty$ to the law of $Y \sim \mathcal{N}(0, \Gamma)$ where $\Gamma \in \mathbb{R}^{(q+1) \times(q+1)}$ is positive definite by Remark 4 .

The following lemma contains the key result to prove Lemma 3. Its proof is provided in the Appendix.

Lemma 4. Let $\left(Y_{M}\right)_{M \geq 1}$ be a sequence of $\mathbb{R}^{d}$-valued random vectors such that

$$
\begin{equation*}
\liminf _{M \rightarrow \infty} p_{Y_{M}}(x) \geq p(x) \quad d x \text { a.e. } \tag{29}
\end{equation*}
$$

with $p$ the density of an absolutely continuous $\mathbb{R}^{d}$-valued random variable $Y$. Then

1. $\lim _{M \rightarrow \infty} \int_{\mathbb{R}^{d}}\left|p_{Y_{M}}(x)-p(x)\right| d x=0$
2. $\lim _{M \rightarrow \infty} d_{T V}\left(\mu_{Y_{M}}, \mu_{Y}\right)=0$.

Proof of Lemma 3. According to Lemma 4, to prove the convergence in total variation of the law of the random vector (23) it is enough to check that its density with respect to the Lebesgue measure converges pointwise to that of its limit.

Let us preliminary observe that the density of the zero-mean normal vector $\left(W_{1}, \cdots, W_{q+2}\right)$ is given by

$$
\begin{equation*}
p\left(x_{1: q+2}\right)=\frac{1}{(2 \pi)^{\frac{q+2}{2}} \times \operatorname{det}\left(\Sigma_{1}\right)^{1 / 2}} e^{-\frac{1}{2} x_{1: q+2}^{T} \Sigma_{1}^{-1} x_{1: q+2}}, \quad x_{1: q+2} \in \mathbb{R}^{q+2} \tag{30}
\end{equation*}
$$

where we denote the vector $\left(x_{1}, \cdots, x_{q+2}\right)$ by $x_{1: q+2}$. Let us moreover observe that by the property of positive definiteness of $\Sigma_{1}^{-1}$, the smallest eigenvalue $\lambda_{1}$ of $\Sigma_{1}^{-1}$ is positive and we have

$$
\begin{equation*}
p\left(x_{1: q+2}\right) \leq \frac{1}{(2 \pi)^{\frac{q+2}{2}} \times \operatorname{det}\left(\Sigma_{1}\right)^{1 / 2}} e^{-\frac{1}{2} \lambda_{1}\left(\sum_{i=1}^{q+2} x_{i}^{2}\right)}, \quad x_{1: q+2} \in \mathbb{R}^{q+2} \tag{31}
\end{equation*}
$$

Let us now compute the density of (23). Let $f: \mathbb{R}^{q+1} \rightarrow \mathbb{R}_{+}$be a non-negative measurable function. Writing the expectation

$$
\begin{equation*}
\mathbb{E}\left(f\left(\left(\frac{\phi\left(\frac{\eta_{M, q+2}}{M}+\frac{W_{q+2}}{\sqrt{M}}\right)\left(\sqrt{M} W_{i}+\eta_{M, i}\right)-M \phi\left(\eta_{q+2}\right) \eta_{i}}{\sqrt{M}}\right)_{1 \leq i \leq q+1}\right)\right) \tag{32}
\end{equation*}
$$

as an integral with respect to the density $p$ and then applying the change of variable

$$
\xi_{i}=\frac{\phi\left(\frac{\eta_{M, q+2}}{M}+\frac{x_{q+2}}{\sqrt{M}}\right)\left(\sqrt{M} x_{i}+\eta_{M, i}\right)-M \phi\left(\eta_{q+2}\right) \eta_{i}}{\sqrt{M}} \quad i=1, \cdots, q+1
$$

with inverse

$$
\begin{equation*}
x_{M, i}:=\frac{1}{\sqrt{M}}\left(\frac{\sqrt{M} \xi_{i}+M \phi\left(\eta_{q+2}\right) \eta_{i}}{\phi\left(\frac{\eta_{M, q+2}}{M}+\frac{x_{q+2}}{\sqrt{M}}\right)}-\eta_{M, i}\right) \quad i=1, \cdots, q+1 \tag{33}
\end{equation*}
$$

for $x_{q+2} \in \mathbb{R}$ outside the set $\left\{t \in \mathbb{R}: \phi\left(\frac{\eta_{M, q+2}}{M}+\frac{t}{\sqrt{M}}\right)=0\right\}$ which is Lebesgue negligible since by a change of variable and (22)

$$
\int_{\mathbb{R}} \frac{1}{\left|\phi\left(\frac{\eta_{M, q+2}}{M}+\frac{t}{\sqrt{M}}\right)\right|^{q}+1} e^{-\tilde{M}\left(\frac{\eta_{M, q+2}}{M}-\eta_{q+2}+\frac{t}{\sqrt{M}}\right)^{2}} d t=\sqrt{M} \int_{\mathbb{R}} \frac{1}{\left|\phi\left(\eta_{q+2}+y\right)\right|^{q+1}} e^{-\tilde{M} y^{2}} d y<\infty
$$

we get

$$
\int_{\mathbb{R}} d x_{q+2} \int_{\mathbb{R}^{q+1}} \frac{1}{\left|\phi\left(\frac{\eta_{M, q+2}}{M}+\frac{x_{q+2}}{\sqrt{M}}\right)\right|^{q+1}} f\left(\xi_{1: q+1}\right) p\left(x_{M, 1}, \cdots, x_{M, q+1}, x_{q+2}\right) d \xi_{1: q+1}
$$

We have therefore obtained that the density of $\left(\frac{\phi\left(\frac{\eta_{M, q+2}}{M}+\frac{W_{q+2}}{\sqrt{M}}\right)\left(\sqrt{M} W_{i}+\eta_{M, i}\right)-M \phi\left(\eta_{q+2}\right) \eta_{i}}{\sqrt{M}}\right)_{1 \leq i \leq q+1}$ at $\xi \in \mathbb{R}^{q+1}$ is given by

$$
\begin{equation*}
\int_{\mathbb{R}} \frac{1}{\left|\phi\left(\frac{\eta_{M, q+2}}{M}+\frac{x_{q+2}}{\sqrt{M}}\right)\right|^{q+1}} p\left(x_{M, 1}, \cdots, x_{M, q+1}, x_{q+2}\right) d x_{q+2} . \tag{34}
\end{equation*}
$$

Since, by hypothesis, $\phi$ is continuous at $\eta_{q+2}$ with $\phi\left(\eta_{q+2}\right) \neq 0$, there exists $\delta>0$ such that $\forall t \in \mathbb{R}:|t| \leq \delta$

$$
\begin{equation*}
\left|\phi\left(\eta_{q+2}+t\right)\right| \geq \frac{\left|\phi\left(\eta_{q+2}\right)\right|}{2} \tag{35}
\end{equation*}
$$

Let us now study the pointwise convergence of (34). Let $M \geq 1$ and let us rewrite the integral as

$$
\begin{align*}
\int_{\mathbb{R}} \frac{1}{\left|\phi\left(\frac{\eta_{M, q+2}}{M}+\frac{x_{q+2}}{\sqrt{M}}\right)\right|^{q+1}} p\left(x_{M, 1: q+1}, x_{q+2}\right) d x_{q+2}= & \int_{\left|x_{q+2}\right| \leq \frac{\delta}{2} \sqrt{M}} \frac{1}{\left|\phi\left(\frac{\eta_{M, q+2}}{M}+\frac{x_{q+2}}{\sqrt{M}}\right)\right|^{q+1}} p\left(x_{M, 1: q+1}, x_{q+2}\right) d x_{q+2} \\
& +\int_{\left|x_{q+2}\right|>\frac{\delta}{2} \sqrt{M}} \frac{1}{\left|\phi\left(\frac{\eta_{M, q+2}}{M}+\frac{x_{q+2}}{\sqrt{M}}\right)\right|^{q+1}} p\left(x_{M, 1: q+1}, x_{q+2}\right) d x_{q+2} . \tag{37}
\end{align*}
$$

Let us start studying the convergence as $M \rightarrow \infty$ of (36). Thanks to (35) and (31) and for $M$ big enough so that $\left|\frac{\eta_{M, q+2}}{M}-\eta_{q+2}\right| \leq \frac{\delta}{2}$, we have

$$
1_{\left\{\left|x_{q+2}\right| \leq \frac{\delta}{2} \sqrt{M}\right\}} \frac{1}{\left|\phi\left(\frac{\eta_{M, q+2}}{M}+\frac{x_{q+2}}{\sqrt{M}}\right)\right|^{q+1}} p\left(x_{M, 1: q+1}, x_{q+2}\right) \leq \frac{2^{q+1}}{(2 \pi)^{\frac{q+2}{2}} \times \operatorname{det}\left(\Sigma_{1}\right)^{\frac{1}{2}}\left|\phi\left(\eta_{q+2}\right)\right|^{q+1}} e^{-\frac{1}{2} \lambda_{1} x_{q+2}^{2}}
$$

and since by hypothesis $\phi$ is continuous at $\eta_{q+2}$, for each $x_{q+2} \in \mathbb{R}$ we have

$$
\begin{equation*}
\phi\left(\frac{\eta_{M, q+2}}{M}+\frac{x_{q+2}}{\sqrt{M}}\right) \underset{M \rightarrow \infty}{\longrightarrow} \phi\left(\eta_{q+2}\right) . \tag{38}
\end{equation*}
$$

Moreover for each $x_{q+2} \in \mathbb{R}$, using that $\lim _{M \rightarrow \infty} \sqrt{M}\left(\frac{\eta_{M, i}}{M}-\eta_{i}\right)=0$ for $i=1, \cdots, q+2$ and the hypothesis of differentiability of $\phi$ one has

$$
\begin{aligned}
x_{M, i} & =\frac{1}{\sqrt{M}}\left(\frac{\sqrt{M} \xi_{i}+M \phi\left(\eta_{q+2}\right) \eta_{i}}{\phi\left(\frac{\eta_{M, q+2}}{M}+\frac{x_{q+2}}{\sqrt{M}}\right)}-\eta_{M, i}\right) \\
& =\left(\frac{\xi_{i}+\phi\left(\eta_{q+2}\right) \sqrt{M}\left(\eta_{i}-\frac{\eta_{M, i}}{M}\right)-\phi^{\prime}\left(\eta_{q+2}\right) \frac{\eta_{M, i}}{\sqrt{M}}\left(\frac{x_{q+2}}{\sqrt{M}}+\frac{\eta_{M, q+2}}{M}-\eta_{q+2}\right)+o(1)}{\phi\left(\eta_{q+2}\right)+\phi^{\prime}\left(\eta_{q+2}\right)\left(\frac{x_{q+2}}{\sqrt{M}}+\frac{\eta_{M, q+2}}{M}-\eta_{q+2}\right)+o\left(\frac{1}{\sqrt{M}}\right)}\right)
\end{aligned}
$$

$$
\begin{equation*}
\underset{M \rightarrow \infty}{\longrightarrow} \frac{\xi_{i}-\phi^{\prime}\left(\eta_{q+2}\right) \eta_{i} x_{q+2}}{\phi\left(\eta_{q+2}\right)} \tag{39}
\end{equation*}
$$

We can therefore apply Lebesgue's theorem to (36) and obtain that for each $\xi \in \mathbb{R}^{q+1}$

$$
\begin{aligned}
& \lim _{M \rightarrow \infty} \int_{\left|x_{q+2}\right| \leq \frac{\delta}{2}} \sqrt{M} \frac{1}{\left|\phi\left(\frac{\eta_{M, q+2}}{M}+\frac{x_{q+2}}{\sqrt{M}}\right)\right|^{q+1}} p\left(x_{M, 1: q+1}, x_{q+2}\right) d x_{q+2} \\
& =\frac{1}{\left|\phi\left(\eta_{q+2}\right)\right|^{q+1}} \int_{\mathbb{R}} p\left(\left(\frac{\xi_{i}-\phi^{\prime}\left(\eta_{q+2}\right) \eta_{i} x_{q+2}}{\phi\left(\eta_{q+2}\right)}\right)_{1 \leq i \leq q+1}, x_{q+2}\right) d x_{q+2} \\
& =\int_{\mathbb{R}} p\left(\left(\phi\left(\eta_{q+2}\right) W_{i}+\phi^{\prime}\left(\eta_{q+2}\right) \eta_{i} W_{q+2}\right)_{1 \leq i \leq q+1}, W_{q+2}\right)\left(\xi_{1: q+1}, x_{q+2}\right) d x_{q+2} \\
& =p_{\left(\left(\phi\left(\eta_{q+2}\right) W_{i}+\phi^{\prime}\left(\eta_{q+2}\right) \eta_{i} W_{q+2}\right)_{1 \leq i \leq q+1}\right)}\left(\xi_{1: q+1}\right) .
\end{aligned}
$$

Let us now prove that (37) converges to 0 as $M \rightarrow \infty$. By applying a change of variable and by choosing $M$ big enough so that $\left|\frac{\eta_{M, q+2}}{M}-\eta_{q+2}\right| \leq \frac{\delta}{4}$, we obtain

$$
\begin{aligned}
& \int_{\left|x_{q+2}\right|>\frac{\delta}{2} \sqrt{M}} \frac{1}{\left|\phi\left(\frac{\eta_{M, q+2}}{M}+\frac{x_{q+2}}{\sqrt{M}}\right)\right|^{q+1}} p\left(x_{M, 1: q+1}, x_{q+2}\right) d x_{q+2}=\int_{|y|>\frac{\delta}{2}} \frac{\sqrt{M}}{\left|\phi\left(\frac{\eta_{M, q+2}}{M}+y\right)\right|^{q+1}} p\left(x_{M, 1: q+1}, \sqrt{M} y\right) d y \\
& \leq \int_{|z|>\frac{\delta}{4}} \frac{\sqrt{M}}{\left|\phi\left(\eta_{q+2}+z\right)\right|^{q+1}} p\left(x_{M, 1: q+1}, \sqrt{M} z+\sqrt{M}\left(\eta_{q+2}-\frac{\eta_{M, q+2}}{M}\right)\right) d z
\end{aligned}
$$

Therefore by (31) and by using that $\forall x_{1}, x_{2} \in \mathbb{R}\left(x_{1}-x_{2}\right)^{2} \geq \frac{x_{1}^{2}}{2}-x_{2}^{2}$, one has

$$
\begin{aligned}
& 1_{\left\{|z|>\frac{\delta}{4}\right\}} \frac{\sqrt{M}}{\left|\phi\left(\eta_{q+2}+z\right)\right|^{q+1}} p\left(x_{M, 1: q+1}, \sqrt{M} z+\sqrt{M}\left(\eta_{q+2}-\frac{\eta_{M, q+2}}{M}\right)\right) \\
& \leq 1_{\left\{|z|>\frac{\delta}{4}\right\}} \frac{\sqrt{M}}{(2 \pi)^{\frac{q+2}{2}} \times \operatorname{det}\left(\Sigma_{1}\right)^{\frac{1}{2}}\left|\phi\left(\eta_{q+2}+z\right)\right|^{q+1}} e^{-\frac{1}{2} \lambda_{1}\left(\sqrt{M} z-\sqrt{M}\left(\frac{\eta_{M, q+2}}{M}-\eta_{q+2}\right)\right)^{2}} \\
& \leq 1_{\left\{|z|>\frac{\delta}{4}\right\}} \frac{\sqrt{M}}{(2 \pi)^{\frac{q+2}{2}} \times \operatorname{det}\left(\Sigma_{1}\right)^{\frac{1}{2}}\left|\phi\left(\eta_{q+2}+z\right)\right|^{q+1}} e^{-\frac{1}{4} \lambda_{1} M z^{2}} e^{\frac{1}{2} \lambda_{1}\left(\sqrt { M } \left(\frac{\left.\left.\eta_{M, q+2}-\eta_{q+2}\right)\right)^{2}}{M}\right.\right.} \\
& \leq C 1_{\left\{|z|>\frac{\delta}{4}\right\}} \frac{\sqrt{M}}{\left.(2 \pi)^{\frac{q+2}{2}} \times \operatorname{det}\left(\Sigma_{1}\right)^{\frac{1}{2}} \right\rvert\, \phi\left(\eta_{q+2}+\left.z\right|^{q+1}\right.} e^{-\frac{1}{4} \lambda_{1} M z^{2}}
\end{aligned}
$$

where for the last inequality we use that the sequence $\left(\sqrt{M}\left(\frac{\eta_{M, q+2}}{M}-\eta_{q+2}\right)\right)_{M \geq 1}$ converges to 0 and so in particular $e^{\frac{1}{2} \lambda_{1}\left(\sqrt{M}\left(\frac{\eta_{M, q+2}}{M}-\eta_{q+2}\right)\right)^{2}}$ is bounded by a positive constant $C<\infty$. The right-hand side converges to 0 as $M \rightarrow \infty$.
Let us now observe that for $|z|>\frac{\delta}{4}$ and $t \geq \frac{32}{\delta^{2} \lambda_{1}}$,

$$
\partial_{t}\left(\sqrt{t} e^{-\frac{1}{4} \lambda_{1} t z^{2}}\right)=\frac{e^{-\frac{1}{4} \lambda_{1} z^{2} t}}{4}\left(\frac{2}{\sqrt{t}}-z^{2} \sqrt{t} \lambda_{1}\right) \leq 0
$$

Therefore if $M \geq \bar{M}:=\max \left(\left\lceil\frac{4 \tilde{M}}{\lambda_{1}}\right\rceil,\left\lceil\frac{32}{\delta^{2} \lambda_{1}}\right\rceil\right)$, where $\tilde{M}$ is defined in the statement of the Lemma 3,

$$
\begin{align*}
1_{\left\{|z|>\frac{\delta}{4}\right\}} \frac{\sqrt{M}}{\left|\phi\left(\eta_{q+2}+z\right)\right|^{q+1}} e^{-\frac{1}{4} \lambda_{1} M z^{2}} & \leq 1_{\left\{|z|>\frac{\delta}{4}\right\}} \frac{\sqrt{\bar{M}}}{\left|\phi\left(\eta_{q+2}+z\right)\right|^{q+1}} e^{-\frac{1}{4} \lambda_{1} \bar{M} z^{2}}  \tag{40}\\
& \leq 1_{\left\{|z|>\frac{\delta}{4}\right\}} \frac{\sqrt{\bar{M}}}{\left|\phi\left(\eta_{q+2}+z\right)\right|^{q+1}} e^{-\tilde{M} z^{2}} \tag{41}
\end{align*}
$$

where the last term is integrable by hypothesis (22). By Lebesgue's theorem we can therefore conclude that $\int_{|z|>\frac{\delta}{4}} \frac{\sqrt{M}}{\left|\phi\left(\eta_{q+2}+z\right)\right|^{q+1}} p\left(x_{M, 1: q+1}, \sqrt{M} z+\sqrt{M}\left(\eta_{q+2}-\frac{\eta_{M, q+2}}{M}\right)\right) d z$ tends to 0 as $M \rightarrow \infty$.
In conclusion, we have obtained that the density of $\left(\frac{\phi\left(\frac{\eta_{M, q+2}}{M}+\frac{W_{q+2}}{\sqrt{M}}\right)\left(\sqrt{M} W_{i}+\eta_{M, i}\right)-M \phi\left(\eta_{q+2}\right) \eta_{i}}{\sqrt{M}}\right)_{1 \leq i \leq q+1}$ converges pointwise as $M \rightarrow \infty$ to the density of $\left(\left(\phi\left(\eta_{q+2}\right) W_{i}+\phi^{\prime}\left(\eta_{q+2}\right) \eta_{i} W_{q+2}\right)_{1 \leq i \leq q+1}\right)$.

We are now going to prove Theorem 2.
Proof of Theorem 2. We denote $\left(\left\{B_{M}\right\}, H_{M}\right):=\left(\left\{B_{M}^{1}\right\}, \cdots,\left\{B_{M}^{q}\right\}, H_{M}\right)$. Let us first observe that for every $k \in \mathbb{Z}^{q}, u \in \mathbb{R}^{q^{\prime}}$ one has
$\phi_{\left(\left\{B_{M}\right\}, H_{M}\right)}(2 \pi k, u)=\mathbb{E}\left(e^{i 2 \pi k^{T}\left\{B_{M}\right\}} e^{i u^{T} H_{M}}\right)=\mathbb{E}\left(e^{i 2 \pi k^{T} B_{M}} e^{-i 2 \pi \sum_{j=1}^{q} k_{j}\left\lfloor B_{M}^{j}\right\rfloor} e^{i u^{T} H_{M}}\right)=\phi_{\left(B_{M}, H_{M}\right)}(2 \pi k, u)$.

If $\left(\left\{B_{M}\right\}, H_{M}\right)$ converges in distribution as $M \rightarrow \infty$ to $(U, H)$ where $U$ is independent of $H$ and uniformly distributed on $[0,1]^{q}, \forall(k, u):=\left(k_{1}, \cdots, k_{q}, u\right) \in\left\{\mathbb{Z}^{q} \backslash\{0\}\right\} \times \mathbb{R}^{q^{\prime}}$ one has

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \phi_{\left(B_{M}, H_{M}\right)}(2 \pi k, u)=\lim _{M \rightarrow \infty} \phi_{\left(\left\{B_{M}\right\}, H_{M}\right)}(2 \pi k, u)=\phi_{(U, H)}(2 k \pi, u)=\mathbb{E}\left(e^{i 2 \pi k U}\right) \mathbb{E}\left(e^{i u H}\right)=0 \tag{43}
\end{equation*}
$$

Conversely, assume that (19) holds for every $(k, u) \in\left\{\mathbb{Z}^{q} \backslash\{0\}\right\} \times \mathbb{R}^{q^{\prime}}$ and let us prove that $\forall\left(u_{1}, u_{2}\right) \in$ $\mathbb{R}^{q} \times \mathbb{R}^{q^{\prime}}$,

$$
\lim _{M \rightarrow \infty} \phi_{\left(\left\{B_{M}\right\}, H_{M}\right)}\left(u_{1}, u_{2}\right)=\phi_{U}\left(u_{1}\right) \phi_{H}\left(u_{2}\right)
$$

with $(U, H)$ as above.
Fix $\left(u_{1}, u_{2}\right) \in\left\{\mathbb{R}^{q} \backslash\{0\}\right\} \times \mathbb{R}^{q^{\prime}}$. Given $0<\epsilon<\frac{1}{4}$, let us define for $j=1, \cdots, q$ a complex $\left\lceil\frac{q+1}{2}\right\rceil$-times continuously differentiable function $\phi_{\epsilon, j}$ defined on $[0,1]$ that coincides with $x_{j} \mapsto e^{i u_{1}^{j} x_{j}}$ on $[0,1-\epsilon]$ and such that $\phi_{\epsilon, j}(1)=\phi_{\epsilon, j}(0)$. It is possible to choose $\phi_{\epsilon, j}$ such that $\sup _{x \in[0,1]}\left|\phi_{\epsilon, j}(x)\right| \leq C^{\frac{1}{q}}$, with $C<\infty$ not depending on $\epsilon$ and $j$. If we now consider the function $\phi_{\epsilon}\left(x_{1}, \cdots, x_{q}\right):=\phi_{\epsilon, 1}\left(x_{1}\right) \cdots \phi_{\epsilon, q}\left(x_{q}\right)$ $\forall\left(x_{1}, \cdots, x_{q}\right) \in[0,1]^{q}$, then it is $\left\lceil\frac{q+1}{2}\right\rceil$-times continuously differentiable, coincides with $\left(x_{1}, \cdots, x_{q}\right) \mapsto$ $e^{i u_{1}^{1} x_{1}} \cdots e^{i u_{1}^{q} x_{q}}$ on $[0,1-\epsilon]^{q}$ and $\phi_{\epsilon}\left(x_{1}, \cdots, x_{j-1}, 0, x_{j+1}, \cdots, x_{q}\right)=\phi_{\epsilon}\left(x_{1}, \cdots, x_{j-1}, 1, x_{j+1}, \cdots, x_{q}\right) \forall j$, $\forall\left(x_{1}, \cdots, x_{j-1}, x_{j+1}, \cdots, x_{q}\right) \in[0,1]^{q-1}$. By the theory of Fourier's series (see for instance the Section Sobolev Spaces in Chapter 5 of [9]), there exists $M^{\epsilon} \in \mathbb{N}$ such that

$$
\begin{equation*}
\sup _{x \in[0,1]^{q}}\left|\phi_{\epsilon}(x)-\sum_{\max _{j=1, \ldots, q}\left|k_{j}\right| \leq M^{\epsilon}} c_{k}^{\epsilon} e^{i 2 \pi k^{T} x}\right|=\sup _{x \in[0,1]^{q}}\left|\phi_{\epsilon}(x)-\sum_{\left|k_{1}\right| \leq M^{\epsilon}} \ldots \sum_{\left|k_{q}\right| \leq M^{\epsilon}} c_{k}^{\epsilon} e^{i 2 \pi k^{T} x}\right| \leq \epsilon \tag{44}
\end{equation*}
$$

where for $k \in \mathbb{Z}^{q}$

$$
c_{k}^{\epsilon}=\int_{[0,1]^{q}} \phi_{\epsilon}(x) e^{-i 2 \pi k^{T} x} d x
$$

satisfies $\left|c_{k}^{\epsilon}\right| \leq C$. Let $\nu_{M}$ denote the law of $\left(\left\{B_{M}\right\}, H_{M}\right)$ (having support in $\left.[0,1]^{q} \times \mathbb{R}^{q^{\prime}}\right)$.
Given $M \geq 1$ one has

$$
\begin{aligned}
& \left|\phi_{\left(\left\{B_{M}\right\}, H_{M}\right)}\left(u_{1}, u_{2}\right)-\phi_{U}\left(u_{1}\right) \phi_{H}\left(u_{2}\right)\right| \\
& \leq\left|\int_{[0,1]^{q} \times \mathbb{R}^{q^{\prime}}}\left(e^{i u_{1}^{T} x}-\phi_{\epsilon}(x)\right) e^{i u_{2}^{T} y^{\prime}} \nu_{M}(d x, d y)\right| \\
& +\left|\int_{[0,1]^{q} \times \mathbb{R}^{q^{\prime}}} \phi_{\epsilon}(x) e^{i u_{2}^{T} y^{\prime}} \nu_{M}(d x, d y)-\sum_{\max _{j=1, \ldots, q}\left|k_{j}\right| \leq M^{\epsilon}} c_{k}^{\epsilon} \int_{[0,1]^{q} \times \mathbb{R}^{q^{\prime}}} e^{i 2 \pi k^{T} x} e^{i u_{2}^{T} y} \nu_{M}(d x, d y)\right| \\
& +\mid \sum_{\max _{j=1, \ldots, q}\left|k_{j}\right| \leq M^{\epsilon}, k \neq 0} c_{k}^{\epsilon} \int_{[0,1]^{q} \times \mathbb{R}^{q^{\prime}}} e^{i 2 \pi k^{T} x} e^{i u_{2}^{T} y_{\nu_{M}}(d x, d y)\left|+\left|c_{0}^{\epsilon} \phi_{H_{M}}\left(u_{2}\right)-c_{0}^{\epsilon} \phi_{H}\left(u_{2}\right)\right|\right.} \\
& +\left|c_{0}^{\epsilon} \phi_{H}\left(u_{2}\right)-\phi_{U}\left(u_{1}\right) \phi_{H}\left(u_{2}\right)\right| \\
& \leq(1+C) \int_{[0,1]^{q} \backslash[0,1-\epsilon]^{q}} \nu_{M}\left(d x, \mathbb{R}^{q^{\prime}}\right)+\epsilon+\left|\sum_{j=1, \cdots, q}^{\max }\right| k_{j}\left|\leq M^{\epsilon}, k \neq 0\right| \\
& +C\left|\phi_{H_{M}}\left(u_{2}\right)-\phi_{H}\left(u_{2}\right)\right|+\left|\phi_{U}\left(u_{1}\right)-c_{0}^{\epsilon}\right| .
\end{aligned}
$$

Let us look in more detail at the first term of the right-hand side. Let $\bar{\phi}_{\epsilon}$ be a real continuously differentiable function defined on $[0,1]$ that is equal to 0 on $[2 \epsilon, 1-2 \epsilon]$ and equal to 1 on $[0, \epsilon]$ and $[1-\epsilon, 1]$. By the theory of Fourier's series, there exists $\bar{M}^{\epsilon} \in \mathbb{N}$ such that

$$
\begin{equation*}
\sup _{x \in[0,1]}\left|\bar{\phi}_{\epsilon}(x)-\sum_{|\ell| \leq \bar{M}^{\epsilon}} d_{\ell}^{\epsilon} e^{i 2 \pi \ell x}\right| \leq \epsilon \tag{45}
\end{equation*}
$$

where for $\ell \in \mathbb{Z}$

$$
d_{\ell}^{\epsilon}=\int_{[0,1]} \bar{\phi}_{\epsilon}(x) e^{-i 2 \pi \ell x} d x
$$

One has

$$
\begin{aligned}
\int_{[0,1]^{q} \backslash[0,1-\epsilon]^{q}} \nu_{M}\left(d x, \mathbb{R}^{q^{\prime}}\right) \leq & \sum_{j=1}^{q} \int_{[1-\epsilon, 1]} \mu_{\left\{B_{M}^{j}\right\}}(d x) \leq \sum_{j=1}^{q} \int_{[0,1]} \bar{\phi}_{\epsilon}(x) \mu_{\left\{B_{M}^{j}\right\}}(d x) \\
\leq & \sum_{j=1}^{q} \int_{[0,1]}\left|\bar{\phi}_{\epsilon}(x)-\sum_{|\ell| \leq \bar{M}^{\epsilon}} d_{\ell}^{\epsilon} e^{i 2 \pi \ell x}\right| \mu_{\left\{B_{M}^{j}\right\}}(d x)+\sum_{j=1}^{q}\left|\sum_{|\ell| \leq \bar{M}^{\epsilon}, \ell \neq 0} d_{\ell}^{\epsilon} \int_{[0,1]} e^{i 2 \pi \ell x} \mu_{\left\{B_{M}^{j}\right\}}(d x)\right| \\
& +q\left|d_{0}^{\epsilon}\right| \\
\leq & q \epsilon+\sum_{j=1}^{q}\left|\sum_{|\ell| \leq \bar{M}^{\epsilon}, \ell \neq 0} d_{\ell}^{\epsilon} \phi_{B_{M}^{j}}(2 \pi \ell)\right|+q\left|d_{0}^{\epsilon}\right|
\end{aligned}
$$

Thus we have obtained that

$$
\begin{aligned}
& \left|\phi_{\left(\left\{B_{M}\right\}, H_{M}\right)}\left(u_{1}, u_{2}\right)-\phi_{U}\left(u_{1}\right) \phi_{H}\left(u_{2}\right)\right| \\
& \leq(1+C)\left(q \epsilon+\sum_{j=1}^{q}\left|\sum_{|\ell| \leq \bar{M}^{\epsilon}, \ell \neq 0} d_{\ell}^{\epsilon} \phi_{B_{M}^{j}}(2 \pi \ell)\right|+q\left|d_{0}^{\epsilon}\right|\right)+\epsilon+\left|\sum_{j=1, \cdots, q} \sum_{\left|k_{j}\right| \leq M^{\epsilon}, k \neq 0} c_{k}^{\epsilon} \phi_{\left(B_{M}, H_{M}\right)}\left(2 \pi k, u_{2}\right)\right| \\
& \quad+C\left|\phi_{H_{M}}\left(u_{2}\right)-\phi_{H}\left(u_{2}\right)\right|+\left|\phi_{U}\left(u_{1}\right)-c_{0}^{\epsilon}\right|
\end{aligned}
$$

Given $0<\epsilon<\frac{1}{4}$, we can first take the superior limit as $M \rightarrow \infty$ of the right-hand side.
By (19) we have

$$
\lim _{M \rightarrow \infty} \sum_{j=1}^{q}\left|\sum_{|\ell| \leq \bar{M}^{\epsilon}, \ell \neq 0} d_{\ell}^{\epsilon} \phi_{B_{M}^{j}}(2 \pi \ell)\right|=0=\lim _{M \rightarrow \infty}\left|\sum_{\max _{j=1, \cdots, q}\left|k_{j}\right| \leq M^{\epsilon}, k \neq 0} c_{k}^{\epsilon} \phi_{\left(B_{M}, H_{M}\right)}\left(2 \pi k, u_{2}\right)\right|
$$

and by the hypothesis that $H_{M} \stackrel{d}{\Rightarrow} H$ we have $\lim _{M \rightarrow \infty}\left|\phi_{H_{M}}\left(u_{2}\right)-\phi_{H}\left(u_{2}\right)\right|=0$. We therefore obtain

$$
\begin{equation*}
\limsup _{M \rightarrow \infty}\left|\phi_{\left(\left\{B_{M}\right\}, H_{M}\right)}\left(u_{1}, u_{2}\right)-\phi_{U}\left(u_{1}\right) \phi_{H}\left(u_{2}\right)\right| \leq q(1+C)\left(\epsilon+\left|d_{0}^{\epsilon}\right|\right)+\epsilon+\left|\phi_{U}\left(u_{1}\right)-c_{0}^{\epsilon}\right| \tag{46}
\end{equation*}
$$

Now since

$$
\left|d_{0}^{\epsilon}\right|=d_{0}^{\epsilon}=\int_{[0,1]} \bar{\phi}_{\epsilon}(x) d x \leq 4 \epsilon
$$

and

$$
\left|\phi_{U}\left(u_{1}\right)-c_{0}^{\epsilon}\right|=\left|\int_{[0,1]^{q}}\left(e^{i u_{1}^{T} x}-\phi_{\epsilon}(x)\right) d x\right| \leq(C+1) \int_{[0,1]^{q} \backslash[0,1-\epsilon]^{q}} d x
$$

with $\int_{[0,1]^{q} \backslash[0,1-\epsilon]^{q}} d x=1-(1-\epsilon)^{q} \underset{\epsilon \rightarrow 0}{\longrightarrow} 0$, the limit as $\epsilon \rightarrow 0$ of the right-hand side of (46) is 0 .
If $u_{1}=0$ and $u_{2} \in \mathbb{R}$, by the hypothesis that $H_{M} \stackrel{d}{\Rightarrow} H$, we directly obtain

$$
\phi_{\left(\left\{B_{M}\right\}, H_{M}\right)}\left(0, u_{2}\right)=\phi_{H_{M}}\left(u_{2}\right) \underset{M \rightarrow \infty}{\longrightarrow} \phi_{H}\left(u_{2}\right)=\phi_{U}(0) \phi_{H}\left(u_{2}\right)
$$

## 6 Appendix

Lemma 5. Given the measures $\mu_{1}$ and $\mu_{2}$ on $\mathbb{R}^{d}$, one has

$$
\begin{equation*}
\sup _{\|f\|_{\infty, \mathrm{c}} \leq 1}\left|\int_{\mathbb{R}^{d}} f(x)\left(\mu_{1}(d x)-\mu_{2}(d x)\right)\right|=2 d_{T V}\left(\mu_{1}, \mu_{2}\right) \tag{47}
\end{equation*}
$$

where the supremum is taken over the complex-valued measurable functions.

Proof of Lemma 5. By observing that the set of complex-valued measurable functions contains the set of real-valued measurable functions and that $\|f\|_{\infty, \mathbb{C}}=\|f\|_{\infty, \mathbb{R}}$ when $f$ is real-valued, thanks to (4) we can easily obtain that

$$
\sup _{\|f\|_{\infty, \mathrm{c}} \leq 1}\left|\int_{\mathbb{R}^{d}} f(x)\left(\mu_{1}(d x)-\mu_{2}(d x)\right)\right| \geq 2 d_{T V}\left(\mu_{1}, \mu_{2}\right) .
$$

For what concerns the other inequality, let $f$ be a complex-valued measurable function such that $\|f\|_{\infty, \mathbb{C}} \leq$ 1. Then there exist $\psi \geq 0$ and $\rho \in[0,2 \pi)$ such that

$$
\int_{\mathbb{R}^{d}} f(x)\left(\mu_{1}(d x)-\mu_{2}(d x)\right)=\psi e^{i \rho}
$$

Note that $\left\|\mathfrak{R e}\left(e^{-i \rho} f\right)\right\|_{\infty, \mathbb{R}} \leq\left\|e^{-i \rho} f\right\|_{\infty, \mathbb{C}}=\|f\|_{\infty, \mathbb{C}} \leq 1$. Hence

$$
\begin{aligned}
\left|\int_{\mathbb{R}^{d}} f(x)\left(\mu_{1}(d x)-\mu_{2}(d x)\right)\right| & =\int_{\mathbb{R}^{d}} \mathfrak{R e}\left(e^{-i \rho} f(x)\right)\left(\mu_{1}(d x)-\mu_{2}(d x)\right) \\
& \leq \sup _{\|g\|_{\infty, \mathbb{R}} \leq 1}\left|\int_{\mathbb{R}^{d}} g(x)\left(\mu_{1}(d x)-\mu_{2}(d x)\right)\right|=2 d_{T V}\left(\mu_{1}, \mu_{2}\right)
\end{aligned}
$$

where for the last equality we use (4). Since $f$ is arbitrary, we can conclude the proof.
Proof of Lemma 1. Let $\xi$ be an absolutely continuous random variable independent of $(Y, Z)$ where the law of $Y$ has an absolutely continuous component and let us observe that $\mu_{(Y, Z)}(d y, d z)=\mu_{Z \mid Y=y}(d z) \mu_{Y}(d y)$ where $\mu_{Z \mid Y=y}(d z)$ denotes the conditional law of $Z$ given $Y=y$. Given $f: \mathbb{R}^{2} \rightarrow \mathbb{R}_{+}$a non-negative measurable function, one has

$$
\begin{aligned}
\mathbb{E} & (f(Y, Z+\xi))=\int_{\mathbb{R}^{3}} f(y, z+\epsilon) \mu_{(Y, Z, \xi)}(d y, d z, d \epsilon)=\int_{\mathbb{R}^{3}} f(y, z+\epsilon) p_{\xi}(\epsilon) \mu_{(Y, Z)}(d y, d z) d \epsilon \\
& =\int_{\mathbb{R}^{3}} f(y, z+\epsilon) p_{\xi}(\epsilon) \mu_{Z \mid Y=y}(d z) \mu_{Y}(d y) d \epsilon=\int_{\mathbb{R}^{3}} f(y, x) p_{\xi}(x-z) \mu_{Z \mid Y=y}(d z) \mu_{Y}(d y) d x \\
& =\int_{\mathbb{R}^{2}} f(y, x) \int_{\mathbb{R}} p_{\xi}(x-z) \mu_{Z \mid Y=y}(d z) p_{Y}(y) d y d x+\int_{\mathbb{R}^{2}} f(y, x) \int_{\mathbb{R}} p_{\xi}(x-z) \mu_{Z \mid Y=y}(d z) \mu_{Y, s}(d y) d x
\end{aligned}
$$

where $\int_{\mathbb{R}^{2}} \int_{\mathbb{R}} p_{\xi}(x-z) \mu_{Z \mid Y=y}(d z) p_{Y}(y) d y d x$ is positive since $Y$ has an absolutely continuous component and $\xi$ is an absolutely continuous random variable. Thus the law of $(Y, Z+\xi)$ has an absolutely continuous component.

Proof of Lemma 4. Let us first observe that by Fatou's lemma, (29) and the fact that $p$ is a probability density, one has

$$
\liminf _{M \rightarrow \infty} \int_{\mathbb{R}^{d}} p_{Y_{M}}(x) d x \geq \int_{\mathbb{R}^{d}} \liminf _{M \rightarrow \infty} p_{Y_{M}}(x) d x \geq \int_{\mathbb{R}^{d}} p(x) d x=1
$$

Moreover $\int_{\mathbb{R}^{d}} p_{Y_{M}}(x) d x \leq 1$ for each $M \in \mathbb{N}^{*}$. Therefore we can conclude that

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \int_{\mathbb{R}^{d}} p_{Y_{M}}(x) d x=1 \tag{48}
\end{equation*}
$$

As an immediate consequence of (48) we have that

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \mu_{Y_{M}, s}\left(\mathbb{R}^{d}\right)=1-\lim _{M \rightarrow \infty} \int_{\mathbb{R}^{d}} p_{Y_{M}}(x) d x=0 \tag{49}
\end{equation*}
$$

Let us now prove the $L^{1}$ convergence. For each $M \in \mathbb{N}^{*}$,

$$
\int_{\mathbb{R}^{d}}\left|p(x)-p_{Y_{M}}(x)\right| d x=2 \int_{\mathbb{R}^{d}}\left(p(x)-p_{Y_{M}}(x)\right)^{+} d x-\int_{\mathbb{R}^{d}}\left(p(x)-p_{Y_{M}}(x)\right) d x
$$

where the second component of the right-hand side goes to 0 as $M \rightarrow \infty$ by (48) and the fact that $p$ is a probability density while the first component goes to 0 as $M \rightarrow \infty$ by Lebesgue theorem and the fact that $0 \leq \liminf _{M \rightarrow \infty}\left(p(x)-p_{Y_{M}}(x)\right)^{+} \leq \lim \sup _{M \rightarrow \infty}\left(p(x)-p_{Y_{M}}(x)\right)^{+}=\left(\limsup _{M \rightarrow \infty}\left(p(x)-p_{Y_{M}}(x)\right)\right)^{+}=$ 0 .
Hence $\lim _{M \rightarrow \infty} \int_{\mathbb{R}^{d}}\left|p(x)-p_{Y_{M}}(x)\right| d x=0$.
Let us now prove the second point of the Lemma. For a fixed $M \in \mathbb{N}^{*}$, one has

$$
\begin{aligned}
d_{T V}\left(\mu_{Y_{M}}, \mu_{Y}\right) & =\sup _{A \in \mathcal{B}\left(\mathbb{R}^{d}\right)}\left|\mu_{Y_{M}}(A)-\mu_{Y}(A)\right|=\sup _{A \in \mathcal{B}\left(\mathbb{R}^{d}\right)}\left|\mu_{Y_{M}, c}(A)+\mu_{Y_{M}, s}(A)-\mu_{Y}(A)\right| \\
& \leq \sup _{A \in \mathcal{B}\left(\mathbb{R}^{d}\right)}\left|\mu_{Y_{M}, c}(A)-\mu_{Y}(A)\right|+\mu_{Y_{M}, s}\left(\mathbb{R}^{d}\right) \leq \int_{\mathbb{R}^{d}}\left|p_{Y_{M}}(x)-p(x)\right| d x+\mu_{Y_{M}, s}\left(\mathbb{R}^{d}\right) .
\end{aligned}
$$

and the right-hand side tends to 0 as $M \rightarrow \infty$ thanks to what has been proved in the previous steps.
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