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Abstract

Since the beginning of the century, research on ontology learning has gained popularity. Automatically extracting and structur-
ing knowledge relevant to a domain of interest from unstructured textual data is a major scientific challenge. After studying the
main existing methods, such as Text20Onto, we propose a new approach with a modular ontology learning framework focusing
on automatically extracting knowledge from raw text sources. We consider tasks from data pre-processing to axiom extraction.
Whereas previous contributions considered ontology learning systems as tools to help the domain expert craft a reusable ontology,
we developed the proposed framework with full automation in mind to build a minimum viable ontology targeted at an application.
Ontology Learning Applied Framework (OLAF) has been generically designed to build specific ontologies whatever the applica-
tion domain, use case and text data. We implement an initial version and test the framework on an ontology-based system, a search
engine for technical products.
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1. Introduction

In computer science, ontologies are widely used to describe a domain of interest and produce a formal knowledge
representation. Many well-known ontology definitions have been proposed in [14, 15, 18, 28]. These definitions are
arguably vague and originate from logics and the Semantic Web in academic research communities. We consider
Navigli et al.’s definition of an ontology [25]: “An ontology specifies a shared understanding of a domain. It contains
a set of generic concepts and their definitions and interrelationships”.
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Since ontologies are reference domain knowledge, many applications are based on them. However, an ontology is
not always available depending on the domain of interest. In that case, a new ontology must be built, or an existing
one must be extended. This is a complex and time-consuming task that requires a human domain expert. Ontology
Learning (OL) techniques focus on automating as much as possible knowledge acquisition processes [1, 21]. Both
knowledge acquisition and OL refer to methods aiming at discovering concepts and relations contained in a source
of knowledge. The goal is to structure the knowledge and build a computer-interpretable model. Our work focuses
on OL from text data, which implies standard Natural Language Processing (NLP) techniques. This study meets a
demand to structure unstructured data with minimal human intervention.

The use case considered in this work is a semantic search engine for a corpus of technical product descriptions. Us-
ing an ontology representing the available products has been identified as a promising avenue. To build this ontology,
no domain expert or linguist is available and relevant resources only include large text datasets, as it is often the case
in many ontology engineering projects. During our literature study, we did not find any maintained tools that would
allow us to create a Minimum Viable Ontology (MVO) in a modular and automatic way, using efficient algorithms on
technical documentation. We define MVO as the well-known Minimum Viable Product (MVP) adaptation to ontology
engineering. Thus, we propose Ontology Learning Applied Framework (OLAF), an OL framework encompassing
tasks from data pre-processing to axiom extraction.

Besides our particular use case, automatically created ontologies could serve multiple practical other use cases. In
addition to quickly generating potentially production-ready domain knowledge, it could enable domain or knowledge
modelling experts to focus on high-value tasks such as axiom definition. An initial version of the introduced frame-
work has been implemented as an open access and collaborative tool'. To illustrate its potential usage, we apply our
implementation on technical descriptions scrapped from the Schneider Electrics website and the learned ontology is
explored and evaluated using Competency Questions (CQs).

The remainder of this paper is organised as follows. Related works are discussed in section 2. Section 3 describes
the framework proposed for a modular ontology learning process. We use the framework to build an ontology for a
specific use case and evaluate it using CQs in section 4. We conclude with a discussion and some future works in
section 5.

2. Related works

This section describes previous work dealing with OL as an end-to-end process. We also consider particular com-
ponents of the OL process and the evaluation techniques. In the remainder of this paper, we define pipeline as a
sequence of tasks performed during the OL process. Those tasks are performed and executed by pipeline components
composing the pipeline. Linguistic realisations are the textual representations of some abstract object in the actual
language.

2.1. Ontology learning

OL is the automatic approach to knowledge acquisition methods explored since the acknowledgement of the so-
called knowledge acquisition bottleneck in the early 90s [16]. It refers to any automatic or semi-automatic process to
construct a knowledge representation from a data source. OL processes can be classified based on the latter sources,
considered structured, semi-structured, or unstructured. The boundaries between each category are subjective. How-
ever, some globally agreed examples of each category are raw texts such as news articles for unstructured sources,
web pages for semi-structured ones, and relational database content for structured ones [17].

In the literature, we encounter different terms related to OL, which are essential to distinguish: Knowledge Graph
(KG) construction, knowledge acquisition or ontology population. To the best of our knowledge, though OL and KG
construction techniques have much in common, they differ in their goal. KG construction focuses on extracting known
entities of interest and building relations and rules based on one or more sources of knowledge. In contrast, OL does
not need any knowledge or entities known beforehand. Knowledge acquisition can be seen as a model construction

! https://gitlab.insa-rouen.fr/msesboue/ontology-learning/ (Accessed on June 1, 2023)
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process where information is extracted and formalised iteratively [2]. As such, OL is one of the possible knowledge
acquisition approaches. Finally, ontology population processes assume the existence of an ontology schema or at least
define some classes and focus on extracting instances from a knowledge source [6].

Most OL methods are developed to assist the knowledge engineer in ontology construction. In this work, we
focus on learning an application ontology. Hence, though not restricted to it, OLAF aims to learn an MVO to be
integrated into the first ontology-based system iteration. Our framework tackles the knowledge acquisition component
of the operational architecture for Knowledge Graph-based systems introduced in [26]. We seek to minimise human
intervention as much as possible and consider the final application during the construction phase. Therefore, we take
this into account in the OL framework.

2.2. Ontology learning from text

In the work presented here, we focus on techniques based on raw text sources, i.e., an unstructured source of knowl-
edge. These methods are called ontology learning from text and can be seen as a reverse engineering task [6]. OL from
text encompasses multiple sub-tasks. We are interested in automated OL techniques that provide a complete pipeline
from raw text to structured knowledge representation rather than particular methods focusing on a specific part of the
process. As most knowledge is embedded in the vast amount of available text content, many automatic knowledge
extraction pipelines include and rely on NLP techniques. Other components are external knowledge sources, e.g.,
Wikidata [31], ConceptNet [27], or existing standard and company internal classifications.

Text20nto [7] is a well-known framework for OL. Rather than committing to a particular technology, the ontology
structure is represented at a metalevel by defining modelling primitives. The Text20Onto system also introduces the
idea of Probabilistic Ontology Models to consider uncertainty while learning ontology. At the same time, it enables
the integration of various modules. The result can be translated into multiple ontology representation languages. A
significant advantage of this framework is its graphical interface for users to visualise the knowledge model. It is
implemented as a plugin for the NeOn project” based on GATE [8]. Unfortunately, the Text2Onto implementation is
not maintained anymore.

To the best of our knowledge, Text2Onto is the most flexible system, but other methods have been developed using
the principle of division by task with different algorithms. They are not frameworks but specific pipelines. For example,
OntoLearn [25] and OntoGain [10] are two statistical-based methods. The first one is largely based on the WordNet?
knowledge source, which is used for terminology extraction and semantic interpretation. The result is a specialised
view of WordNet. The second deals with multi-word terms and compares taxonomy construction algorithms and non-
taxonomic relation acquisition strategies on two corpora. In [29, 19, 22], different techniques are used respectively
based on an iterative focused data crawler, a concept-relation-concept tuple extraction and topic modelling. LExO
[30] focuses on expressive ontologies suitable for reasoning. Syntactic and statistical classification methods are used
to identify axioms and evaluate their consistency.

Some approaches restrict themselves to certain relations, algorithms, or tools. They are not comparable to our
framework but can be included for particular sub-tasks. For example, ASIUM [11] implements a bottom-up clustering
approach. Likewise for Mo’K [3], which additionally provides multiple parameters to tune. OntoLT [5] and SPRAT
[24] are tool-specific implementations of methods leveraging patterns and mapping rules. FRED* [9] considers ex-
plicitly the use case of converting text into an RDF/OWL ontology within the context of Linked Data’. OntoCmaps
[33] differs from other methods as it uses graph theory and provides a visualisation tool.

The majority of OL methods have much in common. The overall process is broken down into several small steps
that are often identical from one method to another. For each step, algorithms are identified as more or less relevant
and thus popular. The choice of the algorithms largely depends on the corpus and the use case. In the following, we
will not specify OL from text for convenience and use OL as we only focus on text knowledge sources.

2 http://neon-toolkit.org/wiki/Main_Page.html (Accessed on June 1, 2023)

3 https://wordnet.princeton.edu/ (Accessed on June 1, 2023)

4 http://wit.istc.cnr.it/stlab-tools/fred/ (Accessed on June 1, 2023)

5 https://www.w3.org/standards/semanticweb/data (Accessed on June 1, 2023)
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2.3. The ontology learning layer cake

Cimiano introduces the ontology learning layer cake [6] to organise the various tasks involved in the process of
OL. Even though the 8 layers may convey a sense of order, it might only sometimes be the case. The different layers
of the architecture are presented below in the order they are introduced in [6, 4].

1. Term extraction methods focus on extracting linguistic realisations of domain-specific concepts.

2. The synonym extraction layer aims at acquiring semantic term variants with sense disambiguation and domain-
specific synonym identification.

3. Concept extraction processes include extracting informal definitions, that is, the text description of the concept

from terms and synonyms.

The concept hierarchisation step tries to find taxonomic relations between concepts.

The relation extraction processes focus on discovering non-taxonomic relations.

Relation hierarchisation operations intend to order relations potentially linked to each other.

Axiom schemata techniques identify generic rules among concepts and relations.

General axioms learning processes try to identify more complex relationships and connections to obtain logical

implications.

Nk

This model is applied in most papers dealing with OL. Only some of the tasks are necessarily performed, but a
clear division into stages can be identified in the layer cake. This architecture is also used in benchmarks [1, 4] where
OL techniques are compared for the different sections of the layer cake and their nature, i.e. linguistic, statistical or
logical. Eventually, we have to point out that the result obtained on the whole pipeline depends on the ones obtained
at each intermediate step of the process and the combination of steps chosen.

2.4. Evaluation

Ontology evaluation uses metrics to assess the ontology produced against the intended knowledge model. The
result of the evaluation implicitly describes the produced ontology [20]. As there are many possible OL techniques,
it is essential to have comparison criteria for the obtained knowledge representations. This enables us to choose the
optimal technique and verify the content of the learned ontology.

Four evaluation techniques are commonly used, as described in [17, 1, 32]. The golden standard-based evaluation
assesses and compares the learned ontology through a reference one. The application-based evaluation is task-oriented,
exploiting an ontology explicitly built for an application to perform some task. This evaluation technique assesses the
ontology quality based on the application performance, independently of ontology structural properties. The data-
driven or corpus-based evaluation uses domain-specific knowledge sources to measure the built ontology coverage
of a particular domain. Finally, the human or criteria-based one defines some qualitative or quantitative indicators
and assesses the ontology against each to compute numerical scores. Regardless of the evaluation type, a set of usual
metrics is used in the literature. In [21], Khadir et al. summarise them as consistency, completeness, conciseness,
expandability, and sensitiveness. Each of the four described evaluation methods is more or less appropriate to assess
each criterion. A domain expert makes the evaluation in [25] and most papers studied in [32]. In [10], OntoGain
is evaluated using different evaluation techniques, whereas OntoCmaps [33] evaluation relies on golden standard
assessment. The authors implement a data-driven evaluation and a comparison with hand-crafted ontologies. In [29],
authors rely on criteria-based evaluation.

Another critical aspect of OL is process automation. Automation of OL tasks can be understood as the degree of
human-in-the-loop, i.e., how much human intervention is needed. Several metrics could be used to quantify the latter.
We could count the number of steps requiring significant human intervention. The type of human intervention could
be qualified to differentiate between long and tedious steps, e.g., labelling, and more straightforward steps, such as
verification. Among methods presented in section 2.2, the ones presented in [7, 10, 29, 19, 22] do not include any task
requiring a human implication, although [19, 22] suggest a manual evaluation of the results. It is also the case in [25],
where one step involving a human is needed to choose the relations considered and tag them in the dataset.
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3. Ontology learning framework

The literature review presents multiple OL techniques. Each paper establishes a different combination of tasks
leading to the creation of an ontology. However, OL is a task that still presents substantial challenges [21].

Automation is a limitation as it often affects the performance of the ontology produced. The lack of acceptance
for uncertainty can be the reason for remaining human involvement in OL tasks. Hence, we focus on OL approaches
with a minimum degree of human-in-the-loop to build a MVO that could be enhanced in future project iterations. The
considered techniques span from data pre-processing to axiom definition and allow for more noise to justify a higher
level of automation.

Another critical limitation is that existing OL pipelines focus more on the ontology than its application use. The
latter usage intent influences the ontology structure and must therefore be taken into account during the OL process.
In our work, we consistently keep in mind the knowledge representation target application to exploit the framework
fully, as we will see in figure 1.

As mentioned in [33], it is essential to check that the proposed framework is domain independent. The fact that
an ontology depends on the system in which it is integrated should not prevent the development of a generic cre-
ation method. Most existing methods impose non-iterative rigid step order and restrictive algorithms combination.
Therefore, we built OLAF for different types of applications combining sub-tasks modularly.

We present OLAF, our ontology learning framework designed to solve the major issues by focusing on learning a
MVO. We describe the conceptual terminology definition before detailing our automatic text-based OL framework.

3.1. Terminology

We adopt the vocabulary below in our implementation and the rest of this paper. To illustrate the terminology
introduced, we will use the sentence: “In the future, research should explore merging symbolic and sub-symbolic
approaches to semantics.” .

We refer to tokens as the atomic pieces of text resulting from the tokenisation step. In the above sentence, tokens
could be <In>, <the>, <future>, <,>, <research> etc. Then, a term denotes a sequence of one or more tokens of
interest in the corpus. It can be defined as the linguistic realisation of a domain-specific concept or a relation label.
They are extracted during the term extraction phase. In our example, “research”, “symbolic” and “sub-symbolic ap-
proaches” are terms. Nevertheless, the token <,> would not be one. The result of term extraction is a set of candidate
terms, i.e. potential concept or relation linguistic realisations.

The literature on OL defines a synonym as a word or term that denotes the same concept. The associated terms
are often found in external data sources, e.g., WordNet or ConceptNet. We found the name “synonym” misleading
as it tends to convey the idea that those words should have exactly the same meaning. However, depending on the
application, we could link a concept to multiple linguistic realisations close in meaning. Hence, we use the name ferm
enrichment. Continuing with our example, “study”, “analysis”, or “investigation” could be added as a synonym for
“research”. We might want to add terms such as “scientific paper” depending on the application.

The definition of a concept is controversial. Thus, the extraction process is quite variable from one method to
another, depending on the definition used and the use case envisioned for the ontology. We consider concepts a no-
tion of a chosen granularity with related terms as linguistic realisations. Considering our sentence, we could define a
concept for research with three linguistic realisations: “study”, “analysis”, and “investigation”. Relations enable us to
define and make explicit links between known concepts. A relation is defined as a triple, i.e., source concept, relation,
and destination concept. It is oriented and labelled. The labels are either induced from text or predefined. Whereas
the literature often distinguishes taxonomic and non-taxonomic relations, we introduce relations and metarelations.
In our framework, relations are transversal connections whose labels are candidate terms extracted from the source
corpus, e.g., “explore” in our illustrative sentence. Metarelations are deduced from linguistic or statistical information
whose labels are manually predefined. Some examples of such manually labelled relations are generalisation relations,
“related to” relations as there could be between “symbolic” and “sub-symbolic”, or mereological relations. The au-
tomatic extraction of transversal relations is largely underdeveloped in the literature, mainly focusing on just-defined
metarelations.



Marion Schaeffer et al. / Procedia Computer Science 225 (2023) 2106-2115 2111

We distinguish between the ontology resulting from the OL processes and the language (e.g., OWL) or formalism
used to represent it. Thus, we will denote the OL process result as the knowledge representation. It is nothing less than
a set of concepts, relations (triples), and metarelations (triples).

3.2. OLAF architecture

As previously mentioned, ontology learning should be considered in a practical context. Thus, we build OLAF
around this idea. The framework includes different steps in figure 1: pipeline building, optimisation and execution.
Pipeline building involves choosing the most relevant algorithms according to the text corpus and the ontology use
case(s). Seed ontologies can also link the ontology learned to an upper one. When the algorithms are chosen, they are
combined in a generic format allowing the automation of the rest of the process to optimise and execute the constructed
pipeline. The framework’s output is the learned ontology which can be integrated into the final application. The process
can be iterative, and the ontology can be updated through the framework depending on the ontology-based system.

Ontology based system \ CAPTION

Ontology
Ontology use cases Final application
Activities

OLAF
CPipeIine buiding )—)6peline optimisation Pipeline execution
Resources
Knowledge sources
Text Corpus Seed Ontology

Fig. 1. Ontology Learning Applied Framework in a practical context

Considering OLAF modules, the OL layer cake idea is kept to ease the user learning curve. However, we break
down the procedure into different steps, enable an iterative process and adapt the naming. Unlike the meaning con-
veyed by the ontology learning layer cake, the processes are neither all mandatory nor should they be executed in a
determined order. However, the framework implicitly defines some constraints.

Reading figure 2 from left to right, OL begins with a corpus of text documents first handled employing various
NLP methods. The Pre-processing module is necessarily the first one in an OL pipeline. Its methods start from a raw
set of texts and turn them into structured content. The Corpus is the data container holding information related to the
corpus data. The box Ontology learning modules is the framework heart. The modules use the Corpus to learn the
final Knowledge Representation depicted on the right side of the figure.

The Term Extraction module extracts Candidate Terms before concepts and relations since the Concept and Re-
lation Extraction module is based on them. Possible approaches for this task include pattern matching from Part Of
Speech (POS) tagging techniques and scored-based methods (occurrences, C-value algorithm, TF-IDF). Candidate
Term Enrichment is an optional step that adds information fetched from External Knowledge Resources, i.e., syn-
onyms and other linguistically linked texts. The external resources are depicted on the top left side of the figure. Any
OL module methods might make use of them. Examples of External Knowledge Resources are WordNet, ConceptNet
and Large Language Models (LLM) from their contextualised word embeddings. The Concept and Relation Extrac-
tion module feeds the Knowledge Representation with concepts or relations built based on Candidate Terms. This
component is a critical step of the architecture because it is necessary for the related ones. This extraction step can be
done with a ConceptNet-based extraction, terms grouping based on synonyms, term cooccurrences-based extraction,
similarity-based extraction based on LLM, Hierarchical Clustering or Formal Concept Analysis. The Hierarchisation
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and Axiom Extraction modules can be used to enrich the Knowledge Representation. Hierarchisation enables order-
ing existing concepts and/or relations to learn taxonomies. Term Subsumption, Hierarchical Clustering and Formal
Concept Analysis (FCA) are algorithms of interest for this task. The extraction of rules or axioms provides a higher
level of abstraction to the Knowledge Representation. This task utility depends on the level of axiomatisation the
ontology application requires. Rule-based axiom extraction and Inductive Logic Programming for axiom extraction
are selected to perform this task. Regarding the described constraints, all processes in the OL modules in figure 2
can be repeated an indefinite number of times. The literature extensively studied the ontology lifecycle. Knowledge
constantly evolves, and so should its computed representations.

Ontology learning modules

e —— - CAPTION
External ! Concept/Relation Serialised

N L > ) - H
knowledge > ! . Hierarchisation Knowledge -
ressources N s v Representation Activities

Concept/Relation
Extraction

Resources

Axiom/Rule

Term Extraction [T » Extraction Serialisation

Pre-processing

‘ Mandatory
. Candidate Term

1 ’ v
i ; \
........... i
| Enrichment !

N L Facultative

Knowledge
Representation

Text Corpus

Corpus Candidate Terms

Fig. 2. Ontology Learning Process

We distinguish between two worlds living in parallel: the conceptual one and the linguistic one. In the conceptual
one, Candidate Terms are the terms of interest extracted from the Corpus, which are used to extract concepts and
relations. In the linguistic one, we create linguistic realisation from terms during concepts and relations extraction.
Thus, terms are linked by their linguistic relations discovered during enrichment. Thereby, OLAF enables the learning
of both conceptual ontology and lexicalised ontology. This last one can easily be obtained by creating a concept for
each extracted term and a metarelation for each linguistic relation found. With these two worlds, ontology population
would only need to use the linguistic realisation to fetch explicit instances.

The Knowledge Representation is the data structure containing concepts, relations, metarelations, and any other
information to specify the learned ontology. It is typically empty at the beginning of the OL pipeline and is filled
by the various processes. However, we can start with a seed ontology, as mentioned previously. Then, the initial
Knowledge Representation container would hold it. To be used in an application, the knowledge data structure must
be converted into a form interpretable by dedicated systems. This is the role of the Serialisation module. It can be
defined for any representation model, such as the most used RDFS or OWL serialised in an RDF triples format and
some proprietary ones, e.g., for Labelled Property Graph.

4. Experiments and results

This section introduces an experiment using OLAF for OL. Though our work focuses on the framework, we imple-
ment a pipeline and evaluate our approach on a corpus of technical product descriptions to ground it in practical reality.
First, we introduce the corpus domain and the ontology application. Then, the ontology evaluation methodology is
given before commenting.
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4.1. Application domains

The text corpus used is a collection of 10000 Schneider Electric product descriptions from the Schneider Electric
website®. We consider enhancing with semantic capabilities an existing search engine solely relying on keyword
matching and statistical corpus analysis to retrieve the Schneider products.

To support catalogue search, we aim to build an application ontology structured as a set of domain taxonomies
linked together by non-hierarchical relations, as presented in [23]. The corpus is indexed based on the concepts
contained in the ontology. The document retrieval process leverages the same ontology by matching concepts in
the user text query. The set of concepts is then expanded based on the relations. Finally, the enriched set of concepts
is used for search in the corpus.

4.2. Evaluation methodology

The evaluation lets us measure the relevance of using automatic methods to structure knowledge. The learned
ontology should represent the knowledge as well as possible to support the application better. We primarily rely on
ourselves as domain experts for the ontology evaluation and apply the well-known CQ approach. As described in
[20], CQs enable one to check whether the ontology defines enough knowledge to answer questions on the relevant
application domain. We restrict our evaluation to a sample of the CQs we present below for convenience.

We aim to enhance a search engine employing an ontology. By default, we expect to find the main concepts
mentioned in the one-sentence descriptions of each product range, e.g., pushbutton, relay, and tower light for the
Harmony Schneider product range. Besides the latter obvious concepts, we define below a sample of the CQs:

Q1 Which are the Tesys products?

Q2 Which are the different kinds of control units?

Q3 What concepts are related to a specific product range?
Q4 Are protection devices part of the Easy9 product range?
Q5 Is a handle part of a switch?

4.3. Framework implementation details

To implement our framework, we use Python 3 and base the corpus pre-processing on spaCy’. We choose Python as
it eases access to the vast Python community and its library ecosystem, particularly NLP tools and numerous machine
learning libraries. We build the OL pipeline corresponding to our use case. Term extraction for concepts is based on
the c-value algorithm [13], which is more relevant than pattern matching through POS tagging for technical data. The
extracted candidate terms are enriched using WordNet with a filter on domains under interest. For concept extraction,
candidate terms are grouped by synonyms and a hierarchy of concepts is built using a term subsumption strategy [12].
In the following section, we study the learned ontology according to the above-presented sample of CQs.

4.4. Results

The learned ontology contains 68 concepts and 495 metarelations. Since POS tagging is irrelevant to Schneider’s
technical text and relation extraction is currently based on it, the ontology does not contain any relation.

For 04 and 05, the CQs can not be answered because the learned ontology does not contain suitable knowledge.
This case often originates in term or/and concept extraction, e.g., Q4 where the learned ontology does not define any
protection device concept. One major challenge is also to infer knowledge only implicitly expressed in text. Such a
challenge is one potential reason for missing knowledge to answer Q5.

Questions Q7 and Q3 can partially be answered. The learned ontology contains relevant knowledge but drown in
noise. Different cases cause this situation. There can be too many relations or metarelations creating noise, especially

6 https://www.se.com/ww/en/work/products/master-ranges/ (Accessed on June 1, 2023)
7 https://spacy.io/ (Accessed on June 1, 2023)
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hierarchical and related to ones, which are based on the cooccurrence of concepts and are threshold-dependent. This
is the case for O3 where multiple related to relations are deduced. Though quite noisy on this part, the learned
model shows concepts such as residual current, or miniature breaker, related to Easy9, a product range. Regarding
the specific case of Tesys product range in Q1, a concept is extracted and some concepts denoting devices have a
linguistic realisation containing the term “Tesys”. Sorting can hardly be done automatically in post-processing and
would require human intervention. This corresponds to high recall and low precision.

Considering Q2, the CQ can be answered. However, completeness can not be ensured for this kind of open question.
It is the opposite of the previous remark, i.e., low recall and high precision.

Regarding noise and inaccurate knowledge found in the knowledge representation, we suspect a significant portion
originates from the pre-processing stage. Technical texts are challenging for this part of the process. Unfortunately,
the mistakes made reverberate throughout the process. Another explanation could be that metarelations extraction
is mostly based on patterns in our pipeline. This approach is quite limiting and extracts many noisy links. Other
techniques must be explored to use the learned ontology, and this particular use case might benefit from a seed
ontology.

5. Conclusion

This paper introduces OLAF, a new framework for ontology learning from text focusing on creating a minimum
viable ontology. The literature review displays the limitations of previous attempts. In addition to getting older, many
approaches were developed as tools to help knowledge engineers in their work. As such, the human expert is a central
part of the system. The proposed framework focuses on automation and is designed with very little, if any, human
involvement in mind. Unlike most existing approaches, particular attention is brought to the learned ontology’s final
use case and framework modularity. A preliminary version of the framework has been implemented. Hence, we apply
it to a real-world ontology use case, an ontology-based search engine. The learned ontology is evaluated using CQs.

The experiment results show that the framework provides very little automation on the evaluation task. Though
CQs are a valuable tool to evaluate an ontology, they limit the assessment to the knowledge scope. The framework
should be extended with further testing at the learned ontology level and each pipeline step to spot the potential sources
of low-quality extracted knowledge. One interesting research area might be the adaptation of the software industry’s
“DevOps” concepts to knowledge management. The latter field is known as “SemOps”®.

The experiments also demonstrate limited results on relation and axiom extraction tasks. Indeed, those sub-tasks
are poorly addressed in the literature. For example, for relation extraction, methods mainly focus on known relations
as “is-a” relations or domain-specific identified relations but do not consider the task of extracting unknown relations
in data. An exciting perspective could be adding a specific component to our framework to perform this missing
task. Regarding general axiom extraction, most frameworks and methods cited in section 2.2 recognise this task as a
challenging and briefly addressed issue. LexO [30] is one of the few methods focusing on this part of the layer cake.
In an alternative way, Inductive Logic Programming [1] and deep learning techniques to transform natural language
sentences into description logic formulas [21] are highlighted as promising methods for automatically inferring axioms
and could be integrated into the next version of the framework.

Finally, though already open source, our implementation is a first attempt. We aim to gather feedback and grow a
community to develop and test multiple algorithms. Various satellite tools could be developed to enhance the frame-
work implementation.
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