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ABSTRACT: Constant and variable-coefficients schemes are studied to improve numerical sta-

bility on the steepest slopes of the relief encountered at hectometric scales in Numerical Weather

Prediction models. Stability analyses are conducted on the Iterative Centered Implicit temporal

scheme which approaches the Crank-Nicolson scheme. These analyses are led for the fully elastic

system of Euler equations for different slopes and different thermal residuals. They are able to

reproduce the maximum slopes currently encountered in real hectometric models for which the

simulation is numerically stable. Because of the negligible price of these analyses, several strate-

gies can thus be easily tested. No strategy among these considered for constant coefficient schemes

improves significantly numerical stability without worsening efficiency or quality. Hence, constant

coefficient schemes are probably not the most suitable schemes for high-resolution computing. A

successful strategy consists of using the same features of constant coefficient schemes except for

the orographic terms which are implicitly treated, resulting on a variable coefficient scheme. In

this case, slopes up to 70° can be easily reached, even in case of a strong thermal residual. Since

estimates on the condition number of the implicit problem containing orographic terms remains

low even in case of steep slopes, the implicit problem should be easily inverted by an iterative

solver.
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1. Introduction22

The dynamical core of a Numerical Weather Prediction (NWP) model is based on the temporal23

integration of the partial derivative equations of the form:24

mΨ

mC
=M(Ψ), (1)

whereM is a non-linear operator which represents dynamical equations, typically the fully elastic25

system of Euler equations, Ψ is the associated state vector containing the prognostic variables, and26

C is the time. To forecast small-scale phenomena, some operational Limited Area Models (LAM)27

now reach horizontal resolution around one kilometer. Some of them are HEVI (Horizontally28

Explicit Vertically Implicit) models like the ICON model (Zängl (2012)), others are semi-implicit29

semi-Lagrangian (SI-SL) like AROME ofMétéo-France (Seity et al. (2011)) or the UM of theMet-30

Office (Lean et al. (2008)). For forecasting phenomena of even finer scales, one of the objectives in31

the NWP domain in the coming years, is to continue refining the horizontal resolution by running32

models at hectometric resolution. At this resolution, the orography is better represented leading33

to an increase of the steepness of orographic slopes. These conditions can conduct to various34

numerical instabilities regardless of the class of atmospheric models considered. For example, in35

these conditions, the elliptic pressure solver fails to converge for the anelastic modelMéso-NH (Lac36

et al. (2018)), and numerical instabilities occur in the AROME model for an horizontal resolution37

of 300 m corresponding of slopes around 50° over the Alps, leading to a useless forecast.38

This study focuses on semi-implicit schemes and are now described. These schemes have been39

introduced by Robert et al. (1972). Today, most of the semi-implicit schemes approach the 2-TL40

(Time Levels) Crank-Nicolson’s scheme through an Iterative Centered Implicit scheme (ICI) with41

one or two steps. Once discretized with an ICI scheme, the system (1) becomes:42

Ψ+(=) −Ψ0

ΔC
=

L∗
(
Ψ+(=) +Ψ0

)
2

+ R(Ψ
+(=−1)) +R(Ψ0)

2
, (2)

where = is the =-th step of the ICI scheme, Ψ0 and Ψ+(=) are respectively the state of the system43

at time C and the state of the system at time C +ΔC after = iterations of the corrector step, L∗ is a44

linear operator, and R =M−L∗ is the non-linear residual. This scheme can be initialized either45
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by a non-extrapolated scheme Ψ+(0) = Ψ0, or by an extrapolated one: Ψ+(0) = 2Ψ0−Ψ− (where Ψ−46

is the state of the system at time C −ΔC). For example the current version of the AROME model47

uses a non-extrapolated scheme with two steps (#8C4A = 2, sometimes called predictor-corrector48

scheme, and abbreviated ICI-2TL-PC in the following), while the previous version used only one49

step (#8C4A = 1) with an extrapolation (abbreviated SI-2TL-E in the following).50

The linear operator L∗ treats the terms responsible of the propagation of the fastest waves by51

solving an implicit Helmholtz problem, while non-linear residual terms are treated explicitly. This52

bypasses some of the strongest numerical stability constraints, and the equations are thus integrated53

with a large time step. To guarantee the effectiveness of the entire procedure, the linear operator is54

chosen by ensuring:55

1. numerical stability,56

2. the invertibility of the implicit problem,57

3. the efficient solving of the implicit problem,58

4. the convergence in a few steps of the ICI scheme.59

A common way to determine the linear operator is to define it from the linear tangent of the60

non-linear operator, linearised around a basic state that has to be specified. This method avoids61

the difficult problem of choosing the operator, for a simpler problem of choosing the basic state.62

Many strategies have been studied over the last few decades to design the best basic state and63

consequently the best linear operator satisfying these four conditions, and are now discussed.64

The basic state chosen, is the one of the previous time step, in the dynamical core of the Unified65

Model (Davies et al. (2005)). Then, the basic state is updated at each time step, avoiding to66

prescribe it arbitrarily. However, this strategy leads to some issues to invert the implicit problem.67

An output criterion of the iterative solver has thus been implemented in case of low-convergence68

problems (Davies et al. (2005)). Moreover, the implicit problem considered is not sparse because69

of its stencil of 45 points, raising scalability and efficiency issues (Benacchio andWood, 2016). To70

circumvent these problems, some terms, notably orographic, have been removed from the linear71

operator and are now treated explicitly, whenmoving from the ‘NewDynamics’ to the ‘EndGAME’72

dynamical core in the Unified Model (Walters et al. (2017)).73
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On the contrary, another strategy is to consider idealised basic states. For example, an isothermal74

atmosphere, dry, at rest with no orography has been chosen as a basic state by Bénard (2003).75

Additional degrees of freedom can even be added to the system to better control its stability.76

For example, Bénard (2004), introduces a ‘cold’ temperature in the vertical momentum equation,77

generating a linear operator different from the linear tangent. When the basic state is chosen such78

as the coefficients of the linear operator depends only on the vertical coordinate, the scheme is79

termed a ‘constant coefficient’ one (Bénard (2003)). However imposing a reference state to solve80

the implicit problem leads to a dependence of the forecast on this state as shown by Thuburn et al.81

(2010) in the case of a shallow water system. Some properties of transport schemes can thus be82

degraded but are not the subject of this paper.83

Furthermore Bénard et al. (2005) have shown that numerical stability can be enhanced by using84

an appropriate prognostic variable for the linear part in the vertical momentum equation. Thus, the85

vertical derivative of the contravariant vertical velocity D is used, instead of the traditional vertical86

velocity F or its vertical derivative 3. This variable expressed in the mass-based coordinate [87

designed by Laprise (1992) is defined as:88

D = d+ ?

<')
®∇q · m

®*
m[
, (3)

where:89

d = −6 ?

<')

mF

m[
. (4)

where ) is the temperature, ®* = [*,+] is the horizontal wind, where * and + are the zonal and90

meridional components, F is the vertical wind, q is the geopotential, and the other notations are91

specified in the Appendix B. Using this special prognostic variable leads to introduce other terms92

in the right hand side of (2), like the ‘cross term’ mentioned in Bénard et al. (2010). This term can93

be treated optionally in the advection scheme leading to enhance numerical stability.94

More recently, another strategy followed by the global GEMmodel in order to increase numerical95

stability, has been to replace the mass-based coordinate introduced by Laprise (1992) by a height-96

based coordinate (Husain et al. (2019)). Preliminaries results are promising but it requires several97

major changes in the code. A height-based coordinate has also been chosen for the new FVM98
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dynamical core, under development, as an alternative to the mass-based IFS of ECMWF (Kühnlein99

et al. (2019)).100

Increasing the number of steps = of the ICI scheme (2) is another strategy to improve numerical101

stability. For example, when the resolution moved from 2.5 km to 1.3 km in the AROME model102

in 2015, the extrapolated ICI scheme with only one step (SI-2TL-E), was replaced by a non-103

extrapolated scheme with two steps (ICI-2TL-PC) (Brousseau et al. (2016)). The time step was104

kept roughly the same during this change (from 60 s at 2.5 km to 50 s at 1.3 km), thus the additional105

iteration of the ICI scheme did not result in a significant overcost.106

Other simpler ways to improve numerical stability are explored in this study. Indeed, some107

of numerical instabilities come from the terms of the non-linear residual (2) which are treated108

explicitly and impose stability constraints. For example, for constant coefficient implicit schemes,109

orographic terms are treated explicitly, and are likely to trigger instability. The first aim of this110

study is to explore three strategies to reduce their contributions for a constant coefficient scheme111

which is isothermal with a specific ‘cold’ temperature for the vertical momentum equation, dry,112

at rest, and with no orography. These three strategies are: decreasing the cold temperature of the113

basic state, decreasing the time step, and increasing the number of steps of the ICI scheme.114

Then, orographic terms will be added in the previous linear operator L∗, resulting in a variable115

coefficient scheme. However, in contrast to some other variable coefficient schemes like the one of116

the ‘New Dynamics’ dynamical core, this problem is based on a prescribed idealised basic state.117

Furthermore, the strategy of treating implicitly the orographic terms, unlike the other strategies,118

requires to leave some beneficial properties of semi-implicit constant coefficient schemes, like the119

separability between the horizontal and vertical parts of the implicit problem. In developing this120

new scheme from a constant coefficient scheme, it would be necessary:121

• to build a non-spectral discretization on the horizontal direction to make computations with122

a sparse linear matrix instead of a full one if a spectral discretization is used (a Fourier123

decomposition would lead to expensive convolution products between horizontal derivative124

operators and orographic terms);125

• to add orographic terms in the linear operator and discretize them horizontally and vertically;126
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• to implement an efficient 3D iterative solver, like a Krylov one, with efficient preconditioners127

(see Müller and Scheichl (2014) for more details), in addition of choosing an appropriate128

initialisation and tuning its stopping criterion.129

On the first point, not every semi-implicit constant coefficient model uses a spectral discretization130

(e.g Qaddouri and Lee (2010)). These generally tend to avoid spectral computations to circumvent131

the scalability problem due to all-to-all communications when using the Fast Fourier Transform132

algorithm. For example, an iterative Krylov solver (Saad and Schultz (1986)), has been used133

efficiently in a grid point version of the constant coefficient scheme for the AROMEmodel (Burgot134

et al. (2021)). Finally, the last two points require an additional deep modification of the code, for135

which it is not a priori guaranteed that it indeed improves stability at an affordable cost in NWP as136

shown by the recent removing of orographic terms in the implicit problem in the new dynamical137

core of the UM model. Furthermore, as mentioned in Liesen and Tichỳ (2004), the convergence138

rate of a Krylov method depends partly on the condition number of the implicit problem to be139

inverted. Thus, the goal of this article is to compute the eigenvalues of the different operators140

to estimate numerical stability and the computational cost of the method, before undertaking any141

coding work.142

In section 2 the general methodology to test the above-mentioned strategies is exposed. In section143

3 governing equations are introduced under their continuous and temporal-discretized forms in the144

simple case of the f coordinate and of a constant slope, with a specific set of prognostic variables.145

A common formalism is introduced to treat optionally orographic terms implicitly or expliclity.146

In section 4, the eigenvalues of the various operators are computed under the unified formalism147

previously introduced. Then, in section 5, the results of these analyses when the orography is148

explicitly treated are exposed for the three strategies previously mentioned (decreasing the cold149

temperature of the basic state, decreasing the time step, and increasing the number of iterations150

of the ICI scheme). In section 6, the results of the analyses are presented when the orographic151

terms are treated implicitly, while testing different configurations of the ICI scheme. In section 7,152

basic estimates of condition numbers are computed when orographic terms are treated implicitly153

or explicitly. A conclusion and some perspectives are presented in a final section.154
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2. Methodology155

Performing stability analyses in a general framework of the ICI-2TL scheme (2) is out of reach.156

Themain interest of the analyses lies in their simplicity. The first stability analyses for semi-implicit157

schemes were introduced by Simmons et al. (1978) for a filtered equations system and then have158

been extended by Bénard (2003) for fully compressible Euler equations in mass based coordinate.159

This article is based on Bénard (2003)’s methodology, applied to the different goals outlined above.160

To carry out these analyses in a simple way, the non-linear operatorM of (1), is replaced by its161

tangent linear L̄ linearised around a basic state Ψ̄. Ideally, this basic state should be as realistic as162

possible, but this would make the analysis much more complex. In practice, a very simple basic163

state is used: isothermal of temperature )̄ , dry, hydrostatic, at rest and on a constant orographic164

slope�. In the following this state will be called the ‘physical’ state. The evolution of the disturbed165

state vector Ψ′ is thus of the form:166

mΨ′

mC
= L̄(Ψ′), (5)

For more clarity, the primes notation are now dropped, and Ψ refers to the disturbed state vector in167

the following. The system (5) is discretised by the ICI scheme (2), where L∗ is the linear operator168

chosen to improve numerical stability and described in details in the next paragraph. What we call169

the ‘non-linear’ residual is now: R = L̄ −L∗.170

Because of the mass-based coordinate, vertical operators are composed of integral operators171

(Appendix B). An operator ; independant of time is applied to the system (6), transforming the172

operators L∗ and L̄ into operators involving only vertical derivatives operators for which the173

spectra are easily computed. The continuous system (5) becomes:174

;
mΨ

mC
= ;L̄(Ψ) (6)

Discretizing the system (6) by an ICI-2TL scheme (2) gives:175

;Ψ+(=) − ;Ψ0

ΔC
=

;L∗
(
Ψ+(=) +Ψ0

)
2

+
;R

(
Ψ+(=−1) +Ψ0

)
2

. (7)

As mentioned in the introduction and shown by Bénard (2004), the linear operator L∗ can be176

freely chosen without necessarily being the linear tangent. The reference state around which177
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the L∗ operator is linearized is identical to the one of the L̄ operator except that it allows two178

temperatures which are respectively )∗4 and )∗ for the vertical momentum equation and for the179

other equations. The ‘non-linear’ residual is thus simply reduced to a thermal residual measured180

by the dimensionless number:181

U =
)̄ −)∗
)∗

, (8)

The ratio between the )∗4 and )∗ temperatures is defined as:182

A =
)∗4
)∗

(9)

The operator L∗ can also contain orographic terms if they are treated implicitly (option X = 1)183

or not if they are treated explicitly (option X = 0). In the next section, the different equations are184

detailed.185

3. Governing equations186

In this section, the vertical coordinate is introduced, and then the operators L̄, L∗, ;L̄, and ;L∗,187

are detailed. Structure equations associated to these operators are then derived for the different188

options tested.189

a. Mass-based coordinate190

As mentioned previously, the vertical coordinate [ developed by Laprise (1992) is based on the191

hydrostatic pressure c and the surface hydrostatic pressure cB linked by:192

c(G,[, C) = �([) +�([)cB (G, C),

where � and � are two functions chosen such as the coordinate is terrain-following at the bottom193

of the atmosphere and tends towards the hydrostatic pressure at the top.194

In this study for simplicity, the vertical coordinate chosen is purely terrain-following by choosing195

� = 0 and � = f, with f ∈ [0,1]. In this case, the coordinate is called a f-coordinate.196
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b. Tangent-linear operator L̄197

In this paragraph the equations of the tangent-linear operator (5) of the general system (1) are198

prescribed using the following prognostic variables:199

Ψ =



*

D

)

@̂

cB


. (10)

where * is the zonal wind component, D is the prognostic variable for the vertical momentum200

equation mentioned previously (3), ) is the temperature, @̂ is defined as ln(?/c) where ? is the201

true pressure, c is the hydrostatic pressure, and cB is the hydrostatic surface pressure. Equations202

are written closely to equations (56)-(60) in Bénard et al. (2005), except that the horizontal velocity203

* is used instead of the horizontal divergence �, and the pressure surface perturbation cB is used204

instead of its logarithmic contribution (ln(cB)):205

m*

mC
=−'m̄′GG) +')̄ m̄′GG@̂−')̄ m̄′G @̂

− ')̄
c̄B

(
mG +

�

�̄

)
cB, (11)

206

mD

mC
= − 6

2

')̄
m̃ (m̃ +1)@̂ + (1− X(!) ¤̄X, (12)

207

m)

mC
= −')̄

�E
(mG* +D) , (13)

208

m@̂

mC
= −

�?

�E
(mG* +D) +Sm̄′G*, (14)

209

mcB

mC
= −c̄BNmG* + c̄B

�

�̄
N*, (15)

where:210

m̄′G = mG +
�

�̄
m̃, (16)
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and �̄ = ')̄/6 is the characteristic height of the physical state. Operators G, S, N , m̃ are defined211

in Appendix A, and other notations in Appendix B. As mentioned in the introduction using the D212

prognostic variable leads to form the cross term defined as:213

X̄ =
�

�̄
m̃*, (17)

whose time derivative is:214

¤̄X =
�

�̄
m̃
m*

mC
= 6�m̄′G

(
)

)̄
− (1+ m̃)@̂

)
. (18)

X(! is an option to apply a specific treatment of this term, and will be discussed in paragraph d.215

When this option is applied, the RHS (Right Hand Side) of (12) is reduced to:216

RHSD = −
62

')̄
m̃ (m̃ +1)@̂. (19)

c. Reference linear operator L∗217

The equations of the reference linear operator are similar to the system (11)-(15) but different218

reference temperatures are used ()∗, )∗4 ):219

m*

mC
=−'m′∗G G) +')∗m′∗G G@̂−')∗m′∗G @̂

− ')
∗

c∗B

(
mG +

�

�∗

)
cB, (20)

220

mD

mC
= − 62

A')∗
m̃ (m̃ +1)@̂ + (1− X(!) ¤X∗, (21)

221

m)

mC
= −')

∗

�E
(mG* +D) , (22)

222

m@̂

mC
= −

�?

�E
(mG* +D) +Sm′∗G *, (23)

223

mcB

mC
= −c∗BNmG* + c∗B

�

�∗
N*, (24)
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where :224

m′∗G = mG +
�

�∗
m̃ if X = 1, (25)

m′∗G = mG if X = 0, (26)

and �∗ = ')∗/6 is the characteristic height of the basic state. The cross term is defined as:225

X∗ =
�

�∗
m̃*. (27)

and its time derivative as:226

¤X∗ = �

�∗
m̃
m*

mC
= 6�m′∗G

(
)

)∗
− (1+ m̃)@̂

)
. (28)

d. Specific treatment of the cross term227

As mentioned in Bénard et al. (2005), the cross term can be treated optionally in the semi-228

Lagrangian advection scheme (option X(! = 1) or in the semi-implicit scheme (option X(! = 0).229

The semi-Lagrangian scheme is based on the computation of back trajectories of particles advected230

by the wind to find the origin points O from the end points F placed on the different grid points231

of the mesh. For the variable of the vertical wind divergence D at the first step (= = 1) of the ICI232

scheme:233

D
+(1)
�
−D0

$

ΔC
= RHSD +

1
ΔC
(X+(0)

�
+X+(0)

$
−2X0

$), (29)

and for subsequent steps = ≥ 2:234

D
+(=)
�
−D0

$

ΔC
= RHSD +

1
ΔC

(
X+(=−1)
�

−X0
$

)
, (30)

where the RHS term (19) is discretized as the RHS of (7). When the SI-2TL-E scheme is used,235

only the equation (29) is computed with -+(0) = 2-0− -−.236
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e. Systems under analysis237

A diagonal operator ; is applied to the operators L∗ and L̄ for which the diagonal terms are:238

;11 = m̃, ;22 = 1, ;33 = 1, ;44 = m̃ +1, and ;55 = 1.239

Applying this operator to the equations (11)–(15) gives:240

m̃
m*

mC
='m̄′G) −')̄ m̄′G @̂−')̄ m̄′G m̃@̂, (31)

241

mD

mC
= − 6

2

')̄
m̃ (m̃ +1)@̂ + (1− X(!) ¤̄X, (32)

242

m)

mC
= −')̄

�E
(mG* +D) , (33)

243

(m̃ +1) m@̂
mC
= −

�?

�E
(m̃ +1) (mG* +D) + m̄′G*. (34)

244

mcB

mC
= −c̄BNmG* + c̄B

�

�̄
N*, (35)

Applying the operator ; to the equations (20)–(24) gives:245

m̃
m*

mC
='m′∗G ) −')∗m′∗G @̂−')∗m′∗G m@̂, (36)

246

mD

mC
= − 62

A')∗
m̃ (m̃ +1)@̂ + (1− X(!) ¤X∗, (37)

247

m)

mC
= −')

∗

�E
(mG* +D) , (38)

248

(m̃ +1) m@̂
mC
= −

�?

�E
(m̃ +1) (mG* +D) + m′∗G *, (39)

249

mcB

mC
= −c∗BNmG* + c∗B

�

�∗
N*, (40)

We notice that the RHS of equations (31)–(34) and (36)–(39) do not involved the surface pressure250

perturbation cB. Thus in the following, the equation (35) and (40) are not considered, the term ;55251
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is ignored, and the state vector is reduced to:252

Ψ =



*

D

)

@̂


. (41)

f. Structure equations253

The structure equation associated to the operator L̄ is combined from (31)–(35) equations. When254

X(! = 0, the structure equation is:255 [
− 1
2̄2
m4

mC4
+ m

2

mC2

(
m̄′2G +

m̃ (m̃ +1)
�̄2

)
+ #̄2m̄′2G

]
* = 0, (42)

while when X(! = 1 the structure equation is:256 [
− 1
2̄2
m4

mC4
+ m

2

mC2

(
m̄′2G +

m̃ (m̃ +1)
A�∗2

)
+ #̄2m̄′2G

]
* =[

�

�̄

')̄

2̄2 m̄
′
G

m2

mC2
+ �
�̄
m̃m̄′G

m2

mC2

]
*,

(43)

where #̄2 = 62/(�?)̄), and 2̄2 = �?/�E')̄ are respectively the Brunt-Väisälä frequency squared257

and the acoustic velocity squared of the physical state.258

The structure equation associated to the operator L∗ is combined from (36)–(40) equations.259

When X(! = 0 the structure equation is:260 [
− 1
2∗2

m4

mC4
+ m

2

mC2

(
m′∗2G +

m̃ (m̃ +1)
A�∗2

)
+ #

∗2

A
m′∗2G

]
* = 0, (44)

while when X(! = 1 the structure equation is:261 [
− 1
2∗2

m4

mC4
+ m

2

mC2

(
m′∗2G +

m̃ (m̃ +1)
A�∗2

)
+ #

∗2

A
m′∗2G

]
* =[

�

�∗
')∗

2∗2
m′∗G

m2

mC2
+ �
�∗
m̃m′∗G

m2

mC2

]
*,

(45)
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where #∗2 = 62/(�?)∗), and 2∗2 =�?/�E')∗ are respectively the Brunt-Väisälä frequency squared262

and the acoustic velocity squared of the basic state.263

4. Stability analysis computations264

In this section, the eigenvalues of the operators L̄ and L∗ are computed for the different options265

studied. Physical and numerical growth rates are then introduced.266

a. Different options267

In this section, numerical stability is evaluated by an analysis for:268

• the constant coefficient version (X = 0) when: decreasing the time step, increasing the number269

of steps of the ICI scheme, decreasing the cold temperature )∗4 ;270

• the variable coefficient version (X = 1), when changing the number of steps of the ICI scheme.271

In addition, for each of these two versions, numerical stability is evaluated when the cross term272

X previously mentioned, is treated by the semi-Lagrangian transport scheme (X(! = 1), or in the273

implicit problem (X(! = 0).274

b. Eigenvalues computation275

The modes of the system (6) are looked for under:276

Ψ(G,f) = Ψ̂exp(8:G)f8a−1/2 (46)

The horizontal wave number : is defined as:277

: =
2c
!G
=: , (47)

with =: ∈ [− , ] where  is the horizontal truncation chosen such as the largest wave number is278

:<0G = 2c /!G = c/ΔG. The smallest wave number is :<8= = 0.279

The vertical dimensionless wave number a is linked to its dimensional counterpart < defined as:280

< =
a

�̄
, (48)
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with a chosen such as < ∈ [<<8=,<<0G] where <<8= = 2c/�̄, and <<0G = c/ΔI.281

The eigenvalues of the operators become:282

m̂G = 8:, (49)

283 ̂̄m′G = 8: + 8�a
�̄
− �

2�̄
= :̄′, (50)

284

m̂′∗G = 8: + 8
�a

�∗
− �

2�∗
= :′∗, (51)

285 ̂̃m = 8a−1/2. (52)

Once the modes expressed as (46), the system (6) becomes:286

3Ψ̂

3C
= ̂̄LΨ̂ (53)

and (41) becomes:287

Ψ̂ =



*̂

D̂

)̂̂̂@


. (54)

and the coefficients of the operator ; become: ;̂11 = b1, ;̂22 = 1, ;̂33 = 1, ;̂44 = b4.288

The operator ̂̄L is now defined as:289

̂̄L =


0 0 ¯̀13/b1 ¯̀14/b1

0 0 ¯̀23 ¯̀24

¯̀31 ¯̀32 0 0

¯̀41/b4 ¯̀42/b4 0 0


. (55)

The coefficients of ̂̄L are:290

¯̀13 = ':̄
′,

291

¯̀14 = −')̄ :̄′(8a +1/2),
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292

¯̀23 = (1− X(!)
6�

)̄
:̄′,

293

¯̀24 =
62

')̄
(a2 +1/4) − (1− X(!)6� (8a +1/2) :̄′,

294

¯̀31 = −
')̄

�E
8:,

295

¯̀32 = −
')̄

�E
,

296

¯̀41 = :̄
′−
�?

�E
8: (8a +1/2),

297

¯̀42 = −
�?

�E
(8a +1/2).

The b1 and b4 coefficients are:298

b1 = 8a−1/2,
299

b4 = 8a +1/2.

Following the same formalism, the linear operator of the implicit problem becomes:300

L̂∗ =



0 0 `∗13/b1 `∗14/b1

0 0 `∗23 `∗24

`∗31 `∗32 0 0

`∗41/b4 `∗42/b4 0 0


. (56)

Coefficients of L̂∗ are:301

`∗13 = ' [(1− X)8: + X:
′∗] ,

302

`∗14 = −')
∗(8a +1/2) [(1− X)8: + X:′∗] ,

303

`∗23 = (1− X(!)
6�

)∗
[X:′∗] ,

304

`∗24 =
62

A')∗
(a2 +1/4) − (1− X(!)6� (8a +1/2) [X:′∗] ,
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305

`∗31 = −
')∗

�E
8:,

306

`∗32 = −
')∗

�E
,

307

`∗41 = [(1− X)8: + X:
′∗] −

�?

�E
8: (8a +1/2),

308

`∗42 = −
�?

�E
(8a +1/2).

The b1 and b4 coefficients are:309

b1 = 8a−1/2,
310

b4 = 8a +1/2.

c. Physical instability or damping311

By diagonalizing the operator ̂̄L and integrating it temporally from C to C +ΔC the system (6),312

gives:313 ˜̂
Ψ(C +ΔC) = ˜̂

Ψ(C) exp (l̄ΔC), (57)

where ˜̂
Ψ is the projection of Ψ̂ in the eigenspace of ̂̄L and l̄ are the four eigenvalues associated to314

L̄. The eigenvalues l̄ of L̄ are also solutions of the structure equation (42):315

− 1
2̄2 l̄

4 + l̄2
[
:̄′2− 1

�̄2

(
a2 + 1

4

)]
+ #̄2 :̄′2 = 0, (58)

where of the four solutions, two of them are gravity modes and the two others are acoustic ones.316

The system is physically:317

• unstable when<(l̄) > 0,318

• damped when<(l̄) < 0,319
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where< designed the real part. The growth rate of each combination (:, a) is:320

Γ̄(:, a) =

����˜̂Ψ(C +ΔC)��������˜̂Ψ(C)���� = exp (<(l̄)ΔC) (59)

The largest growth rate is then deduced:321

Γ̄<0G =max:,a
(
Γ̄(:, a)

)
. (60)

d. Temporal discretization322

Once the system expressed as (46), the ICI-2TL scheme (7) becomes:323

HΨ̂+(=) = EΨ̂0 + ΔC
2
R̂

(
Ψ̂0 + Ψ̂+(=−1)

)
, (61)

where324

H =

(
I − ΔC

2
L̂∗

)
, (62)

325

E =
(
I + ΔC

2
L̂∗

)
, (63)

and where I designed the identity matrix.326

As shown in the section 7, the implicit operatorH is invertible for the range of slope considered327

and thus (61) becomes:328

Ψ̂+(=) =H−1EΨ̂0 + ΔC
2
H−1R̂

(
Ψ̂0 + Ψ̂+(=−1)

)
, (64)

where H−1 is expected to be inverted by a solver in a numerical model. The growth rate of the329

ICI-2TL scheme for each combination (:, a) is:330

Γ∗(:, a) =

���Ψ̂+(=) ������Ψ̂0
��� . (65)
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The largest growth rate of the ICI-2TL scheme is then deduced:331

Γ∗<0G =max:,a (Γ∗(:, a)) . (66)

e. Normalized growth rate332

When a physically unstable system is considered, in order to not attribute a physical instability333

to a numerical instability, the largest growth rate of the numerical scheme is normalized by the334

largest growth rate of the physical system. Hence, in the following, the growth rate is defined as:335

Γ =
Γ∗<0G
Γ̄<0G

. (67)

In this study, stable numerical schemes are primarily looked for, i.e. these where Γ ≤ 1.336

f. Limits of this analysis337

This study is based on several hypotheses that might overestimate the numerical stability of338

the problem. For example, effects of vertical and horizontal discretization with finite-difference339

schemes are not considered in this article. The different choice of the prognostic variable for the340

vertical momentum equation (F versus D) between the linear and the non-linear part, can lead to341

some inconsistencies and are neither considered in this analysis, etc.342

Furthermore, the complexity of the relief is reduced to a single measure of its slope, but other343

problems could arise in the case of a more realistic orography where orographic modes of different344

wave numbers interact non-linearly.345

The optional treatment of the cross term (X(! = 1), is studied here when the atmosphere of the346

basic state is at rest, which is often far from being the case in reality. Consequently, the choice347

of this option in this study leads to probably transfer some numerical stability problems in the SL348

scheme, not studied here, and thus to over-estimate the total numerical stability of the problem.349

g. Numerical values350

Except in the part dealing the ratio A, the reference temperatures are identical to these used in the351

AROME model: )∗ = 350 K, )∗4 = 100 K. To assure numerical stability, the warmest temperature352
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)∗ bas been chosen such as it is higher than )̄ , whatever the meteorological situation considered.353

The thermal residual factor (8) will be thus chosen in U ∈ [−0.95,0] in the following.354

Except explicitly mentioned, horizontal resolutions chosen in the following are these expected355

in a mid-term future for operations: an horizontal resolution of ΔG = 300 m and a large time step356

ΔC = 12 s corresponding to a large CFL: �∗ = 2∗ΔC/ΔG ≈ 14. A vertical grid with a first level at357

ΔI ' 2 m is chosen. At these resolutions slopes are considered mostly in � ∈ [0,3].358

Graphics of the following section are plotted in function of the slope � (in ordinate) and of the359

thermal residual (in abscissa). Only positive values of slope are shown in graphics but results can360

be easily recovered for negative values by applying a symmetry with the abscissa axis. A special361

focus will be given to the ‘Γ = 1.000’ isoline which delimits the numerical stability domain.362

As mentioned previously, this study focuses particularly on estimating instability due to the363

numerical treatment of orographic terms. Consequently, a special focus is given to the maximum364

slope for which the scheme is numerically stable when no thermal residual occurs (U = 0). However,365

numerical instabilities can also occurred when the temperatures )∗ and )̄ are different, producing366

a thermal residual (U ≠ 0). Consequently, numerical stability must be analyzed in comparison367

between these both aspects by measuring the ‘spread’ of the stability domain (the area where368

Γ ≤ 1).369

5. Explicit treatment of orographic terms370

In this section, orographic terms are treated explicitly (X = 0).371

a. Sensitivity to the ratio A372

When no specific temperature is used for the vertical momentum equation ()∗4 = )∗), A = 1. In373

this case, the maximum slope for which the scheme is numerically stable is around 45° for the374

configuration chosen (Fig 1). When a thermal residual is added, the stability strongly decreases375

even for small slopes.376

On the contrary, when the temperature )∗4 is significantly lower than )∗ (A ' 0.3) slopes over377

68° can be achieved for U = 0. Moreover, the stability domain is larger in general (i.e. for U ≠ 0378

as shown in Fig 2). This confirms experiments carried out with the AROME model for which379

numerical instabilities appear for steeper slopes when A is smaller. This is also in agreement with380
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Fig. 1. Growth rate as a function of the thermal parameter U and the slope � for the ICI-2TL-PC scheme with

A = 1.0, X(! = 0, X = 0 and �∗ = 14.

393

394

conclusions of Bénard (2004) showing the interest of adding degrees of freedom in the basic state381

to better control its stability.382

The stability domain can be expanded by decreasing the value of the reference temperature )∗4 ,383

and so the ratio value A (Fig 3 for A → 0). However, an excessive decrease of this ratio A can384

worsen scores of a model and more particularly when )4 < 100 K (not shown). That is why this385

strategy can barely be used and a value of )4 = 100 K (corresponding to A ' 0.3) will be used in386

the following.387

It is noted that despite the strong assumptions made to perform this analysis, the orders of388

magnitude of the maximum slopes obtained are close to those obtained when experiments are389

conducted in a real model. For example in the AROME model, numerical stability is achieved390

for slopes up to 50° in a realistic context (ie with a moderate thermal residual). This is in good391

agreement to what is given by this analysis with U ' −0.65 in the Figure 2.392

b. Specific treatment of the cross term399

When a specific treatment of the cross term is applied, the stability domain is widely spread (Fig400

4 compared to Fig 2). However, as mentioned previously, this analysis over-estimates probably the401

gain in stability, and this treatment will be not used any longer in the following stability analyses.402
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Fig. 2. Growth rate as a function of the thermal parameter U and the slope � for the ICI-2TL-PC scheme with

A ' 0.3, X(! = 0, X = 0, �∗ = 14.
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Fig. 3. Growth rate as a function of the thermal parameter U and the slope � for the ICI-2TL-PC scheme with

A ' 0, X(! = 0, X = 0, �∗ = 14.

397

398

c. Changing temporal scheme405

The stability domain of the SI-2TL-E scheme (Fig 5) is narrower than the ICI-2TL-PC one. The406

clear benefit of having an additional iteration of the ICI scheme can be seen here. This behaviour407

which has also been observed with the full non-linear model is in good agreement with the shifting408

from the SI-2TL-E scheme to the ICI-2TL-PC scheme for the AROME model in 2015 when the409

resolution changed from 2.5 km to 1.3 km (see Brousseau et al. (2016)).410
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Fig. 4. Growth rate as a function of the thermal parameter U and the slope � for the ICI-2TL-PC scheme with

A ' 0.3, X(! = 1, X = 0, �∗ = 14.
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Fig. 5. Growth rate as a function of the thermal parameter U and the slope � for the SI-2TL-E scheme with

A ' 0.3, X(! = 0, X = 0, �∗ = 14.

411

412

Moreover, increasing the number of iterations #8C4A of the ICI scheme beyond 2 barely changes the413

stability domain: two examples are given with #8C4A = 4 (Fig 6) and #8C4A = 8 (Fig 7). Consequently,414

increasing the number of iterations of an ICI scheme does not seem to be a viable strategy to improve415

numerical stability around the steepest slopes.416
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Fig. 6. Growth rate as a function of the thermal parameter U and the slope � for the ICI-2TL scheme with

#8C4A = 4, A ' 0.3, X(! = 0, X = 0, �∗ = 14.
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Fig. 7. Growth rate as a function of the thermal parameter U and the slope � for the ICI-2TL scheme with

#8C4A = 8, A ' 0.3, X(! = 0, X = 0, �∗ = 14.

419

420

d. Time-step reduction421

When CFL numbers close to unity are used, the stability domain is weakly modified compared422

to the case when a larger CFL number is used: an example is given when the time step is thus423

reduced by 14 (Fig 8).424

Consequently, decreasing the time step does not increase numerical stability around the steepest425

slopes and is not a viable strategy. This is in good agreement with Bénard (2003), where numerical426

25



0.8 0.6 0.4 0.2 0.0
0.0

0.5

1.0

1.5

2.0

2.5

3.0
G

1.000

0

26.6

45.0

56.3

63.4

68.2

71.6

 (°
)

0.995

1.005

1.020

1.050

1.100

1.500

2.000

Fig. 8. Growth rate as a function of the thermal parameter U and the slope � for the ICI-2TL-PC scheme with

A ' 0.3, X(! = 0, X = 0, �∗ = 1.0.

430

431

instabilities generated by the thermal residual does not depend on the time step in general. Steeper427

slopes can only be considered (when U = 0) when only time steps are reduced by more than a 100428

factor (not shown). Of course, these time steps cannot be used in an operational context.429

e. Conclusion432

The strategy of treating orographic terms explicitly does not improve numerical stability in case433

of steep slopes even by: reducing down to the unity the CFL number, decreasing the ratio A down434

to A ' 0.3, or increasing the number of iterations of the ICI-2TL scheme. The only improvements435

in stability can be reached by worsening the quality of simulation (by taking too low values of A)436

or by degrading significantly the efficiency (by taking too low values of time steps). The implicit437

treatment of orographic terms appears to be the main way of improving numerical stability and is438

discussed in the next section.439

6. Implicit treatment of orographic terms440

In this section, orographic terms are treated implicitly (X = 1). When no thermal residual is added,443

the stability is reached unconditionally (whatever the slope is) because the total non-linear residual444

is null. In practice however, a thermal residual must be added like in the previous section. The445
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Fig. 9. Growth rate as a function of the thermal parameter U and the slope � for the ICI-2TL-PC scheme with

A ' 0.3, X(! = 0, X = 1, �∗ = 14
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Fig. 10. Growth rate as a function of the thermal parameter U and the slope � for the SI-2TL-E scheme with

A ' 0.3, X(! = 0, X = 1, �∗ = 14.

448

449

domain of stability is significantly larger (Fig 9) compared to what it is when terms are explicitly446

treated (Fig 2).447

When increasing the number of iterations of the ICI-2TL scheme up to 4 iterations, the stability450

domain is slightly wider (Fig 11) than with only 2 iterations, but benefits in stability are weak451

compared to the over-cost of this scheme. Increasing again the number of iterations does not452

improve the numerical stability in general (not shown).453
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Fig. 11. Growth rate as a function of the thermal parameter U and the slope � for the ICI-2TL scheme with

#8C4A = 4, A ' 0.3, X(! = 0, X = 1, �∗ = 14.

458

459

To reduce the computational cost, a solution would be to use the SI-2TL-E scheme, roughly half454

the computation cost of the ICI-2TL-PC scheme. In this case, the stability domain is only smaller455

for U < −0.5 (Fig 10) compared to the ICI-2TL-PC one. This cheapest alternative could be used456

for running a real model but needs to be checked in a more realistic context.457

Finally, the stability is not significantly improved when only some terms are treated implicitly460

while the others are treated in the non-linear residual (not shown). The larger stability domain is461

obtained when all terms are treated implicitly.462

This analysis has shown a real interest of treating implicitly the orographic terms to improve463

numerical stability. In the next section, the additional cost of adding these terms in the implicit464

problem will be estimated.465

7. Invertibility and condition numbers466

Several methods can be used to invert the implicit problem and are split into two main classes:467

direct methods and iterative methods.468

Direct methods invert the problem in a single iteration, are exact, and are not sensitive to the469

condition number. Nevertheless, they often suffer from a scalability problem when different470

MPI (Message Passing Inteface) tasks distributed on different compute nodes communicate. The471

current parallelization paradigm leads to split the geographical domain horizontally into different472
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MPI tasks, while no splitting takes place vertically. Therefore, from a communication perspective,473

direct methods are well suited to invert only vertical problems. For problems with a horizontal part,474

direct methods use transforms algorithms such as FFT, and can be replaced by iterative methods475

for improving scalability (Burgot et al. (2021)). Iterative methods, such as the Krylov methods,476

are generally more scalable, but their speed of convergence depends on their initialization, their477

stopping criterion, and the condition number of the problem to be inverted (Liesen and Tichỳ478

(2004)).479

Estimating the convergence speed of a method, by computing the condition number of the480

problem to be inverted, allows to roughly and simply evaluate the cost of a method. This enables481

to verify if the strategies previously studied to improve numerical stability in the presence of steep482

slopes, are not too expensive to be used for operations.483

These estimates are computed for the configurations studied previously: when the orographic484

terms are treated explicitly, and when they are treated implicitly with or without the specific485

treatment of the cross term in the semi-Lagrangian scheme.486

a. Methodology487

In this section, the implicit problem is decomposed as in (46) and the eigenvalues of the implicit488

problem are thus analytically computed with :<8= = 0, :<0G = c/ΔG, <<8= ' 0, <<0G ' c/ΔI, and489

with the same numerical values for constants and parameters than in the paragraph g of the section490

4.491

Condition numbers are then estimated as the ratio between the largest and the smallest eigenvalue492

in absolute value for each considered slope �.493

Moreover, invertibility conditions are also computed and allow to find themaximum slope beyond494

which the problem is no longer invertible, by computing the smallest slope for which the real and495

imaginary parts are simultaneously zero.496

These estimates are given on an implicit problem which has been algebraically reduced on a497

single prognostic variable. This allows to reduce the size of the problem to be solved. In this study498

we will choose to reduce it on the horizontal wind speed *. The other prognostic variables are499

then deduced from this variable.500
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b. Explicit treatment of orographic terms501

When the orographic terms are treated explicitly, the implicit problem (62) once algebraically502

reduced, has the following eigenvalues:503

HA = 1+ ΔC
2

4
1:2 (68)

where:504

1 =

(
1+ ΔC

2

4
2∗2

A�∗2
(a2 +1/4)

)−1 (
1+ ΔC

2

4
#∗2

A

)
2∗2 (69)

are the eigenvalues of the product between a ‘vertical part’ and some constants. For the numerical505

values considered, it can be noticed that506

1+ ΔC
2

4
#∗2

A
' 1. (70)

This approximation will be done in this paragraph and the following ones. The condition number507

of the problem (68) is thus:508

� ' 1+ ΔC
2

4
2∗2

c2

ΔG2 (71)

because 1<0G ' 2∗2, and 1<8= ' 0.509

This condition number is plotted according to the slope � on the Figure 12. It is very low510

(� ' 500) compared to what is sometimes encountered in the literature. Consequently, a fast511

convergence of the Krylov solver can be reached, as shown by Burgot et al. (2021) in a spatially512

discretized context. Furthermore, the problem is always invertible whatever the slope is, because513

the eigenvalues (68) are all greater than 1.514

We note from the first factor of (69), that a ‘vertical’ problem has to be inverted. Its condition515

number can be easily estimated as:516

�E4AC ' 1+ ΔC
2

4
2∗2

c2

AΔI2 . (72)

Since in operational models the first vertical level is often lower than 10 meters (ΔI � ΔG), the517

vertical problem is thus significantly less well conditioned than the full problem (68) (�E4AC � �).518

There is therefore a real interest in treating the vertical part differently from the rest of the problem.519
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For example, a direct method, which is not sensitive to the condition number, can be specifically520

used to invert the vertical part (69). Thereafter, we consider that the vertical part is inverted by a521

specific method, not sensitive to its condition number.522

c. Implicit treatment of orographic terms with X(! = 0523

When orographic terms are treated implicitly and no specific treatment is applied for the cross524

term, the eigenvalues of the implicit problem reduced algebraically are:525

HA = 1− ΔC
2

4
1:′∗2 (73)

where the vertical part 1 remains the same as (69). For the range of slope considered, the condition526

number is quite similar to the one when all terms are treated explicitly (Fig 12) and remains low.527

The implicit treatment of orographic terms does not lead to worsen significantly the condition528

number of the implicit problem. A fast convergence of the solver can hence be expected.529

Furthermore, from equation (73) and the null eigenvalue limit, it can be deduced that the problem530

is invertible only if the slope is:531

|� | ≤

√
16�∗2

2∗2ΔC2
+ 1
A
' 9.3 (74)

For the numerical values previously given, a slope up to 9.3 can be reached. This confirms that532

the problem is invertible for a wide range of slopes, and in any case for the slopes studied in this533

article (up to 3).534

d. Implicit treatment of orographic terms with X(! = 1535

When orographic terms are treated implicitly, and a specific treatment is applied for the cross536

term, the eigenvalues of the implicit problem reduced algebraically are:537

HA =1− ΔC
2

4
2∗2:′∗2

(
ΔC2

4
#∗2

A
+1

)
1′

+ ΔC
2

4
�

�∗
:′∗

(
2∗2(8a−1/2) +')∗

)
1′

(75)
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where:538

1′ =

(
1+ ΔC

2

4
2∗2

A�∗2
(a2 +1/4)

)−1

(76)

The condition number is greater than in the previous configurations, but remains low for the range of539

slope considered (Fig 12) and the configuration used (A ' 0.3). It remains well below to conditions540

numbers usually encountered in recent literature in applied mathematics (around 107).541

Furthermore, the problem is invertible only if the slope respects approximately the following542

condition:543

|� | ≤

√√√√√√√√√ 4
ΔC2
+ 2∗2

4A�∗2
+ 2∗2

A�∗2
a2

6

2�∗
+ 2∗2 1

�∗2
V (1− V) a2

(77)

with:544

V = 6

(
1
2
2∗2

1
�∗
+6

)−1
=

1

1+ 1
2
�?

�E

' 0.59 (78)

For large values of a, the invertibility condition becomes:545

|� | ≤ 1√
V (1− V) A

' 2
√
A
' 3.7 (79)

This condition is more restrictive than the one when no specific treatment is applied on the546

cross term (74), but remains acceptable for the range of slope considered in this article and the547

configuration used (A ' 0.3).548

e. Conclusion549

The condition number remains low for the three configurations studied above, suggesting a good550

convergence of the iterative solver used to invert the implicit problem. However, treating implicitly551

the orographic terms and the cross term in the semi-Lagrangian scheme leads to more restrictive552

invertibility conditions. Therefore this treatment is probably not the most appropriate in the context553

of steep slopes. The implicit treatment of orographic terms and the implicit treatment of the cross554

term is the preferred solution.555
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Fig. 12. Condition number � of the implicit problem when A ' 0.3, �∗ = 14 with : implicit treatment of

orographic terms X = 1 and no specific treatment of the cross term X(! = 0 (dashed line), implicit treatment of

orographic terms X = 1 and specific treatment of the cross term X(! = 1 (dotted line), and explicit treatment of

orographic terms X = 0 (continuous line).

559

560
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562

In addition, the vertical part of the problem is well suited to be inverted by a direct method which556

is not sensitive to the condition number and where communications between vertical levels are not557

expensive in the current parallelization strategy.558

8. Conclusion563

The ICI-2TL scheme which is approaching the Crank-Nicolson scheme is studied for the fully564

elastic system of Euler equations using a mass coordinate, a derived prognostic variable for the565

vertical momentum equation D, in case of a linear relief and a simple thermal residual.566

The numerical instabilities associated with steep slopes usually encountered in NWP were thus567

faithfully reproduced by this study, including the orders of magnitude of the maximum slopes568

over which numerical instabilities occur. For example, the limit slope of about 45° encountered569

by Husain et al. (2019), has been found when: no degree of freedom is added to control the570

vertical propagation of fast waves (by using a colder temperature )∗4 ) without any thermal residual571

(U = 0), or when a strong thermal residual is added (U ' −0.7) with an ICI-PC scheme and a cold572

temperature )∗4 =100 K is chosen for the vertical momentum equation. This analysis appears to be573
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an inexpensive way to test several dynamical core strategies to tackle the problem of steep slopes,574

without running an entire model at hectometric scales.575

When orographic terms are explicitly treated, easy-to-implement strategies could be evaluated576

to expand the stability domain. This study leads to the following conclusions:577

• decreasing the time step results in stability improvements only if it is reduced drastically,578

which is not viable in an operational context;579

• decreasing the temperature )∗4 whilst keeping two iterations of the ICI scheme, leads to580

stabilize but also to worsen scores, and can therefore be considered sparingly;581

• the specific treatment of the cross term X allows a significant improvement in stability but is582

probably overestimated due to the choice of a basic state at rest in this analysis;583

• increasing the number of iterations of the ICI-2TL scheme does not expand the stability584

domain.585

These conclusions show the limitations of constant coefficient schemes to handle the stability586

problem caused by steep slopes. Modest improvements can only be achieved by worsening scores587

or by significantly reducing efficiency. Implicit treatment of orographic terms appears to be one of588

the only viable options and conclusions are now given on this point.589

First, it has been shown that the implicit problem is invertible in the range of slopes considered in590

this study, i.e. for slopes up to 70°with an hectometric horizontal resolution, in contrast to previous591

experiments with the older dynamical core of the UMmodel, where invertibility problems appeared592

for much lower slopes (Davies et al. (2005)). Thus, maintaining a horizontally homogeneous state593

independent of time, except for the orographic terms, seems viable to guarantee the invertibility of594

the implicit problem.595

Results show that significant gains in stability can be achieved with slopes up to 70° with596

a moderate thermal residuals (U ' −0.5) using the low-cost SI-2TL-E scheme. The use of an597

additional iteration of the ICI scheme allows to tackle these slopes for even stronger thermal598

residuals (U ' −0.65).599

Condition number estimates show that it remains low, even for steep slopes (up to� = 3) whatever600

the configuration used: with or without implicit treatment of orographic terms. This suggests a fast601

convergence of the solver in all configurations. However, more stringent invertibility conditions602
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and stronger condition numbers are expected when the cross term is treated in the semi-Lagrangian603

scheme compared to its treatment in the implicit scheme. Consequently, the treatment of the cross604

term in the implicit scheme instead of the semi-Lagrangian scheme appears more attractive.605

This study argues for the replacement of the current constant coefficient semi-implicit scheme606

in favor of a variable scheme, that treats orographic terms in the implicit problem, to tackle607

hectometric resolutions and the resulting steep slopes. Nevertheless, a lot of work is needed to608

implement such a method, such as:609

• building a non-spectral discretization on the horizontal direction if a spectral one is currently610

used;611

• discretizing the new operators present in the implicit problem by ensuring consistency with612

the non-linear residual part;613

• implementing and tuning a Krylov solver, to solve the implicit problem containing the oro-614

graphic terms, and possibly to add a preconditioner to accelerate convergence;615

• conducting test cases on non-linear flows in the presence of a more realistic (non-linear) relief616

and steep slopes.617
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APPENDIX A620

Vertical operators621

Vertical operators are defined such as:622

GΨ =
∫ 1

f

(Ψ/f′)df′

623

SΨ = (1/f)
∫ f

0
Ψdf′

624

NΨ =
∫ 1

0
Ψdf

625

m̃Ψ = f
mΨ

mf

APPENDIX B626

The following notations are used:627

- < : the metric factor (equals to m[c)628

- ? : local pressure629

- F : vertical velocity630

- q : geopotential631

- 6 : acceleration of gravity632

- ' : gas constant of dry air633

- �? : specific heat capacity of dry air at constant pressure634

- �E : specific heat capacity of dry air at constant volume635

The underscript ‘s’ refers to a surface field.636
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