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Abstract: modern industrial challenges require solutions that are both efficient and reactive. Heuristic-based 
approaches allow production systems to react quickly to unexpected events and disturbances. Thus, the term Hyper-
Heuristic (HH) covers a wide variety of techniques that allow the selection or generation of heuristics. To conciliate 
the speed of heuristics with the necessary global performance, a number of mechanisms have been proposed in the 
literature. This paper first presents the HHs. Afterward, inspired from previous works, a classification is given to 
categorize them. In addition, an enhancement is proposed. Indeed, a third type of HHs is added (i.e. to classic selection 
HHs and generation HHs). This new category is named “mixed” HHs. Then, different contributions from the literature 

to dynamic scheduling are highlighted. Before concluding, a number of trends and future directions such as the use of 
Machine Learning and simulation are explored. 
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 INTRODUCTION 

Modern manufacturing environments are as complex as they 
are dynamic. The dynamic control of manufacturing systems 
is a hard issue that mobilizes both researchers and 
industrialists. Emerging paradigms such as Industry 4.0 allow 
generating a large amount of data with the aim of improving 
performance and agility (Gilchrist, 2016; Xu et al., 2021). The 
ever-increasing automation tries to create a control 
architecture able to adapt quickly to changes (e.g. unexpected 
order arrivals, machine breakdowns, etc.). To ensure 
efficiently the crucial task of manufacturing scheduling, a 
number of methods are based on heuristics. This type of 
algorithm proposes to define the fast behavior of the system, 
to made it able to react quickly to disturbances. Although they 
are highly reactive, their global performance is often poor. 
Therefore, the neologism Hyper-Heuristic (HH) gathers all the 
methods that allow to generate or select heuristics. Many 
contributions have been published lately, which are not limited 
to industrial scheduling. 

This article focuses on the HH application to manufacturing 
scheduling. After defining HHs, the opportunities they offer 
are described. A classification is given to categorize HHs with 
an extension proposed adding a third type referred as “mixed” 

HHs. The latter combines heuristic generation and selection. 
A number of trends and future directions, such as the Machine 
Learning (ML) application to HHs are discussed. 

 WHAT IS A HYPER-HEURISTIC? 

“Hyper-heuristic” is a neologism, firstly used in the very early 
00s. If the term is relatively new, the idea it formalizes is not. 
Indeed, we can say that the term HH designates a particular 
type of algorithm to solve computational problems, not by 
operating directly on the solutions search space, but on the 

rules, which allow generating these end solutions. In other 
words, the main characteristic of these methods is that they 
explore a search space of heuristics, rather than a search space 
of solutions of the problem (Ochoa & Özcan, 2010). Thus, one 
of the main objectives of the HHs is to raise the level of 
generality at which optimization systems can perform (E. 
Burke et al., 2003).  

 

Fig. 1 Main components of a hyper-heuristic in action 

As illustrated in Fig. 1 inspired from (E. K. Burke et al., 2019; 
Swiercz, 2017), there are two main components of HHs: 

- The High-Level Heuristics (HLHs) which allow selecting 
or combining “atomic” heuristics creating new Low-Level 
Heuristics or to generate new ones “from scratch”. 

- The Low-Level Heuristics (LLHs) which allow to 
"generate" the solutions.
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Fig. 2 An extended classification of hyper-heuristics

Thus, possibly using a set of atomic rules, the high-level 
heuristic (e.g. a metaheuristic like a Genetic Algorithm), 
combines them generating a set of low-level heuristics specific 
to the problem domain. It is the execution of these heuristics 
that generates the final solution to the optimization problem.  

As stated above, HHs refer to a wide variety of methods and 
so many problems dealt with. To better understand this type of 
algorithm, a number of classifications have been proposed in 
the literature and further refined over time. Fig. 2 shows the 
classification inspired from (E. K. Burke et al., 2010, 2019; 
Drake et al., 2020). Six key criteria are used to categorizes 
HHs: 

- Low-Level Heuristics (LLHs): depends on the set (i.e. 
whole, reduced or increased), the grouping of LLHs and 
also their type. Originally, there were only two types i.e. 
selection or generation. Here we added a third type called 
“Mixed” HHs. This is discussed further in Section 3. 

- Move Acceptance: if a probabilistic process is considered 
when making an acceptance or rejection decision, it then 
can be classified as stochastic (e.g. using a simulated 
annealing algorithm), and non-stochastic, otherwise. 

- Parameters Settings: the search parameters of the HHs 
can be fixed statically, evolve dynamically (i.e. change 
value in a predefined way), evolve in an adaptive way (i.e. 
the value changes reactively during the search process), or 
with a self-adaptive mechanism (i.e. by searching 

simultaneously for the best solution and the best 
parameterization) 

- Solutions: three types of population can be distinguished. 
First, HHs based on "multipoint" populations (i.e. HHs 
use several solutions when performing a search), HHs 
based on "single-point" populations i.e. when only the 
current active solution is processed, and so-called "mixed" 
populations i.e. that combine both single and multipoint 
searches, usually in a progressive manner. 

- Objectives: it is derived from the standard classification 
of metaheuristics. The latter depends on the type of 
objective function pursued by the algorithm (i.e. single of 
multiple). 

- Feedback: during the search for heuristics, several cases 
can be distinguished. Either no feedback is used. In this 
case, the HLHs does not consider the performance of the 
LLHs. Either, the performance of the LLHs is considered 
during an off-line phase, prior to the system launch. Either 
the learning loop is used exclusively during the execution 
of the system. Or finally, the feedback on the performance 
of the LLHs, and more generally, on the system state is 
used in a combination of off-line and on-line learning.  

With 6 main criteria and 28 sub-criteria, this classification 
cannot be detailed too deeply here. However, interested 
readers can refer to the following publications (E. K. Burke et 
al., 2010, 2019; Drake et al., 2020).  
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Moreover, there are also many other applications such as 
timetable generation, e.g. (Pillay, 2012), machine failure 
detection e.g. (Navajas-Guerrero et al., 2022) or vehicle 
routing problems (Tarhini et al., 2022).  These are beyond the 
scope of this paper. In the following section, we will focus on 
the application of HHs to manufacturing scheduling. 

 APPLICATIONS TO MANUFACTURING 
SCHEDULING 

As shown in the previous section, there are many aspects that 
allow to distinguish HHs. In this section, HHs are divided into 
three categories that seem to us the most primordial, namely 
the HHs for generation, for selection and the mixed ones. 

1. HHs for Rules selection  

A certain number of contributions seek to select the best rule 
among a set of candidate ones. As mentioned before, the 
relevance of rule-based methods is particularly motivated by 
dynamic scheduling problems where the need for reactivity is 
important. An example of Real-Time Scheduling (RTS) can be 
found in (Shiue et al., 2018). The authors assume that it is 
better to use a set of Dispatching Rules (DRs), each related to 
a specific "Zone" of the production system, than to use a 
unique DR. They propose an RTS based on reinforcement 
learning (RL) using two main mechanisms: a first module is in 
charge of offline learning, while a second RL module operates 
using a Q-Learning algorithm. Another example of Q-
Learning application to DRs selection can be found in 
(Bouazza et al., 2017). The authors developed a distributed 
approach based on Smart Products (SPs) with decisional 
abilities. To solve a partially flexible job-shop scheduling 
problem, the SPs use a Q-learning effect to select “ad-hoc” 

both Machine Selection Rules and Sequencing Rules. 

There are several other approaches to implement automatic 
rule selection. For example, H. Zhang & Roy (2019) propose 
to select the DRs according to the production objectives. For 
this purpose, each of the DRs and each of the production 
objectives are linked to a set of scheduling parameters such as 
processing time, remaining work, delivery date, delay, etc. 
Therefore, the developed method is based on the semantic 
expressions of the selected production objectives and the DRs. 
The system can be able to select the most pertinent rule, 
according to the set objectives. Another example of a multi-
objective optimization problem is proposed in (Teymourifar et 
al., 2018). Indeed, to solve a Job Shop Scheduling Problem, 
the authors propose to dynamically select the DRs according 
to the state of the scheduling environment. A comparative 
study with classic rules from the literature has shown the 
interest of dynamic rules selection. 

Simulation is a very useful technique for determining the 
relevance of the rules to be selected. For example, the discrete 
event simulation approach integrated with the Flexible and 
Interactive Tradeoff Compensatory approach is used in 
(Pergher et al., 2020). The goal is to identify the best 
combination of scheduling DRs, due date assignment and 

release date. One last example of simulation application for 
dynamic rule selection can be cited. The works presented in 
(Bouazza et al., 2021, 2022), use simulation-based learning 
mechanisms. The authors propose the concept of Decision 
Strategy (DS). This structure is similar to a decision tree whose 
leaves are DRs (for resource selection and job sequencing). A 
learning loop using simulation is used to improve the DSs 
gradually in order to obtain the most efficient combination of 
rules. The rules are then dynamically selected during the 
"online" phase. Experimental results support the interest of the 
developed approaches. 

2. HHs for Rules generation 

While approaches to select DRs from a finite list can be 
effective in some cases, it may be interesting to develop more 
specific rules for other types of problems. However, the man-
made rules are highly relevant to the problem, and the results 
are dependent on the problem itself (Zhou et al., 2019). Thus, 
among the most commonly used approaches to generate 
specific DRs is Genetic Programming (GP). GP is a classical 
metaheuristic inspired by the Genetic Algorithm (GA). Unlike 
a fixed length gene chain in GA, the individuals in GP are 
represented by tree structures that lead to a dynamic 
arrangement of the data. Given this feature, GP is used as an 
HLH to build a HH scheme capable of dynamically handling 
multiple LLHs (Zhu et al., 2023). 

F. Zhang et al., (2019), address a Dynamic Flexible Job-Shop 
Scheduling problem (DFJSSP). The solution is built on a 
Genetic Programming Hyper-Heuristic (GPHH). The 
proposed method relies on the selection of relevant job features 
and the exclusion of irrelevant ones. The goal is to reduce the 
search space of the GPHH. Once this selection of features is 
done, a second phase uses them to generate a set of rules 
according to the scenarios. Simulations show that the feature 
selection phase allows an efficient evolution of both routing 
rules and sequencing rules for the DFJSSP. 

 

Fig. 3 Example of Genetic Programming structure 

The use of ML techniques can help to generate efficient rules. 
In (Ferreira et al., 2021), an approach applied to the delay-
minimizing dynamic job shop scheduling problem is presented 
(Fig. 3). The approach consists of a guided empirical learning 
procedure, where reasoning about the problem guides the 
algorithmic search for GPs in an iterative loop. The results 
suggest that the method is able to find new efficient rules, 
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which outperform other GP implementations from the 
literature in the majority of instances (i.e. by 19% on average).  

Many other works are based on simulation for the generation 
of rules. Freitag & Hildebrandt (2016) propose an application 
of HH to simulation-based multi-objective optimization 
(multi-objective GP). The algorithm allows to automatically 
develop improved DRs specifically for a specific control 
problem. An application to a complex semiconductor 
manufacturing scenario is described. The results show that the 
DRs generated in this way perform significantly better than a 
number of DRs from the literature. There are other works 
related to multi-objective optimization of manufacturing 
scheduling. Zhou et al. (2019) deal with a Dynamic Flexible 
Job Shop scheduling problem. Three different types of 
methods are proposed for coevolving both machine 
assignment rules and task sequencing rules, including multi-
objective Coevolution Cooperative Genetic Programming 
(CCGP) with two subpopulations, multi-objective GP with 
two subtrees, and another multi-objective GP with two 
chromosomes. The training results as well as the tests show 
that the proposed method, named CCGP-NSGAII, is more 
competitive than other evolutionary approaches. 

If most of the DR generation approaches are applied to 
dynamic contexts, other works focus on their performance on 
static problems. Ðurasević & Jakobović (2021) address the 
automatic development of DRs specifically adapted to static 
and off-line conditions. The objective of the paper is to analyze 
several methods to adapt automatically generated DRs to static 
manufacturing scheduling conditions. The proposed method is 
based on new end nodes and the application of a deployment 
algorithm to adapt DRs. Comparisons with metaheuristics 
allow positioning them as a viable alternative. DRs can then 
be used in situations where metaheuristics could not, while 
offering both, better execution time, and competitive results. 

3. Mixed HHs (Rules generation and selection) 

As previously stated, a third category of HHs is distinguished 
here. This one does not "only" select rules from a predefined 
list of DRs (i.e. statically or dynamically), nor does it generate 
a unique DR. Indeed, all approaches that both generate and 
select DRs are categorized here under the term "mixed HHs". 
To illustrate these approaches, an example can be taken from 
(Baek et al., 1998). In contrast to methods using a single DR, 
the authors propose a procedure that sequentially generates a 
DR for each workstation, one by one. The goal is to find the 
most suitable rule for each workstation, at various decision 
points in time. The method, named Spatial Adaptation 
Procedure, is applied to flexible system of semiconductor 
wafer fabrication. The combination of rules generated allows 
to reduce the average flow time, significantly compared to 
reference rules. A few years later, the work proposed by Baek 
& Yoon (2002), no longer generates DRs sequentially, but 
makes them evolve simultaneously. Thus, the complexity 
resulting from the interconnection and the interdependency of 
the machines is explicitly considered. The chosen approach is 
a coevolution algorithm (CoEA). Simulations show that the 

HH CoEA is more effective and efficient than the sequential 
procedure suggested earlier. In (Geiger et al., 2006), a novel 
approach to learning DRs is developed (Fig. 4) for a variety of 
single-machine environments. The approach has given good 
results on reducing the Makespan in a two machine-flow shop 
scheduling problem, comparing to GP algorithm and 
Evolutionary Algorithm (EA). 

 

Fig. 4 Scheduling rule learning system (Geiger et al., 2006) 

To ensure a RTS problem on a job-shop, Miyashita (2000) 
combines GP with a Multi-Agent System (MAS). In the 
control architecture, each agent is in charge of the sequencing 
of a specific machine with a dedicated DR. Miyashita 
compares three different HHs, all using GP: the first one 
develops a single DR for all work-centers, the second one 
generates a different DR for each work-center, the third one 
uses a predetermined classification of work-centers into two 
categories i.e. "bottlenecks" and "non-bottlenecks". Therefore, 
a specific DR for each of the two categories is developed. The 
approach is tested on a job-shop consisting of five work-
centers with one or two bottlenecks. The HH using 
classification produces the best results. Another example, 
building the allocation of rules around a pre-classification of 
work-centers, is proposed by Jakobović & Budin (2006). The 
GP HH is built using three trees: two of the trees correspond 
to a composite dispatch rule, and the third tree is a decision 
tree that uses attributes related to the workload of a work center 
to decide which of the two composite rules should be applied. 
One last example of GP application is proposed by Pickardt et 
al. (2013). The developed algorithm is a two-stage HH: a first 
phase allows generating a set of DRs using the GP. Then, a 
second phase allows assigning them to each work-center 
composing the production system using an EA. The generated 
rules are then compared with benchmark rules. They are thus 
more efficient to reduce the mean weighted tardiness. 

This brief overview shows the richness and potential of HHs 
for manufacturing scheduling, especially, in dynamic 
environments. In the following section, trends and possible 
upcoming challenges are highlighted. 

 TRENDS AND FUTURE CHALLENGES 

Through the state of the art proposed in the previous section, a 
trend in the evolution of HHs appears to be emerging. Initially 
limited mostly to the generation of a single rule, HHs 
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generating and/or combining several rules have appeared in 
the literature. Target production systems have thus evolved 
from single machine systems to increasingly more flexible and 
complex systems. Also, a growing number of works explicitly 
consider both types of rules for each of the two sub-problems 
of manufacturing scheduling, namely the allocation and 
sequencing of production jobs. 

More generally, in many fields, the contribution of Artificial 
Intelligence technics promises major evolution with increased 
performance. Hyper-heuristics are no exception. As shown in 
Fig. 4, the nature of the learning feedback can be a determining 
element for the quality of the solution to an optimization 
problem. As discussed above, a number of methods use 
feedback loops to significantly improve the quality of the 
generated rules. Others take advantage of this feedback loop to 
ensure dynamic and efficient rule selection. It seems that this 
trend will accelerate even more with the integration of more 
complex techniques such as deep-learning. 

As discussed, we have proposed to add a third category in the 
classification that concerns HHs that allow both rule 
generation and rule selection. Compared to the two other 
categories, i.e. rule selection only or rule generation only, these 
approaches are relatively recent and still few. Moreover, once 
the DRs have been generated, many are content with allocating 
the rules in a "definitive" and static way, to work-centers for 
example. It seems that the decoupling of rule generation and 
rule selection will allow producing more innovative solutions. 
Thus, it is possible to take advantage of both very specific rule 
generation and dynamic rule selection, allowing to change the 
rule "on the fly" considering the current context. 

Another aspect to consider is the integration of HHs into 
Cyber-Physical Production Systems (CPPS). Their reactivity 
and their low need in terms of computing resources, makes 
them particularly interesting, especially for distributed 
architectures for the control of CPPS. Considering the multiple 
potential decision nodes in such systems, it seems worthwhile 
to develop methods that can generate as many rules to apply, 
depending on the system's state. The behavior is then obtained 
by emergence. The use of techniques exploiting in particular 
the learning loop, coupled for example to simulation 
techniques, allows enhancing the global performances. 

 CONCLUSION 

The term hyper-heuristics covers a wide variety of algorithms 
and methods. The concept it refers to is much older than this 
neologism. HHs allow generating solutions to complex 
optimization problems, and this, in a quite acceptable time. To 
counterbalance the poor global performance of the heuristics, 
many contributions have developed mechanisms that provide 
a feedback loop to improve the heuristics iteratively. 
Therefore, it is possible to design reactive systems offering, at 
the same time, good global performances. 

In this paper, the HHs are firstly defined. Then, an extension 
to the HHs classification in the literature is proposed. This one 

concerns an additional category of Low-Level Heuristics type. 
This new category groups the HHs that allow both the 
generation and the selection of LLHs. Although still relatively 
few, this type of HHs seems to hold a lot of potential by taking 
advantage of both the generation of specific rules, and their 
selection dynamically, according to the current context of the 
system. Finally, an overview of the current trends allowed to 
highlight the benefits of ML techniques, as well as the 
coupling with computational simulation. Thus, HHs are 
promising techniques that can combine the reactivity of 
heuristics with a satisfying global performance obtained by 
emergence from complex systems. 

Works are already ongoing for the development of HHs for 
dynamic scheduling of flexible manufacturing systems. These 
are Mixed HHs for both generating allocation and sequencing 
rules, and dynamically selecting them. Moreover, heuristic 
selection using deep neural networks is also experimented. 
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