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#### Abstract

Reinforced Galton-Watson processes have been introduced in [3] as population models with non-overlapping generations, such that reproduction events along genealogical lines can be repeated at random. We investigate here some of their sample path properties such as asymptotic growth rates and survival, for which the effects of reinforcement on the evolution appear quite strikingly.
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## 1 Introduction and main results

In a usual Galton-Watson branching process with reproduction law $(\nu(k))_{k \geq 0}$, every individual reproduces independently of the others, and $\nu(k)$ is the probability that a typical individual has $k$ children at the next generation. In this work, we consider only the case where there is a maximal possible number of children, say $\mathrm{k}_{*} \geq 2$, and stress that our analysis would not extend to a reproduction law with unbounded support. In short, we assume throughout this text that $\boldsymbol{\nu}=(\nu(k))_{0 \leq k \leq \mathrm{k}_{*}}$ is a probability vector with $\nu\left(\mathrm{k}_{*}\right)>0$.

We recently introduced in [3] a reinforced version of Galton-Watson processes that involves random repetitions of reproduction events and depends on a parameter $q \in(0,1)$. The evolution can be depicted as follows. Each individual at any generation $n \geq 1$ picks a forebear uniformly at random on its ancestral lineage, independently of the other individuals. Then either with probability $q$, this individual begets the same number of children as the selected forebear, or with complementary probability $1-q$, the number of its children is an independent sample from the reproduction law $\boldsymbol{\nu}$. Reproduction events that occurred at early stages of the process are thus more likely to be repeated in the future, as they are common to a large number of genealogical lines, and informally speaking, the reinforced process thus keeps some memory of its past. Clearly, the usual Galton-Watson evolution corresponds to the boundary case $q=0$ without reinforcement (i.e. without memory).

Let $Z=(Z(n))_{n \geq 0}$ be a reinforced Galton-Watson process with reproduction law $\boldsymbol{\nu}$ and reinforcement parameter $q \in(0,1)$, started from a single ancestor.

[^0]More precisely, $Z(n)$ denotes the size of the $n$-th generation, and for $k \geq 1$, we write $\mathbb{P}_{k}$ for the distribution of $Z$ conditioned on $Z(1)=k$. Let us recall a simplified version of our main result about the asymptotic behavior of the averaged population size for large generations; see [3, Theorem 7.3]. As $n \rightarrow \infty$, we have

$$
\begin{equation*}
\mathbb{E}_{\mathrm{k}_{*}}(Z(n)) \sim \frac{m_{\boldsymbol{\nu}, q}^{n}}{q+(1-q) \nu\left(\mathrm{k}_{*}\right)}, \tag{1.1}
\end{equation*}
$$

whereas

$$
\begin{equation*}
\mathbb{E}_{\ell}(Z(n))=o\left(m_{\boldsymbol{\nu}, q}^{n}\right) \quad \text { for any } \ell<\mathrm{k}_{*} \text { with } \nu(\ell)>0 \tag{1.2}
\end{equation*}
$$

where

$$
\begin{equation*}
m_{\boldsymbol{\nu}, q}:=\frac{q}{\int_{0}^{1 / \mathrm{k}_{*}} \Pi(t) \mathrm{d} t}, \tag{1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\Pi(t):=\prod_{k: \nu(k)>0}(1-t k)^{\nu(k)(1-q) / q}, \quad 0 \leq t \leq 1 / \mathrm{k}_{*} \tag{1.4}
\end{equation*}
$$

We now present the motivations for the present work and our two main results. Recall that for the usual Galton-Watson process $Z_{\mathrm{GW}}$ with reproduction law $\boldsymbol{\nu}$, not only the mean population size at the $n$-th generation is ${ }^{1}$

$$
\mathbb{E}\left(Z_{\mathrm{GW}}(n)\right)=m_{\mathrm{GW}}^{n} \quad \text { for all } n \geq 1
$$

where $m_{\mathrm{GW}}=\sum k \nu(k)$, but in the supercritical case where $m_{\mathrm{GW}}>1$, there is the much more precise pathwise convergence

$$
\lim _{n \rightarrow \infty} m_{\mathrm{GW}}^{-n} Z_{\mathrm{GW}}(n)=W_{\mathrm{GW}} \quad \text { a.s. and in } L^{1}
$$

Furthermore, in the original Galton-Watson process, the random variable $W_{\text {GW }}$ vanishes exactly on the event of eventual extinction of $Z_{\mathrm{GW}}$. Our first main result shows that reinforcement may change dramatically this property.

In this direction, we need to introduce some more notation. Consider the sub-process $Z_{*}=\left(Z_{*}(n)\right)_{n \geq 0}$ of the reinforced Galton-Watson process which results by suppressing every sibling (together with its descent) that has size strictly less than $\mathrm{k}_{*}$. Since by construction, all the forebears of an individual in this sub-process have exactly $\mathrm{k}_{*}$ children, $Z_{*}$ is a true Galton-Watson process under $\mathbb{P}_{\mathrm{k}_{*}}$ (recall that the latter denotes the distribution of the reinforced Galton-Watson process when the ancestor has the maximal number $\mathrm{k}_{*}$ of children). Specifically, all individuals in this sub-process, with the exception of the ancestor, have either $\mathrm{k}_{*}$ children with probability $q+(1-q) \nu\left(\mathrm{k}_{*}\right)$, or 0 child with complementary probability, independently one of each other's. We write

$$
\begin{equation*}
m_{*, q}:=\mathrm{k}_{*}\left(q+(1-q) \nu\left(\mathrm{k}_{*}\right)\right) \tag{1.5}
\end{equation*}
$$

for the mean reproduction number of $Z_{*}$ and stress that $m_{*, q} \leq m_{\boldsymbol{\nu}, q}$; see [3, Proposition 7.2].

[^1]Theorem 1.1. We have:
(i) If $m_{*, q} \leq 1$, then

$$
\lim _{n \rightarrow \infty} m_{\nu, q}^{-n} Z(n)=0 \quad \text { in } \mathbb{P}_{\mathrm{k}_{*}} \text {-probability } .
$$

(ii) If $m_{*, q}>1$, then

$$
\lim _{n \rightarrow \infty} m_{\boldsymbol{\nu}, q}^{-n} Z(n)=\lim _{n \rightarrow \infty} m_{*, q}^{-n} Z_{*}(n):=W_{*} \quad \text { in } L^{1}\left(\mathbb{P}_{\mathbf{k}_{*}}\right)
$$

Moreover the events $\left\{W_{*}=0\right\}$ and $\left\{\exists n \geq 1: Z_{*}(n)=0\right\}$ coincide $\mathbb{P}_{\mathbf{k}_{*}}$-a.s.
Remark 1.2. Comparing Theorem 1.1(i) with (1.1) shows that the main contribution to the mean population size $\mathbb{E}_{\mathrm{k}_{*}}(Z(n))$ when $m_{*, q} \leq 1$ is actually due to exceptional events for which the population is much larger than expected, i.e. $Z(n) \gg m_{\nu, q}^{n}$. When $m_{*, q}>1$, this is no longer the case. However, we expect the survival event of $Z$ to be strictly larger than $\left\{W_{*}=0\right\}$.

Our second main result concerns survival probabilities. For usual GaltonWatson processes, $Z_{\mathrm{GW}}$ survives with strictly positive probability if and only it is super-critical, that is $m_{\mathrm{GW}}>1$. In the reinforced setting, Theorem 1.1(i) entails that $Z$ becomes eventually extinct a.s. whenever $m_{\boldsymbol{\nu}, q} \leq 1$; however we conjectured in [3] that there should exist reproduction laws $\boldsymbol{\nu}$ and reinforcement parameters $q$ such that $m_{\boldsymbol{\nu}, q}>1$ and nonetheless, the reinforced Galton-Watson process becomes extinct eventually almost surely.

In the converse direction, observe first that if $q \mathrm{k}_{*} \geq 1$, then the true GaltonWatson process $Z_{*}$ is supercritical, and the reinforced Galton-Watson process $Z$ obviously survives with strictly positive probability. In particular, observe that if $\boldsymbol{\nu}$ had unbounded support, then the reinforced Galton-Watson process would always survive with positive probability. Assuming now that $q \mathrm{k}_{*}<1$, we point at the following sufficient condition for survival of $Z$.

Theorem 1.3. Suppose that $q \mathrm{k}_{*}<1$, and that

$$
\begin{equation*}
\sum_{j=1}^{\mathrm{k}_{*}} \frac{(1-q) j \nu(j)}{1-q j}>1 \tag{1.6}
\end{equation*}
$$

Then the reinforced Galton-Watson process survives forever with strictly positive probability, that is for any $\ell \geq 1$ with $\nu(\ell)>0$, we have

$$
\mathbb{P}_{\ell}(Z(n) \geq 1 \text { for all } n \geq 1)>0
$$

Remark 1.4. (i) The condition (1.6) obviously holds whenever there exists some $j \leq \mathrm{k}_{*}$ such that

$$
\frac{(1-q) j \nu(j)}{1-q j}>1
$$

This inequality can be written as $j(q+(1-q) \nu(j))>1$, and we observe that the left-hand side is the mean reproduction number of the true GaltonWatson sub-process that results from the reinforced one by suppressing every sibling (together with its descent) with size different from $j$. That is, the true Galton-Watson sub-process is supercritical, hence it survives with strictly positive probability. A fortiori the same holds for the reinforced Galton-Watson process.
(ii) In the same vein, (1.6) also clearly holds when the usual Galton-Watson process $Z_{\mathrm{GW}}$ is supercritical, viz. $m_{\mathrm{GW}}>1$. In the converse direction, it is easy to construct reproductions laws $\boldsymbol{\nu}$ with

$$
m_{\mathrm{GW}}<1<\sum_{j=1}^{\mathrm{k}_{*}} \frac{(1-q) j \nu(j)}{1-q j}
$$

This provides further examples of reinforced process $Z$ that may survive in situations where usual Galton-Watson process $Z_{\text {GW }}$ becomes eventually extinct a.s.
(iii) The sufficient condition (1.6) corresponds exactly to the necessary and sufficient condition for the survival of the branching process $\widetilde{Z}$ in which parents beget children according to the law $\boldsymbol{\nu}$ with probability $1-q$, or beget exactly as many children as their own parent with probability $q$. The process $\widetilde{Z}$ being a multitype Galton-Watson process, this claim is easily checked by studying the Perron-Frobenius eigenvalue of the mean reproduction matrix $\left(q j \delta_{i, j}+(1-q) j \nu(j)\right)_{i, j}$, where $\delta_{\text {., }}$, is the Kronecker symbol, see [2, Chapter 4].
Theorem 1.1 implies that $m_{\boldsymbol{\nu}, q}>1$ is a necessary condition for survival. Theorem 1.3 gives a different sufficient condition for survival, namely (1.6). As a consequence, (1.6) entails $m_{\boldsymbol{\nu}, q}>1$; however, we have not been able to check this fact by purely analytic considerations. Despite these two conditions being quite close to one another, the two are not identical as is being illustrated in Figure 1.


Figure 1: Phase diagram of a reinforced Galton-Watson process with parameter $\left(\boldsymbol{\nu}_{p}, q\right)$ with $\boldsymbol{\nu}_{p}=(1-4 p) \delta_{0}+p\left(\delta_{1}+\delta_{2}+\delta_{3}+\delta_{4}\right)$, for $q \in[0,0.25]$ and $p \in[0,0.1]$. The blue line corresponds to the set of parameters such that $m_{\boldsymbol{\nu}_{p}, q}=1$, the orange one to parameters such that $\sum(1-q) j \nu_{p}(j) /(1-q j)=1$. The grey domain corresponds to the set of parameters for which $m_{\boldsymbol{\nu}_{p}, q}>1$ but (1.6) does not hold. Note that $m_{\mathrm{GW}}>1$ for $p>0.1$ and that $q \mathrm{k}_{*}=4 q \geq 1$ for $q \geq 0.25$, which explains the boundary points of the curves.

The rest of this work is organized as follows. Section 2 dwells on the observation that reinforced Galton-Watson processes can be viewed as multi-type branching processes, where the type of an individual corresponds to the counting
measure of the number of children of its forebears. This enables us to recover the branching property, of course at the cost of working with a rather large space of types. In Section 3, we establish some bounds for such multi-type branching processes, which follow rather directly from (1.1) and (1.2). These bounds are then used in Section 4 to establish Theorem 1.1.

Section 5 is in turn devoted to the proof of Theorem 1.3; let us briefly sketch our approach which is fully independent of [3]. We start in Subsection 5.1 by constructing a natural nonnegative martingale $M$ for the reinforced GaltonWatson process, which starts from $M_{0}=1$ and vanishes as soon as $Z$ becomes extinct. This leads us to investigate whether $M$ is uniformly integrable, since in that case, the reinforced Galton-Watson process obviously survives with strictly positive probability. In this direction, we use $M$ to define a tilted probability law in Subsection 5.2, and describe the evolution of the reinforced Galton-Watson process under the tilted law in terms of the so-called spinal decomposition. Next, in Subsection 5.3, we interpret the evolution of the types along the spine in terms of a generalized Pólya urn process. This permits us to determine the asymptotic behavior of those types. The proof of Theorem 1.3 can then be completed in Subsection 5.4 by applying classical arguments involving the spinal decomposition and Durrett's criterion for the uniform integrability of a nonnegative martingale.

## 2 Reinforced Galton-Watson processes as multitype branching processes

The reproduction law of an individual in a reinforced Galton-Watson process depends on its entire ancestral lineage. Different individuals may partly share the same ancestral lineage, and then their respective evolutions are not independent. The Markov and the branching properties are therefore lost in this process, but can nonetheless be recovered by endowing each individual with a type that records the reproduction numbers of its forebears.

To start with, we briefly adapt to our setting the Ulam-Harris-Neveu framework which enables to encode any population model with non-overlapping generations started from a single ancestor by its the genealogical tree $\mathcal{T}$. Since in our model, an individual has never more than $\mathrm{k}_{*}$ children, we use the space of finite (possibly empty) sequences in $\left\{1, \ldots, \mathrm{k}_{*}\right\}$,

$$
\mathcal{U}:=\bigcup_{\ell \geq 0}\left\{1, \ldots, \mathrm{k}_{*}\right\}^{\ell}
$$

as the universal tree that contains $\mathcal{T}$.
The empty sequence $\varnothing$ is assigned to the ancestor of the population and viewed as the root of the genealogical tree $\mathcal{T}$. An individual at the $\ell$-th generation is represented by some $u=\left(u_{1}, \ldots, u_{\ell}\right) \in \mathcal{T}$, and if this individual has $k \geq 1$ children, the latter are represented in turn by the sequences $u j:=\left(u_{1}, \ldots, u_{\ell}, j\right)$ for $j=1, \ldots, k$. As in our setting, an individual can have $k$ children only for $k \geq 0$ such that $\nu(k)>0$, the outer-degree $d(u)$ of any individual $u \in \mathcal{T}$ always belongs to the support $\{k \geq 0: \nu(k)>0\}$ of the reproduction law $\boldsymbol{\nu}$.

We further assign types to individuals, that is to the vertices of the genealogical tree $\mathcal{T}$ as follows. The space of types is the set $\mathcal{M}_{\boldsymbol{\nu}}$ of finite integer-valued
measures on $\{k \geq 1: \nu(k)>0\}$. Types are associated to vertices of $\mathcal{T}$ using the following (deterministic) algorithm. If an individual $u \in \mathcal{T}$ has type $\mathbf{t}$ and has $k \geq 1$ children at the next generation, then all its children receive the type $\mathbf{t}+\delta_{k}$. The assignation of types is thus completely determined once the type $\mathbf{t}(\varnothing)$ of the initial ancestor and the genealogical tree $\mathcal{T}$ are known.

The type of the ancestor may be either the null measure $\mathbf{0}$ or a measure of positive mass, $|\mathbf{t}(\varnothing)|=j \geq 1$. In the latter case, we may imagine that the ancestor $\varnothing$ has also forebears in the past, at generations $-1, \ldots,-j$, and then $\mathbf{t}(\varnothing)$ should be thought of as to the empirical measure of the numbers of children of the forebears of the ancestor. In all cases, the type $\mathbf{t}(u)$ of an individual $u \in \mathcal{T}$ corresponds to the empirical counting measure of the number of children of its forebears, possibly including forebears at negative generations when $\mathbf{t}(\varnothing) \neq \mathbf{0}$.

This setting enables us to view a reinforced Galton-Watson process as a multitype branching process; see [4] for background. Recall that $q \in(0,1)$ is a reinforcement parameter and $\boldsymbol{\nu}$ a probability vector on $\left\{0,1, \ldots, \mathrm{k}_{*}\right\}$. We just need to specify the reproduction law $\boldsymbol{\pi}_{\mathrm{t}}$ of an individual as a function of its type t. First, when the type is the null measure (which can only be the case for the ancestor), we agree ${ }^{2}$ that the individual has almost surely $\mathrm{k}_{*}$ children all with type $\delta_{\mathrm{k}_{*}}$, that is

$$
\boldsymbol{\pi}_{\mathbf{0}}=\delta_{\mathrm{k}_{*}}
$$

Next, when the type is non-zero, say $\mathbf{t}$, the probability that this individual begets no child equals

$$
\pi_{\mathbf{t}}(0)=(1-q) \nu(0)
$$

and the probability that it begets exactly $k \geq 1$ children all of type $\mathbf{t}+\delta_{k}$ and no further children equals

$$
\pi_{\mathbf{t}}(k)=(1-q) \nu(k)+q \frac{t(k)}{|\mathbf{t}|}
$$

where $|\mathbf{t}|$ stands for the total mass of $\mathbf{t}$ and $t(k)$ for the mass assigned by $\mathbf{t}$ to the atom $k$. In particular, $\mathbf{t} /|\mathbf{t}|$ is the empirical distribution of the numbers of children of the forebears of an individual.

For every tree $\mathcal{T}$ and vertex $u \in \mathcal{T}$, we write $\mathcal{T}_{u}$ for the subtree that stems from $u$. Specifically a vertex $v$ belongs to $\mathcal{T}_{u}$ if and only if $u v$ (the concatenation of the words $u$ and $v$ ) is a vertex of $\mathcal{T}$, and then we agree that the type of $v$ in $\mathcal{T}_{u}$ is the one of $u v$ in $\mathcal{T}$. We also write

$$
\mathcal{T}_{\mid \ell}:=\{u \in \mathcal{T}:|u| \leq \ell\}
$$

for the restriction of the genealogical tree to the first $j$ generations.
For every type $\mathbf{t} \in \mathcal{M}_{\boldsymbol{\nu}}$, we write $\mathcal{P}_{\mathbf{t}}$ for the law of the genealogical tree $\mathcal{T}$ of the multitype branching process with the reproductions laws described above conditioned on the ancestor having type $\mathbf{t}$. With this formalism at hand, we can now recover the branching property. The basic Markov-branching property for the multitype branching process can be stated as follows.

[^2]Lemma 2.1. Let $T$ be a fixed tree of height $\ell$ (i.e. such that $\sup _{v \in T}|v|=\ell$ ) and an arbitrary initial type $\mathbf{t} \in \mathcal{M}_{\nu}$, we denote by $\mathbf{t}(u)$ the type of the vertex $u \in T$ by fixing $\mathbf{t}(\varnothing)=\mathbf{t}$. Then, under the conditioned probability measure $\mathcal{P}_{\mathbf{t}}\left(\cdot \mid \mathcal{T}_{\mid \ell}=T\right)$, the subtrees $\left(\mathcal{T}_{u}: u \in \mathcal{T}\right.$ and $\left.|u|=\ell\right)$ are independent and each $\mathcal{T}_{u}$ has the law $\mathcal{P}_{\mathbf{t}(u)}$.

We will also use in the sequel the following consequence of Lemma 2.1. For any initial type $\mathbf{t} \in \mathcal{M}_{\boldsymbol{\nu}}$, every vertex $u \in \mathcal{U}$, and every $d \geq 1$ such that $\nu(d)>0$, under the conditional probability measure $\mathcal{P}_{\mathbf{t}}$ given that $u \in \mathcal{T}$, that $u$ has outer degree $d(u)=d$ in $\mathcal{T}$ and type s, the $d$ subtrees $\mathcal{T}_{u 1}, \ldots, \mathcal{T}_{u d}$ are independent and each has the law $\mathcal{P}_{\mathbf{s}+\delta_{d}}$.

We further point at a useful domination property which should be intuitively obvious.

Lemma 2.2. Consider two types $\mathbf{t}, \mathbf{t}^{\prime} \in \mathcal{M}_{\boldsymbol{\nu}}$ such that $|\mathbf{t}|=\left|\mathbf{t}^{\prime}\right| \geq 1$ and

$$
\mathbf{t}\left(\left[\ell, \mathrm{k}_{*}\right]\right) \leq \mathbf{t}^{\prime}\left(\left[\ell, \mathrm{k}_{*}\right]\right) \text { for all } \ell \in\left\{1, \ldots, \mathrm{k}_{*}\right\} .
$$

In words, $\mathbf{t}$ and $\mathbf{t}^{\prime}$ have same total mass and the normalized probability measure $\mathbf{t}^{\prime} /\left|\mathbf{t}^{\prime}\right|$ stochastically dominates $\mathbf{t} /|\mathbf{t}|$. Then we can construct two random genealogical trees $\mathcal{T}$ and $\mathcal{T}^{\prime}$, the first with the law $\mathcal{P}_{\mathbf{t}}$ and the second with the law $\mathcal{P}_{\mathbf{t}^{\prime}}$, such that $\mathcal{T}$ is a subtree of $\mathcal{T}^{\prime}$.

Proof. We immediately see by inspection of the reproduction laws of the ancestor as a function of its type, that we can couple the number of children $Z(1)$ of the ancestor under law $\mathcal{P}_{\mathbf{t}}$ with that $Z^{\prime}(1)$ under $\mathcal{P}_{\mathbf{t}^{\prime}}$, such that $Z(1) \leq Z^{\prime}(1)$ by the stochastic domination condition. Then the types $\mathbf{t}+\delta_{Z(1)}$ of the individuals at the first generation under $\mathcal{P}_{\mathbf{t}}$ are also dominated by the types $\mathbf{t}^{\prime}+\delta_{Z^{\prime}(1)}$ under $\mathcal{P}_{\mathbf{t}}$. We can then complete the proof by induction using the branching property of Lemma 2.1.

## 3 Some useful bounds

The purpose of this section is to establish some inequalities that will be needed in the proof of Theorem 1.1. These follow readily from the framework develop in the preceding section and the key estimates (1.1) and (1.2). For every $n \geq 0$, the integer-valued measure

$$
\mathcal{Z}_{n}:=\sum_{|u|=n, u \in \mathcal{T}} \delta_{\mathbf{t}(u)}, \quad n \geq 0
$$

that counts the number of individuals at the $n$-th generation as a function of their types, can be viewed as an enriched version of the reinforced GaltonWatson process for which the types of individuals are recorded. In particular, the total mass of $\left|\mathcal{Z}_{n}\right|:=\mathcal{Z}_{n}\left(\mathcal{M}_{\boldsymbol{\nu}}\right)$ under $\mathcal{P}_{\mathbf{0}}$ coincides with $Z(n)$ under $\mathbb{P}_{\mathrm{k}_{*}}$.

We start with the following generalization of the bounds (1.1) and (1.2) to arbitrary fixed initial types. Recall the notation (1.3) and (1.5).

Lemma 3.1. Consider a type $\mathbf{t} \in \mathcal{M}_{\boldsymbol{\nu}}$ with $|\mathbf{t}|=\ell$. As $n \rightarrow \infty$, we have

$$
\mathcal{E}_{\mathbf{t}}\left(\left|\mathcal{Z}_{n}\right|\right) \sim\left(\frac{m_{\boldsymbol{\nu}, q}}{m_{*, q}}\right)^{\ell} m_{\boldsymbol{\nu}, q}^{n}
$$

when $t\left(\mathrm{k}_{*}\right)=\ell$ (i.e. $\mathbf{t}=\ell \delta_{\mathrm{k}_{*}}$ ), whereas

$$
\mathcal{E}_{\mathbf{t}}\left(\left|\mathcal{Z}_{n}\right|\right)=o\left(m_{\nu, q}^{n}\right)
$$

otherwise.
We mention that the approach in [3] would yield a much sharper estimate in the second case. However, calculations would be technically rather demanding and we prefer to establish the weaker result using only a much simpler argument, as this suffices for our purpose.

Proof. We consider first the case when type of the ancestor of the reinforced Galton-Watson process is the measure $\delta_{j}$ and work under $\mathcal{P}_{\delta_{j}}$. We may imagine that the ancestor had a parent at generation -1 and $j-1$ siblings for some $1 \leq j<\mathrm{k}_{*}$ with $\nu(j)>0$. This yields the identity

$$
j \mathcal{E}_{\delta_{j}}\left(\left|\mathcal{Z}_{n}\right|\right)=\mathbb{E}_{j}(Z(n+1)),
$$

and (1.2) entails that for any fixed $\ell \geq 0$,

$$
\mathcal{E}_{\delta_{j}}\left(\left|\mathcal{Z}_{\ell+n}\right|\right)=o\left(m_{\boldsymbol{\nu}, q}^{n}\right) \text { as } n \rightarrow \infty .
$$

The probability under $\mathcal{P}_{\delta_{j}}$ that the individual $(1, \ldots, 1)$ at generation $\ell$ is present in the population and has type $\delta_{j}+\ell \delta_{\mathrm{k}_{*}}$ (i.e. all its forebears at generations $0, \ldots, \ell-1$ had $\mathrm{k}_{*}$ children) is no less than $\left((1-q) \nu\left(\mathrm{k}_{*}\right)\right)^{\ell}>0$. It follows from the branching property that

$$
\mathcal{E}_{\delta_{j}+\ell \delta_{\mathrm{k}_{*}}}\left(\left|\mathcal{Z}_{n}\right|\right) \leq\left((1-q) \nu\left(\mathrm{k}_{*}\right)\right)^{-\ell} \mathcal{E}_{\delta_{j}}\left(\left|\mathcal{Z}_{\ell+n}\right|\right)=o\left(m_{\boldsymbol{\nu}, q}^{n}\right) .
$$

An application of Lemma 2.2 completes the second claim of the statement.
We next work under $\mathcal{P}_{\mathbf{0}}$; recall from (1.1) that

$$
\mathcal{E}_{\mathbf{0}}\left(\left|\mathcal{Z}_{n+\ell}\right|\right)=\mathbb{E}_{\mathrm{k}_{*}}(Z(n+\ell)) \sim \frac{m_{\nu, q}^{n+\ell}}{q+(1-q) \nu\left(\mathrm{k}_{*}\right)} .
$$

We apply the branching property under $\mathcal{P}_{\mathbf{0}}$ at the $\ell$-th generation. Recall that the number of individuals of type $\ell \delta_{\mathrm{k}_{*}}$ is

$$
\mathcal{Z}_{\ell}\left(\left\{\ell \delta_{\mathrm{k}_{*}}\right\}\right)=Z_{*}(\ell),
$$

and that $Z_{*}$ is a usual Galton-Watson process with mean reproduction number $m_{*, q}$ given that the ancestor has $\mathrm{k}_{*}$ children. In particular, the mean number of these individuals is

$$
\begin{equation*}
\mathbb{E}_{\mathrm{k}_{*}}\left(Z_{*}(\ell)\right)=\mathrm{k}_{*} m_{*, q}^{\ell-1} . \tag{3.1}
\end{equation*}
$$

There are also $Z(\ell)-Z_{*}(\ell) \leq k_{*}^{\ell}$ individuals with types different from $\ell \delta_{\mathrm{k}_{*}}$, and we know from the first part of this proof that as $n \rightarrow \infty$, the average descent of each of them at generation $n+\ell$ is $o\left(m_{\nu, q}^{n}\right)$. Therefore, the branching property yields

$$
\mathcal{E}_{\mathbf{0}}\left(\left|\mathcal{Z}_{n+\ell}\right|\right) \sim \mathbb{E}_{\mathrm{k}_{*}}\left(Z_{*}(\ell)\right) \mathcal{E}_{\ell \delta_{\mathrm{k}_{*}}}\left(\left|\mathcal{Z}_{n}\right|\right),
$$

and we conclude that

$$
\mathcal{E}_{\ell \delta_{\mathrm{k}_{*}}}\left(\left|\mathcal{Z}_{n}\right|\right) \sim \frac{1}{q+(1-q) \nu\left(\mathrm{k}_{*}\right)} \frac{m_{*, q}}{\mathrm{k}_{*}}\left(\frac{m_{\boldsymbol{\nu}, q}}{m_{*, q}}\right)^{\ell} m_{\boldsymbol{\nu}, q}^{n}=\left(\frac{m_{\boldsymbol{\nu}, q}}{m_{*, q}}\right)^{\ell} m_{\boldsymbol{\nu}, q}^{n},
$$

using (1.5) for the last equality.

A similar argument also yields the following uniform bounds.
Lemma 3.2. There is some finite constant $c_{\nu, q}$ depending only on the reinforcement parameter and the reproduction law, such that for any type $\mathbf{t} \in \mathcal{M}_{\boldsymbol{\nu}}$ and any $n \geq 0$, one has

$$
\mathcal{E}_{\mathbf{t}}\left(\left|\mathcal{Z}_{n}\right|\right) \leq c_{\boldsymbol{\nu}, q}\left(\frac{m_{\boldsymbol{\nu}, q}}{m_{*, q}}\right)^{|\mathbf{t}|} m_{\boldsymbol{\nu}, q}^{n}
$$

Proof. Consider first the case when $\mathbf{t}=\mathbf{0}$, so $|\mathbf{t}|=0$. Recall that

$$
\mathcal{E}_{\mathbf{0}}\left(\left|\mathcal{Z}_{n}\right|\right)=\mathbb{E}_{\mathrm{k}_{*}}(Z(n)),
$$

so by (1.1), we can find some finite constant $c$ such that

$$
\mathcal{E}_{\mathbf{0}}\left(\left|\mathcal{Z}_{n}\right|\right) \leq c m_{\boldsymbol{\nu}, q}^{n} \quad \text { for all } n \geq 0
$$

Next, as it was already discussed previously, by focussing on individuals at a given generation $\ell \geq 1$ whose forebears all had $\mathrm{k}_{*}$ children and applying the branching property of Lemma 2.1, we get the inequality

$$
\mathcal{E}_{\mathbf{0}}\left(\left|\mathcal{Z}_{n+\ell}\right|\right) \geq \mathbb{E}_{\mathrm{k}_{*}}\left(Z_{*}(\ell)\right) \mathcal{E}_{\ell \delta_{\mathrm{k}_{*}}}\left(\left|\mathcal{Z}_{n}\right|\right)
$$

The identity (3.1) entails our claim whenever $t\left(\mathrm{k}_{*}\right)=|\mathbf{t}|$ with $c_{\boldsymbol{\nu}, q}=c m_{*, q} / \mathrm{k}_{*}$. Finally, the general case for a type $\mathbf{t}$ follows from above by an application of Lemma 2.2, since $\mathbf{t}$ is dominated by $|\mathbf{t}| \delta_{\mathrm{k}_{*}}$.

When the usual Galton-Watson process $Z_{*}$ is supercritical, we can also bound the second moment of $\left|\mathcal{Z}_{n}\right|$ by combining these inequalities with a combinatorial argument.

Lemma 3.3. If $m_{*, q}>1$, then there exists a constant $C_{\boldsymbol{\nu}, q}$ such that for all $n \geq 1$, and $\mathbf{t} \in \mathcal{M}_{\boldsymbol{\nu}}$, we have

$$
\mathcal{E}_{\mathbf{t}}\left(\left|\mathcal{Z}_{n}\right|^{2}\right) \leq C_{\boldsymbol{\nu}, q}\left(\frac{m_{\boldsymbol{\nu}, q}}{m_{*, q}}\right)^{2|\mathbf{t}|} m_{\boldsymbol{\nu}, q}^{2 n}
$$

Proof. Observe that we can write

$$
\left|\mathcal{Z}_{n}\right|^{2}=\left|\mathcal{Z}_{n}\right|\left(\left|\mathcal{Z}_{n}\right|-1\right)+\left|\mathcal{Z}_{n}\right| .
$$

It is therefore enough to bound $\mathcal{E}_{\mathbf{t}}\left(\left|\mathcal{Z}_{n}\right|\left(\left|\mathcal{Z}_{n}\right|-1\right)\right)$ (the mean number of couples of distinct individuals alive at generation $n$ ) to complete the proof.

For $v \in \mathcal{T}$ with $|v|<n$, we denote by $\mathcal{Z}_{n}^{v}=\sum_{u \in \mathcal{T}^{v}:|u|=n} \delta_{\mathbf{t}(u)}$ the counting measure of the subpopulation at generation $n$ descending from the individual $v$. We can now write

$$
\begin{aligned}
\mathcal{E}_{\mathbf{t}}\left(\left|\mathcal{Z}_{n}\right|\left(\left|\mathcal{Z}_{n}\right|-1\right)\right) & =\mathcal{E}_{\mathbf{t}}\left(\sum_{|u|=n} \mathbf{1}_{\{u \in \mathcal{T}\}}\left(\left|\mathcal{Z}_{n}\right|-1\right)\right) \\
& =\sum_{|u|=n} \mathcal{E}_{\mathbf{t}}\left(\mathbf{1}_{\{u \in \mathcal{T}\}} \sum_{j=0}^{n-1} \sum_{k=1}^{d(u(j))} \mathbf{1}_{\{u(j) k \neq u(j+1)\}}\left|\mathcal{Z}_{n}^{u(j) k}\right|\right)
\end{aligned}
$$

where $u(j)=\left(u_{1}, \ldots, u_{j}\right)$ for $u=\left(u_{1}, \ldots, u_{n}\right)$. In words, we decompose the $\left|\mathcal{Z}_{n}\right|-1$ individuals alive at generation $n$ barring $u$ according to their most recent common ancestor with $u$. We obtain from the branching property of $\mathcal{Z}$ that

$$
\begin{aligned}
& \mathcal{E}_{\mathbf{t}}\left(\left|\mathcal{Z}_{n}\right|\left(\left|\mathcal{Z}_{n}\right|-1\right)\right) \\
& =\sum_{|u|=n} \sum_{j=0}^{n-1} \mathcal{E}_{\mathbf{t}}\left(\mathbf{1}_{\{u \in \mathcal{T}\}}(d(u(j))-1) \mathcal{E}_{\mathbf{t}(u(j+1))}\left(\left|\mathcal{Z}_{n-j-1}\right|\right)\right) \\
& \leq \sum_{|u|=n} \sum_{j=0}^{n-1} \mathcal{P}_{\mathbf{t}}(u \in \mathcal{T}) \mathrm{k}_{*} c_{\boldsymbol{\nu}, q} m_{\boldsymbol{\nu}, q}^{n-j-1}\left(\frac{m_{\boldsymbol{\nu}, q}}{m_{*, q}}\right)^{|\mathbf{t}|+j+1},
\end{aligned}
$$

where we used that $d(u(j)) \leq \mathrm{k}_{*}$ and $|\mathbf{t}(u(j) k)|=|\mathbf{t}|+j+1 \mathcal{P}_{\mathbf{t}}$-a.s., and we applied Lemma 3.2. As $m_{*, q}>1$, we immediately obtain that

$$
\mathcal{E}_{\mathbf{t}}\left(\left|\mathcal{Z}_{n}\right|\left(\left|\mathcal{Z}_{n}\right|-1\right)\right) \leq \frac{\mathrm{k}_{*} c_{\boldsymbol{\nu}, q}}{m_{*, q}-1}\left(\frac{m_{\boldsymbol{\nu}, q}}{m_{*, q}}\right)^{|\mathbf{t}|} \mathcal{E}_{\mathbf{t}}\left(\left|\mathcal{Z}_{n}\right|\right) m_{\boldsymbol{\nu}, q}^{n}
$$

Applying again Lemma 3.2, the proof is now complete.

## 4 Proof of Theorem 1.1

This section is devoted to the proof of Theorem 1.1. We first show that under the assumption $m_{*, q} \leq 1, Z(n) / \mathbb{E}_{\mathrm{k}_{*}}(Z(n))$ converges to zero in probability. We next prove that if $m_{*, q}>1$, then $Z(n) / \mathbb{E}_{\mathrm{k}_{*}}(Z(n))$ converges in $L^{1}$ to a non-degenerate random variable.
(i) We assume here that $m_{*, q} \leq 1$, that is the usual Galton-Watson process $Z_{*}$ is critical or sub-critical, and therefore becomes eventually extinct $\mathbb{P}_{\mathrm{k}_{*}}$-almost surely. For any given $\varepsilon>0$, we can choose a generation $\ell \geq 1$ sufficiently large so that $\mathbb{P}_{\mathrm{k}_{*}}\left(Z_{*}(\ell) \geq 1\right) \leq \varepsilon^{2}$. In other words, with $\mathcal{P}_{\mathbf{0}}$-probability at least $1-\varepsilon^{2}$, all individuals at generation $\ell$ have at least one forebear that had strictly less than $\mathrm{k}_{*}$ children. Plainly, there are at generation $\ell$ at most $\mathrm{k}_{*}^{\ell}$ individuals, and the set of possible types for these individuals is also bounded by $\mathrm{k}_{*}{ }^{\ell}$. The branching property yields

$$
\begin{aligned}
& \mathbb{E}_{\mathrm{k}_{*}}\left(m_{\boldsymbol{\nu}, q}^{-n-\ell} Z(n+\ell), Z_{*}(\ell)=0\right) \\
& \leq m_{\boldsymbol{\nu}, q}^{-\ell} \mathrm{k}_{*}^{\ell} \max \left\{m_{\boldsymbol{\nu}, q}^{-n} \mathcal{E}_{\mathbf{t}}\left(\left|\mathcal{Z}_{n}\right|\right), \mathbf{t} \in \mathcal{M}_{\boldsymbol{\nu}}:|\mathbf{t}|=\ell>t\left(\mathrm{k}_{*}\right)\right\}
\end{aligned}
$$

and we now see from Lemma 3.1 that the right-hand side can be bounded from above by $\varepsilon^{2}$ for all sufficiently large $n$. An application of the Markov inequality now gives

$$
\lim _{n \rightarrow \infty} \mathbb{P}_{\mathbf{k}_{*}}\left(m_{\boldsymbol{\nu}, q}^{-n-\ell} Z(n+\ell) \geq \varepsilon\right) \leq 2 \varepsilon
$$

and Theorem 1.1(i) is proven.
(ii) We now suppose that $m_{*, q}>1$, i.e. that the usual Galton-Watson process $Z_{*}$ is supercritical. Since its reproduction law has bounded support, the process

$$
W_{*}(n):=m_{*, q}^{-n} Z_{*}(n), \quad n \geq 0
$$

is a martingale bounded in $L^{2}$, and we write $W_{*}$ for its terminal value. Recalling that the ancestor has $\mathrm{k}_{*}$ children, we have

$$
\mathcal{E}_{\mathbf{0}}\left(W_{*}\right)=\mathcal{E}_{\mathbf{0}}\left(W_{*}(n)\right)=\mathrm{k}_{*} m_{*, q}^{-1}=\frac{1}{q+(1-q) \nu\left(\mathrm{k}_{*}\right)} .
$$

Note that by (1.1) and (1.2), we have

$$
\lim _{n \rightarrow \infty} \mathbb{E}_{\mathrm{k}_{*}}\left(m_{\boldsymbol{\nu}, q}^{-n} Z(n)\right)=\frac{1}{q+(1-q) \nu\left(\mathrm{k}_{*}\right)}=\mathcal{E}_{\mathbf{0}}\left(W_{*}\right)
$$

To prove that $m_{\nu, q}^{-n} Z(n)$ converges to $W_{*}$ in $L^{1}$, we use the following classical variant of Scheffés lemma: a sequence of non-negative random variables $\left(\xi_{n}\right)$ converges in $L^{1}(\mathbb{P})$ to some random variable $\xi$ whenever $\lim _{n \rightarrow \infty} \mathbb{E}\left(\xi_{n}\right)=\mathbb{E}(\xi)$ and $\lim _{n \rightarrow \infty} \xi_{n}=\xi$ in probability. Note that the usual Scheffé's lemma makes the stronger requirement $\xi_{n} \rightarrow \xi$ a.s., but using that from any extraction of $\xi_{n}$ one can find a subsequence converging almost surely to $\xi$, the result still holds.

We denote by $\mathcal{T}_{*}$ the Galton-Watson subtree of $\mathcal{T}$ obtained by only keeping elements of $\mathcal{T}$ with outdegree $\mathrm{k}_{*}$. Recall that $\#\left\{|u|=\ell: u \in \mathcal{T}_{*}\right\}=Z_{*}(\ell)$. We prove the convergence in probability of $m_{\nu, q}^{-n} Z(n)$ to $W_{*}$ by decomposing $\mathcal{Z}_{n}$ at an intermediate generation $\ell$ as $\left|\mathcal{Z}_{n}\right|=\left|\mathcal{Z}_{n}^{\ell *}\right|+R_{n}$, where $\mathcal{Z}_{n}^{\ell *}$ is the point measure associated to individuals at generation $n$ in $\mathcal{T}$ with ancestors at generation $\ell$ that belong to $\mathcal{T}_{*}$. Using the branching property at generation $\ell$, we remark that $\left|\mathcal{Z}_{n}^{\ell *}\right|$ is the sum of $Z_{*}(\ell)$ independent copies of $\left|\mathcal{Z}_{n-\ell}\right|$ under law $\mathcal{P}_{\ell \delta_{\mathrm{k}_{*}}}$, while $R_{n}$ is the sum of at most $\mathrm{k}_{*}^{\ell}$ independent copies of $\left|\mathcal{Z}_{n-\ell}\right|$ starting from initial conditions such that $|\mathbf{t}|=\ell$ and $\mathbf{t}\left(\mathrm{k}_{*}\right)<\ell$.

As a result, for each fixed $\ell>0$, we have by Lemma 3.1 that

$$
\lim _{n \rightarrow \infty} \mathcal{E}_{\mathbf{0}}\left(m_{\boldsymbol{\nu}, q}^{-n} R_{n}\right)=0
$$

In particular, $m_{\boldsymbol{\nu}, q}^{-n} R_{n}$ converges to 0 in probability.
We now compute the mean and variance of $\left|\mathcal{Z}_{n}^{\ell *}\right|$ conditionally on the first $\ell$ generations of the process. Using the consequence of the branching property described above, we have

$$
\mathcal{E}_{\mathbf{0}}\left(\left|\mathcal{Z}_{n}^{\ell *}\right| \mid \mathcal{T}_{\mid \ell}\right)=Z_{*}(\ell) \mathcal{E}_{\ell \delta_{\mathrm{k}_{*}}}\left(\left|\mathcal{Z}_{n-\ell}^{\ell *}\right|\right) \sim_{n \rightarrow \infty} m_{\nu, q}^{n} W_{*}(\ell) \quad \text { a.s. }
$$

by Lemma 3.1. Similarly, we compute the conditional variance

$$
\begin{aligned}
\mathcal{E}_{\mathbf{0}}\left(\left(\left|\mathcal{Z}_{n}^{\ell *}\right|-\mathcal{E}_{\mathbf{0}}\left(\left|\mathcal{Z}_{n}^{\ell *}\right| \mid \mathcal{T}_{\mid \ell}\right)\right)^{2} \mid \mathcal{T}_{\mid \ell}\right) & =Z_{*}(\ell) \mathcal{E}_{\ell \delta_{\mathrm{k} *}}\left(\left(\left|\mathcal{Z}_{n-\ell}^{\ell *}\right|-\mathcal{E}_{\ell \delta_{\mathrm{k} *}}\left(\left|\mathcal{Z}_{n-\ell}^{\ell *}\right|\right)\right)^{2}\right) \\
& \leq C_{\boldsymbol{\nu}, q} Z_{*}(\ell) m_{\boldsymbol{\nu}, q}^{2(n-\ell)}\left(\frac{m_{\boldsymbol{\nu}, q}}{m_{*, q}}\right)^{2 \ell}
\end{aligned}
$$

by Lemma 3.3. Therefore, for all $\varepsilon>0$, applying a conditional BienayméChebyshev inequality, we obtain that for all $0 \leq \ell \leq n$

$$
\mathcal{P}_{\mathbf{0}}\left(m_{\boldsymbol{\nu}, q}^{-n}| | \mathcal{Z}_{n}^{\ell *}\left|-\mathcal{E}_{\mathbf{0}}\left(\left|\mathcal{Z}_{n}^{\ell *}\right| \mid \mathcal{T}_{\mid \ell}\right)\right|>\varepsilon\right) \leq C_{\boldsymbol{\nu}, q} \mathcal{E}_{0}\left(Z_{*}(\ell)\right) m_{*, q}^{-2 \ell} \varepsilon^{-2}
$$

and we observe that this bounds converges to 0 as $\ell \rightarrow \infty$ uniformly in $n$.
Let $\varepsilon>0$, we fix $\ell>0$ large enough such that

$$
\mathcal{P}_{\mathbf{0}}\left(\left|W_{*}(\ell)-W_{*}\right|>\varepsilon\right)<\varepsilon \quad \text { and } \quad C_{\boldsymbol{\nu}, q} \mathcal{E}_{0}\left(Z_{*}(\ell)\right) m_{*, q}^{-2 \ell} \varepsilon^{-2} \leq \varepsilon,
$$

then $n \geq \ell$ large enough such that

$$
\mathcal{P}_{\mathbf{0}}\left(\left|\mathcal{E}_{\mathbf{0}}\left(m_{\boldsymbol{\nu}, q}^{-n}\left|\mathcal{Z}_{n}^{\ell *}\right| \mid \mathcal{T}_{\ell}\right)-W_{*}(\ell)\right|>\varepsilon\right) \leq \varepsilon \quad \text { and } \quad \mathcal{P}_{\mathbf{0}}\left(m_{\boldsymbol{\nu}, q}^{-n} R_{n}>\varepsilon\right) \leq \varepsilon
$$

we have

$$
\mathcal{P}_{0}\left(\left|Z_{n}-W_{*}\right|>4 \varepsilon\right) \leq 4 \varepsilon
$$

which completes the proof.

## 5 Proof of Theorem 1.3

In this section, we will prove Theorem 1.3; let us briefly recall our approach using the notation we introduced. We work from the viewpoint of multitype branching processes under $\mathcal{P}_{\delta_{\ell}}$ for some arbitrary fixed $\ell \geq 1$ with $\nu(\ell)>0$. This is equivalent to consider, under $\mathbb{P}_{\ell}$, the subpopulation generated by one of the $\ell$ individuals at the first generation. We shall introduce a nonnegative martingale $M=\left(M_{n}\right)_{n \geq 1}$ starting from $M_{0}=1$, which is naturally related to the dynamics of the reinforced Galton-Watson process, and in particular vanishes as soon as $Z$ becomes extinct. Therefore $Z$ survives on the event that the terminal value $M_{\infty}$ is nonzero, and the latter happens with positive probability as soon as $M$ is uniformly integrable.

### 5.1 A natural martingale

We start by introducing some notation. For every type $\mathbf{t}$, we set

$$
m_{\mathbf{t}}:=\mathcal{E}_{\mathbf{t}}(Z(1))=\sum_{j} j \pi_{\mathbf{t}}(j)
$$

where, using the notation in Section 2, $\boldsymbol{\pi}_{\mathrm{t}}$ is the reproduction law of an individual with type $\mathbf{t}$. More explicitly, for a non-zero type $\mathbf{t} \in \mathcal{M}_{\boldsymbol{\nu}}$, we have

$$
\begin{equation*}
m_{\mathbf{t}}=(1-q) m_{\mathrm{GW}}+\frac{q}{|\mathbf{t}|} \sum_{j=1}^{\mathrm{k}_{*}} j t(j), \tag{5.1}
\end{equation*}
$$

where $m_{\mathrm{GW}}=\sum_{j} j \nu(j)$ is the mean reproduction number for the usual GaltonWatson process with reproduction law $\boldsymbol{\nu}$. We further define, for $u \in \mathcal{T}$,

$$
\begin{equation*}
\Phi(u):=\prod_{j=0}^{|u|-1} \frac{1}{m_{\mathbf{t}\left(p_{j}(u)\right)}} \tag{5.2}
\end{equation*}
$$

where $p_{j}(u)$ denotes the prefix of $u$ with length $j$ and thus represents the forebear of $u$ at generation $j$, with the convention that $\Phi(\varnothing)=1$. In words, for any individual $u \in \mathcal{T}$, say at generation $|u|=k \geq 1,1 / \Phi(u)$ is the product of the mean reproduction numbers of the forebears of this individual.

If follows immediately from the definition of the mean $m_{\mathbf{t}}$ and the function $\Phi$ that the process $M=\left(M_{n}\right)_{n \geq 1}$ given by

$$
\begin{equation*}
M_{n}=\sum_{u \in \mathcal{T},|u|=n} \Phi(\mathbf{t}(u)) \tag{5.3}
\end{equation*}
$$

is a martingale under $\mathcal{P}_{\mathbf{t}}$ for any initial type $\mathbf{t}$. Indeed, using the branching property of Lemma 2.1 we have

$$
\mathcal{E}_{\mathbf{t}}\left(M_{n+1} \mid \mathcal{T}_{\mid n}\right)=\sum_{u \in \mathcal{T}:|u|=n} \frac{\Phi(u)}{m_{\mathbf{t}(u)}} \mathcal{E}_{\mathbf{t}(u)}\left(\left|\mathcal{Z}_{1}\right|\right)=M_{n}
$$

In other words, $\Phi$ is mean-harmonic for the multitype branching process in the sense of [4]. The main purpose of this section is to study the asymptotic behavior of $M_{n}$ as $n \rightarrow \infty$.

Proposition 5.1. We assume that $q \mathrm{k}_{*}<1$, and consider an arbitrary $\ell \geq 1$ with $\nu(\ell)>0$.
(i) If (1.6) holds, then the martingale $M$ is uniformly integrable under $\mathcal{P}_{\delta_{\ell}}$.
(ii) If

$$
\begin{equation*}
\sum_{j=1}^{\mathrm{k}_{*}} \frac{(1-q) j \nu(j)}{1-q j}<1 \tag{5.4}
\end{equation*}
$$

then the terminal value of the martingale $M$ is $M_{\infty}=0, \mathcal{P}_{\delta_{\ell}}$-a.s.
As it was already pointed out, Proposition 5.1(i) entails Theorem 1.3. The rest of this section is devoted to the proof of Proposition 5.1. The analysis relies on classical arguments involving a change of probability induced by the martingale $M$ and a decomposition of the branching process along the spine. This leads us to investigate the asymptotic behavior of types along the spine, for which we will rely on classical results by Athreya and Karlin [1] and Janson [6] on Pólya urns with random replacements.

### 5.2 Spinal decomposition

In this section, we introduce two distributions, $\overline{\mathcal{P}}_{\delta_{\ell}}$ and $\widehat{\mathcal{P}}_{\delta_{\ell}}$, the first on the space of marked genealogical trees, and the second on the richer space of marked genealogical trees with a distinguished infinite branch called the spine. The spinal decomposition then identifies $\overline{\mathcal{P}}_{\delta_{\ell}}$ as the projection of $\widehat{\mathcal{P}}_{\delta_{\ell}}$. In this direction, recall from Section 2 that $\boldsymbol{\pi}_{\mathbf{t}}$ stands for the reproduction law of an individual with type $\mathbf{t}$. For any probability distribution $\boldsymbol{\pi}$ on $\mathbb{Z}_{+}$with a finite and non-zero first moment, we also denote by $\widehat{\boldsymbol{\pi}}$ the size-biased distribution of $\boldsymbol{\pi}$, defined by

$$
\widehat{\pi}(k)=\frac{k \pi(k)}{\sum_{j=0}^{\infty} j \pi(j)}, \quad k \geq 1 .
$$

To start with, $\overline{\mathcal{P}}_{\delta_{\ell}}$ is defined for every $n \geq 1$ by

$$
\overline{\mathcal{P}}_{\delta_{\ell}}(A)=\mathcal{E}_{\delta_{\ell}}\left(M_{n} \mathbf{1}_{A}\right), \quad \forall A \in \mathcal{F}_{n},
$$

where $\left(\mathcal{F}_{n}\right)_{n \geq 1}$ stands for the natural filtration on the space of genealogical trees (with types) induced by generations. We next construct another distribution involving a spine $\varsigma=(\varsigma(n))_{n \geq 0}$, where the latter is a distinguished line of descent, that is, a sequence of individuals such that for every $n \geq 0, \varsigma(n+1)$ is a child of $\varsigma(n)$. Specifically, $\varsigma(0)=\varnothing$ and we let $\varsigma(0)$ reproduce according to the size-biased reproduction law $\widehat{\boldsymbol{\pi}}_{\delta_{\ell}}$. We then select an individual $\varsigma(1)$
uniformly at random amongst the, say, $k$ children of $\varsigma(0)$ which have all the type $\mathbf{t}(\varsigma(1))=\delta_{\ell}+\delta_{k}$. Again we let $\varsigma(1)$ reproduce according to the sizebiased reproduction law $\widehat{\pi}_{\mathbf{t}(\varsigma(1))}$, whereas each other individual $u$ in the sibling reproduce independently according to $\boldsymbol{\pi}_{u}$. And so on, and so forth, that is by induction at every generation, individuals reproduce independently of one from the other's, in such a way that a non-spine individual with type $\mathbf{t}$ reproduce according to the law $\boldsymbol{\pi}_{\mathbf{t}}$, and the spine particle $\varsigma(n)$, say of type $\mathbf{s}$, reproduces according to the law $\widehat{\boldsymbol{\pi}}_{\mathbf{s}}$. The next individual of the spine $\varsigma(n+1)$ is chosen uniformly among the children of $\varsigma(n)$. The law of the resulting genealogical tree endowed with a spine is denoted by $\widehat{\mathcal{P}}_{\delta_{\ell}}$.

The following result is then a consequence of [4, Proposition 1]. It is referred to as the spine decomposition of a multitype branching process.

Proposition 5.2 (Spine decomposition of the reinforced Galton-Watson process). For all $n \in \mathbb{N}$, we have

$$
\left.\overline{\mathcal{P}}_{\delta_{\ell}}\right|_{\mathcal{F}_{n}}=\left.\widehat{\mathcal{P}}_{\delta_{\ell}}\right|_{\mathcal{F}_{n}}
$$

Moreover, for all $n \in \mathbb{N}$ and $u \in \mathcal{U}$ with $|u|=n$, we have

$$
\widehat{\mathcal{P}}_{\delta_{\ell}}\left(\varsigma_{n}=u \mid \mathcal{F}_{n}\right)=\frac{\Phi(\mathbf{t}(u)) \mathbf{1}_{\{u \in \mathcal{T}\}}}{M_{n}}
$$

Remark 5.3. As usual, this spine decomposition result gives rise to a many-toone type lemma, yielding in particular to an alternative proof of [3, Equation (2.1)]. We observe that

$$
\mathcal{E}_{\ell}\left(\left|\mathcal{Z}_{n}\right|\right)=\widehat{\mathcal{E}}_{\ell}\left(\frac{\left|\mathcal{Z}_{n}\right|}{M_{n}}\right)=\widehat{\mathcal{E}}_{\ell}\left(\sum_{|u|=n} \frac{\mathbf{1}_{\{u=\varsigma(n)\}}}{\Phi(\mathbf{t}(u))}\right)=\widehat{\mathcal{E}}_{\ell}\left(\prod_{j=0}^{n-1} m_{\mathbf{t}(\varsigma(j))}\right)
$$

Using the definition of $m_{\mathbf{t}}$, we conclude that $\mathcal{E}_{\ell}\left(\left|\mathcal{Z}_{n}\right|\right)$ can be computed as the mean of the product of the number of children sampled along a randomly selected line in the reinforced branching process.

In the next section, we study in more details the reproduction law of the spine particle in terms of an urn model. It allows to describe the reinforced Galton-Watson process under law $\widehat{\mathcal{P}}_{\delta_{\ell}}$ as a multitype branching process with immigration, whose asymptotic behaviour can be studied. Then, using a classical argument due to Durrett [5, Theorem 4.3.5] (see also [4, Theorem 3]), we are able to provide necessary and sufficient conditions for the uniform integrability of the martingale $M$, which we translate into Proposition 5.1 in Section 5.4.

### 5.3 Dynamics of the spine as a generalized Pólya urn

For $n \geq 0$, let $\xi_{n+1}$ denote the number of children of $\varsigma(n)$, the individual on the spine at generation $n$. We also agree that $\xi_{0} \equiv \ell$ under $\widehat{\mathcal{P}}_{\delta_{\ell}}$; in particular, the type of $\varsigma(n)$ is given by $\boldsymbol{\tau}_{n}:=\sum_{j=0}^{n} \delta_{\xi_{j}}$. From the construction of $\widehat{\mathcal{P}}_{\delta_{\ell}}$ in the preceding subsection, $\xi_{1}$ has the law $\widehat{\boldsymbol{\pi}}_{\delta_{\ell}}$, and we have for any $k \geq 1$ that

$$
\widehat{\mathcal{P}}_{\delta_{\ell}}\left(\xi_{k+1}=j \mid \xi_{0}, \xi_{1}, \ldots, \xi_{k}\right)=c_{k} j\left((1-q) \nu(j)+q \boldsymbol{\tau}_{k}(j) /(k+1)\right), j \geq 0
$$

where $c_{k}>0$ is the constant of normalization.
In this section, we shall first identify these dynamics as those of a generalized Pólya urn. Next, we will determine the asymptotic behavior of the urn process by identifying the principal spectral elements of its mean replacement matrix, using classical results of Janson [6] in this field. This enables us to estimate the value of the mean-harmonic function $\Phi$ defined in (5.2) along the spine.

We denote first by $\mathcal{C}:=\{k \geq 1: \nu(k)>0\}$ the support of the reproduction law. We think of any $k \in \mathcal{C}$ as a color, and add a special color denoted by $\star$. We define an urn process with balls having colors in $\mathcal{C} \cup\{\star\}$ as follows. Imagine that a ball with color $k \in \mathcal{C}$ has activity $q k$, meaning that the probability that it is picked at some random drawing from the urn is proportional to $q k$, whereas a ball with color $\star$ has activity $(1-q) m_{\text {Gw }}$.

At the initial time $n=0$, the urn contains one ball with color $\ell$ and one ball with color $\star$. At each step $n \geq 2$, a ball is drawn at random in the urn with probability proportional to its activity. The ball is then replaced in the urn and two new balls are added to the urn. If the color of the sample ball is $j \in \mathcal{C}$, then the first new ball has the color $j$ and the second the color $\star$. If the sampled ball has color $\star$, then the first new ball has the color $\star$ and the color of the second is sampled according to the law size-biased reproduction law $\widehat{\boldsymbol{\nu}}$. Write $X_{n}$ the label of the non- $\star$ ball added to the urn at time $n$. We also set $X_{0}=\ell$ as we initiate the urn with a ball with color $\ell$ and a ball with color $\star$.

Lemma 5.4. The sequence $\left(X_{n}, n \geq 0\right)$ of colors added to the urn as above has the same law as $\left(\xi_{n}, n \geq 0\right)$ under $\widehat{\mathcal{P}}_{\delta_{\ell}}$.

Proof. For all $n \geq 0$ and $j \in \mathcal{C} \cup\{\star\}$, we denote by $N_{n}(j)$ the number of balls with color $j$ in the urn after $n$ steps. It is plain

$$
N_{n}(\star)=\sum_{j \in \mathcal{C}} N_{n}(j)=n+1 .
$$

Moreover, for any $j \in \mathcal{C}$, we have

$$
\mathbb{P}\left(X_{n+1}=j \mid X_{0}, \ldots, X_{n}\right)=\frac{(1-q) m_{\mathrm{GW}} N_{n}(\star) \widehat{\nu}(j)+j q N_{n}(j)}{(1-q) m_{\mathrm{GW}} N_{n}(\star)+q \sum_{i \in \mathcal{C}} i N_{n}(i)},
$$

since $\left\{X_{n+1}=j\right\}$ is the event that at time $n+1$, either a ball labelled $j$ was sampled, or a ball labelled $\star$ and the extra ball added was labelled $j$. Since $j \nu(j)=m_{\mathrm{GW}} \widehat{\nu}(j)$, this quantity can be rewritten as

$$
\begin{aligned}
\mathbb{P}\left(X_{n+1}=j \mid X_{0}, \ldots, X_{n}\right) & =\frac{(1-q)(n+1) j \nu(j)+q j N_{n}(j)}{(1-q) m_{\mathrm{GW}}(n+1)+q \sum_{i \in \mathcal{C}} i N_{n}(i)} \\
& =\widehat{\pi}_{\boldsymbol{\tau}_{n}}(j)
\end{aligned}
$$

where $\boldsymbol{\tau}_{n}=\sum_{j=0}^{n} \delta_{X_{j}}$. This proves that the dynamics of $X$ are identical to those of $\xi$ under law $\widehat{\mathcal{P}}_{\delta_{\ell}}$.

We next study the asymptotic behaviour of $X_{n}$ as $n \rightarrow \infty$ by applying general results of Athreya and Karlin [1] and Janson [6] on generalized Pólya urns. Recall that $N_{n}(j)$ denotes the number of balls with color $j \in \mathcal{C} \cup\{\star\}$ in
the urn after $n$ steps. By [1, Section 4.2] or [6, Theorem 3.21], there exists a constant $c>0$ such that for any $j \in \mathcal{C} \cup\{\star\}$,

$$
\lim _{n \rightarrow \infty} \frac{N_{n}(j)}{n}=c \lambda_{1} v_{1}(j) \quad \text { a.s. }
$$

where $\lambda_{1}$ is the leading eigenvalue and $\mathbf{v}_{1}=\left(v_{1}(j)\right)$ an associated left-eigenvector of the matrix $A=\left(A_{i, j}\right)_{i, j \in \mathcal{C} \cup\{\star\}}$ is defined for $i, j \in \mathcal{C}$ by

$$
\begin{equation*}
A_{i, j}=q i \delta_{i, j}, \quad A_{i, \star}=q i, \quad A_{\star, j}=(1-q) j \nu(j), \quad A_{\star, \star}=(1-q) m_{\mathrm{GW}} \tag{5.5}
\end{equation*}
$$

Roughly speaking, the matrix $A$ is mean replacement matrix re-weighted by activities. Beware that Janson [6] rather uses the notation $A$ for the transposed of our matrix; in particular left-eigenvectors $\mathbf{v}$ in our setting correspond to righteigenvectors in [6], and vice-versa. The following spectral properties of $A$ are the key to the analysis.

Lemma 5.5. The eigenvalues of the matrix A defined in (5.5) are all simple, real and nonnegative. They are given by 0 and the $\# \mathcal{C}$ positive solutions of the equation

$$
\begin{equation*}
\sum_{j=1}^{\mathrm{k}_{*}} \frac{(1-q) j \nu(j)}{x-q j}=1, \quad \frac{x}{q} \in \mathbb{R} \backslash \mathcal{C} . \tag{5.6}
\end{equation*}
$$

Moreover, a left-eigenvector $\mathbf{v}_{\lambda}$ associated to an eigenvalue $\lambda \geq 0$ is given by

$$
v_{\lambda}(i)=\frac{(1-q) i \nu(i)}{\lambda-q i} \quad \text { for } i \in \mathcal{C}, \text { and } v_{\lambda}(\star)=1
$$

and similarly a right-eigenvector $\mathbf{u}_{\lambda}$ associated to an eigenvalue $\lambda \geq 0$ is given by

$$
u_{\lambda}(i)=\frac{q i}{\lambda-q i} \quad \text { for } i \in \mathcal{C}, \text { and } u_{\lambda}(\star)=1
$$

Proof. We first remark that for each consecutive elements $i, j$ of $\mathcal{C}$, the function

$$
x \mapsto \sum_{j=1}^{\mathrm{k}_{*}} \frac{(1-q) j \nu(j)}{x-q j}, \quad \frac{x}{q} \in \mathbb{R} \backslash \mathcal{C},
$$

is decreasing from $\infty$ to $-\infty$ on the interval ( $q i, q j$ ). Additionally, this function is also decreasing on $(-\infty, q \min \mathcal{C})$ while staying non-positive, and is decreasing on $\left(q \mathrm{k}_{*}, \infty\right)$ from $\infty$ to 0 . Consequently, there are exactly $\# \mathcal{C}$ roots to the equation (5.6), all being positive.

We then consider any solution, say $\lambda>0$, to (5.6) and check by immediate computations that $\left(\lambda, \mathbf{v}_{\lambda}\right)$ as defined in the statement are eigenvalues and associated left-eigenvectors for the matrix $A$. Indeed, we have first for any $j \in \mathcal{C}$,

$$
\sum_{i \in \mathcal{C} \cup\{\star\}} v_{\lambda}(i) A_{i, j}=q j \frac{(1-q) j \nu(j)}{\lambda-q j}+(1-q) j \nu(j)=\lambda v_{\lambda}(j),
$$

and then for $j=\star$,

$$
\begin{aligned}
\sum_{i \in \mathcal{C} \cup\{\star\}} v_{\lambda}(i) A_{i, \star} & =(1-q) m_{\mathrm{GW}}+\sum_{i=1}^{\mathrm{k}_{*}} q i \frac{(1-q) i \nu(i)}{\lambda-q i} \\
& =(1-q) \sum_{i=1}^{\mathrm{k}_{*}}\left(i \nu(i)+q i \frac{i \nu(i)}{\lambda-q i}\right) \\
& =(1-q) \sum_{i=1}^{\mathrm{k}_{*}} i \nu(i) \frac{\lambda}{\lambda-q i} \\
& =\lambda,
\end{aligned}
$$

where the ultimate equality uses that $\lambda$ solves (5.6).
We check by similar calculations for $\left(0, \mathbf{v}_{0}\right)$ that

$$
\sum_{i \in \mathcal{C} \cup\{\star\}} v_{0}(i) A_{i, j}=0 \quad \text { for all } j \in \mathcal{C} \cup\{\star\} .
$$

Finally, we verify in the same way that the $\mathbf{u}_{\lambda}$ are also right-eigenvectors.
As a conclusion, we have found $\# \mathcal{C}+1$ different real eigenvalues of the $(\# \mathcal{C}+1) \times(\# \mathcal{C}+1)$ matrix $A$. They are hence all simple and there exist no further eigenvalues.

We order the positive eigenvalues of the mean replacement matrix $A$ in the decreasing order, $\lambda_{1}>\lambda_{2}>\ldots>\lambda_{\# \mathcal{C}}$ and then write simply $\mathbf{v}_{i}=\mathbf{v}_{\lambda_{i}}$ and $\mathbf{u}_{i}=\mathbf{u}_{\lambda_{i}}$ for the corresponding left and right eigenvectors given in Lemma 5.5. Note that $\mathbf{u}_{1}$ and $\mathbf{v}_{1}$ have positive coordinates (as it should be expected from Perron-Frobenius' theorem), and that we did not impose the usual normalization that their scalar product should be 1, for the sake of simplicity. It is a wellknown fact that the first order asymptotic behaviour of $N_{n}$ is determined by $\lambda_{1}$ and $\mathbf{v}_{1}$, whereas the fluctuations depend on the sign of $\lambda_{2}-\lambda_{1} / 2$. More precisely, we first apply [6, Theorem 3.21], to obtain the asymptotic behavior of the number $N_{n}(j)$ of balls with color $j$ after $n$ steps as $n \rightarrow \infty$.
Lemma 5.6. We have for all $j \in \mathcal{C}$ that

$$
\lim _{n \rightarrow \infty} \frac{N_{n}(j)}{n}=v_{1}(j)=\frac{(1-q) j \nu(j)}{\lambda_{1}-q j}, \quad \widehat{\mathcal{P}}_{\delta_{\ell}}-a . s .
$$

Proof. The matrix $A$ is irreducible and aperiodic, and Lemma 5.5 entails that the conditions (A1-6) of [6] are satisfied. By [6, Theorem 3.21], there exists $c>0$ such that for all $j \in \mathcal{C} \cup\{\star\}$

$$
\lim _{n \rightarrow \infty} \frac{N_{n}(j)}{n}=c \lambda_{1} v_{1}(j) \quad \text { a.s. }
$$

Moreover, as $N_{n}(\star)=n+1$ a.s., we have $N_{n}(\star) / n \rightarrow 1$ a.s. As $v_{1}(\star)=1$, we conclude that $c=1 / \lambda_{1}$, which completes the proof.

Corollary 5.7. Assume that $q \mathrm{k}_{*}<1$.
(i) The principal eigenvalue $\lambda_{1}>1$ if and only if (1.6) holds. In that case, the series $\sum_{k=0}^{\infty} \Phi(\varsigma(n))$ converges a.s.
(ii) The principal eigenvalue $\lambda_{1}<1$ if and only if (5.4) holds. In that case, we have $\lim _{n \rightarrow \infty} \Phi(\varsigma(n))=\infty$ a.s.

Proof. The equivalences

$$
\lambda_{1}>1 \Longleftrightarrow \sum_{j=1}^{\mathrm{k}_{*}} \frac{(1-q) j \nu(j)}{1-q j}>1,
$$

and

$$
\lambda_{1}<1 \Longleftrightarrow \sum_{j=1}^{\mathrm{k}_{*}} \frac{(1-q) j \nu(j)}{1-q j}<1
$$

should be plain from Lemma 5.5. Indeed, the only eigenvalue greater than $q \mathrm{k}_{*}<1$ is the Perron-Frobenius principal eigenvalue $\lambda_{1}$, and we have seen that the function $x \mapsto \sum_{j=1}^{\mathrm{k}_{*}} \frac{(1-q) j \nu(j)}{1-q j}$ decreases on $[1, \infty)$.

Next, recall that the type $\boldsymbol{\tau}_{n}$ of the individual $\varsigma(n)$ is $\boldsymbol{\tau}_{n}=\sum_{j=0}^{n} \delta_{\xi_{j}}$, where $\xi_{k}$ stands the number of children of $\varsigma(k-1)$. We know moreover from Lemma 5.4 that the sequence $\left(\xi_{k}\right)_{k \geq 0}$ has the same distribution under $\widehat{\mathcal{P}}_{\delta_{\ell}}$ as the sequence in $\mathcal{C}$ of the colors of the balls added to the urn at each step. We deduce from Lemma 5.6 that $\widehat{\mathcal{P}}_{\delta_{\ell}}$-a.s., there is the convergence

$$
\lim _{n \rightarrow \infty} \frac{\tau_{n}(j)}{\left|\boldsymbol{\tau}_{n}\right|}=v_{1}(j), \quad \text { for all } j \in \mathcal{C}
$$

We then get from (5.1) that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} m_{\boldsymbol{\tau}_{n}} & =(1-q) \sum_{j=1}^{\mathrm{k}_{*}} j \nu(j)+q \sum_{j=1}^{\mathrm{k}_{*}} \frac{(1-q) j^{2} \nu(j)}{\lambda_{1}-q j} \\
& =(1-q) \sum_{j=1}^{\mathrm{k}_{*}} \frac{\lambda_{1} j \nu(j)}{\lambda_{1}-q j} \\
& =\lambda_{1}
\end{aligned}
$$

where the last equality is due to the fact that $\lambda_{1}$ solves (5.6). Last, we deduce from the very definition (5.2) of $\Phi$ that as $n \rightarrow \infty$,

$$
\log \Phi(\varsigma(n)) \sim-n \log \lambda_{1} .
$$

As a consequence, the series $\sum_{k=0}^{\infty} \Phi(\varsigma(n))$ converges a.s. whenever $\lambda_{1}>1$, whereas $\lim _{n \rightarrow \infty} \Phi(\varsigma(n))=\infty$ a.s. whenever $\lambda_{1}<1$.

We have now all the ingredients needed to establish Proposition 5.1.

### 5.4 Proof of Proposition 5.1

The starting point of the proof is the following well-known observation due to Durrett [5, Theorem 4.3.5] (see also [4, Theorem 3]). Recall that the tilted law $\overline{\mathcal{P}}_{\delta_{\ell}}$ has been introduce in Section 5.2, and that the spine decomposition of the reinforced Galton-Watson process has been described in Proposition 5.2

Using that $M_{0}=1$, and writing $M_{\infty}=\lim _{n \rightarrow \infty} M_{n}$, we have

$$
\mathcal{E}_{\ell}\left(M_{\infty}\right)=\overline{\mathcal{P}}_{\delta_{\ell}}\left(M_{\infty}<\infty\right) .
$$

It is worth noting that $M$ is a non-negative martingale under $\mathcal{P}_{\delta_{\ell}}$, and $1 / M$ a non-negative super-martingale under $\overline{\mathcal{P}}_{\delta_{\ell}}$, hence the convergence of $M$ is immediate under the original and tilted laws. As a result, to prove Proposition 5.1(i), it is enough to study the convergence of $M$ under the richer law $\widehat{\mathcal{P}}_{\delta_{\ell}}$.
(i) We denote by $\mathcal{Y}=\sigma\left(\xi_{k}, k \geq 0\right)$ the sigma-field of the information on the number of children of all spine particles. The spinal decomposition yields

$$
\widehat{\mathcal{E}}_{\ell}\left(M_{n} \mid \mathcal{Y}\right)=\Phi(\varsigma(n))+\sum_{k=0}^{n-1}\left(\xi_{k}-1\right) \Phi(\varsigma(k)), \quad \widehat{\mathcal{P}}_{\delta_{\ell}} \text {-a.s. }
$$

using that the individual $\varsigma(k-1)$ at generation $k-1$ on the spine has $\xi_{k}$ children, one of those chosen as the individual on the spine at generation $k$ and the $\xi_{k}-1$ other evolve independently according to the law $\mathcal{P}_{\mathbf{t}(\varsigma(k))}$. Since $\xi_{k}-1 \leq \mathrm{k}_{*}$, we have $a$ fortiori that

$$
\left.\widehat{\mathcal{E}}_{\ell}\left(M_{n} \mid \mathcal{Y}\right) \leq \mathrm{k}_{*} \sum_{k=0}^{\infty} \Phi(\varsigma(k))\right), \quad \widehat{\mathcal{P}}_{\delta_{\ell}} \text {-a.s. }
$$

We can now conclude from Corollary 5.7 and the conditional version of the Fatou lemma that if

$$
\sum_{j=1}^{\mathrm{k}_{*}} \frac{(1-q) j \nu(j)}{1-q j}>1
$$

then $\liminf _{n \rightarrow \infty} M_{n}<\infty, \widehat{\mathcal{P}}_{\delta_{\ell}}$-a.s. That is, $\mathcal{E}_{\ell}\left(M_{\infty}\right)=1$, and by the Scheffé lemma, $M$ is uniformly integrable under $\mathcal{P}_{\delta_{\ell}}$.
(ii) The simple observation that $M_{n} \geq \Phi(\varsigma(n))$ combined with Corollary 5.7(ii) enables us to conclude that $\widehat{\mathcal{P}}_{\delta_{\ell}}\left(M_{\infty}=\infty\right)=1$ whenever (5.4) holds.

### 5.5 Short discussion of the critical case

The proof of Proposition 5.1 in the preceding section relies on the study of the quantity $\sum_{k=0}^{\infty} \Phi(\varsigma(n))$, which can be thought of as a particular case of reinforced perpetuity. We have seen above that this series converges when $\lambda_{1}>1$ whereas $\lim _{n \rightarrow \infty} \Phi(\varsigma(n))=\infty$ when $\lambda_{1}<1$. We now conclude this work by discussing briefly and a bit informally the critical case when the principal eigenvalue is $\lambda_{1}=1$, which presents interesting complexities. Recall from Corollary 5.7 that this is equivalent to

$$
\sum_{j=1}^{\mathrm{k}_{*}} \frac{(1-q) j \nu(j)}{1-q j}=1
$$

We shall need the following result (that however does not requires $\lambda_{1}=1$ ) about the fluctuations of the convergence in Lemma 5.6.

Lemma 5.8. (i) (Heavy urn) If $\lambda_{2}>\lambda_{1} / 2$, then there exists a square integrable non-degenerate random variable $W_{2}$ such that for all $j \in \mathcal{C}$,

$$
\lim _{n \rightarrow \infty} n^{-\lambda_{2} / \lambda_{1}}\left(N_{n}(j)-n \lambda_{1} v_{\lambda_{1}}(j)\right)=W_{2} v_{2}(j), \quad \widehat{\mathcal{P}}_{\delta_{\ell}-a . s}
$$

(ii) (Light urn) If $\lambda_{2}<\lambda_{1} / 2$, then there is the joint convergence in distribution for all $j \in \mathcal{C}$

$$
\left.\lim _{n \rightarrow \infty} n^{-1 / 2}\left(N_{[n t]}(j)-n t \lambda_{1} v_{\lambda_{1}}(j)\right)\right)_{t \geq 0}=\left(G_{t}(j)\right)_{t \geq 0}, \quad \text { in law }
$$

where $\mathbf{G}=(G(j))_{j \in \mathcal{C}}$ is some continuous centered $\# \mathcal{C}$-dimensional Gaussian process.

Proof. This is a direct application of [6, Theorem 3.24 and Theorem 3.31], using that $\lambda_{2}$ is a simple eigenvalue with left-eigenvector $\mathbf{v}_{2}$, and that $A$ has no nonreal eigenvalues.

In our setting, we now see that if $\lambda_{1}=1$ and $\lambda_{2}>1 / 2$, then as $n \rightarrow \infty$,

$$
m_{\boldsymbol{\tau}_{n}}=1+n^{\lambda_{2}-1} W_{2} \sum_{j=1}^{\mathrm{k}_{*}} \frac{(1-q) j^{2} \nu(j)}{\lambda_{2}-q j}+o\left(n^{\lambda_{2}-1}\right), \quad \widehat{\mathcal{P}}_{\delta_{\ell}-\text { a.s. }}
$$

Moreover, we remark that

$$
\begin{aligned}
\sum_{j=1}^{\mathrm{k}_{*}} \frac{(1-q) j^{2} \nu(j)}{\lambda_{2}-q j} & =\frac{1}{q}\left(\sum_{j=1}^{\mathrm{k}_{*}} \frac{(1-q) j\left(q j-\lambda_{2}\right) \nu(j)}{\lambda_{2}-q_{j}}+\lambda_{2} \sum_{j=1}^{\mathrm{k}_{*}} \frac{(1-q) j \nu(j)}{\lambda_{2}-q_{j}}\right) \\
& =\frac{\lambda_{2}-(1-q) m_{\mathrm{GW}}}{q}
\end{aligned}
$$

using that $\lambda_{2}$ solves (5.6). As a consequence, on the event

$$
\left\{W_{2}\left(\lambda_{2}-(1-q) m_{\mathrm{GW}}\right)>0\right\}
$$

the series $\sum_{k=0}^{\infty} \Phi(\varsigma(n))$ converges and the terminal value $M_{\infty}<\infty$. At the opposite, on the event

$$
\left\{W_{2}\left(\lambda_{2}-(1-q) m_{\mathrm{GW}}\right)<0\right\},
$$

the series $\sum_{k=0}^{\infty} \Phi(\varsigma(n))$ diverges.
We remark that $W_{2}$ is a random variable that is positive, respectively negative, with positive probability. Indeed, observe that

$$
\mathbb{E}_{\ell}\left(W_{2} \mid X_{1}, \ldots, X_{n}\right) \propto v_{2}(\ell)+\sum_{j=1}^{n} v_{2}\left(X_{j}\right)+(n+1) v_{2}(\star),
$$

can be positive or negative depending on the values of $X_{1}, \ldots, X_{n}$. Therefore, assuming that $\lambda_{2}-(1-q) m_{\mathrm{GW}} \neq 0$, the reinforced perpetuity converges, respectively diverges, with positive probability. In particular the martingale $M$ converges to a non-degenerate random variable, with positive probability under law $\mathcal{P}_{\delta_{\ell}}$, while being non-uniformly integrable.

In the light case when $\lambda_{1}=1$ and $\lambda_{2}<1 / 2, n^{1 / 2}\left(m_{\boldsymbol{\tau}_{n}}-1\right)$ rather converges in distribution to some centered Gaussian variable. This suggests that in most (if not all) cases, one should have $\lim \sup _{n \rightarrow \infty} \Phi(\varsigma(n))=\infty$. This would imply that the terminal value $M_{\infty}=\infty, \widehat{\mathcal{P}}_{\delta_{\ell}}$-a.s., and therefore also $M_{\infty}=0, \mathcal{P}_{\delta_{\ell}}$-a.s.

The possible behaviors of critical reinforced perpetuity hence appear richer than for regular perpetuities. This also suggests that there exist reinforced branching processes such that (5.4) holds but the process survives with positive probability.
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