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In BCS superconductors, the superfluid stiffness is virtually constant at low temperature and only slightly
affected by the exponentially low density of thermal quasiparticles. Here, we present an experimental and
theoretical study on the temperature dependence of superfluid stiffness Θ(T ) in a strongly disordered pseudo-
gaped superconductor, amorphous InOx, which exhibits non-BCS behavior. Experimentally, we report an unusual
power-law suppression of the superfluid stiffness δΘ(T ) ∝ T b at T ≪ Tc, with b ∼ 1.6, which we measured
via the frequency shift of microwave resonators. Theoretically, by combining analytical and numerical methods
to a model of a disordered superconductor with pseudogap and spatial inhomogeneities of the superconducting
order parameter, we found a qualitatively similar low-temperature power-law behavior with exponent b ∼ 1.6− 3
being disorder-dependent. This power-law suppression of the superfluid density occurs mainly due to the
broad distribution of the superconducting order parameter that is known to exist in such superconductors [1],
even moderately far from the superconductor-insulator transition. The presence of the power-law dependence
δΘ(T ) ∝ T b at low T ≪ Tc demonstrates the existence of low-energy collective excitations; in turn, it implies
the presence of a new channel of dissipation in inhomogeneous superconductors caused by sub-gap excitations
that are not quasiparticles. Our findings have implications for the use of strongly disordered superconductors as
superinductance in quantum circuits.

I. INTRODUCTION

Superconducting superinductors, proposed about decade
ago [2–7] as important elements of quantum circuits, now con-
stitute an intensively developing sub-field in the physics of
strongly disordered superconductors, as some selected exam-
ples [8–13] demonstrate. Superconducting films used for the
construction of superinductors must combine high kinetic in-
ductance per square LK with low dissipation in the microwave
frequency range. Large LK corresponds to small 2D superfluid
stiffness Θ = (2ec/ℏ)2/LK , and the latter can be achieved
close to the Superconducting-Insulator Transition (SIT). The
condition of low losses naturally points to a family of supercon-
ducting materials in which the SIT occurs without closing the
single-particle spectral gap [14]: Indium Oxide [1], Titanium
Nitride [15], Niobium Nitride [16], and, possibly, granular Alu-
minum [17]. Indeed, the absence of low-energy quasiparticles
naturally decreases the absorption of microwave electromag-
netic field. However, it does not guarantee the absence of other
channels of dissipation.

Far away from the SIT, moderately dirty superconduc-
tors described by the semiclassical BCS-like theory have a
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sharp gap ∆ in the excitation spectrum, leading to expo-
nentially low density of quasiparticles at low temperatures,
i.e. n (T ) ∝ exp(−∆/T ). One then expects similar tem-
perature dependence in all other physical quantities, e.g.,
Θ ∝

´
dE ν (E) E e−E/T ∼ T n (T ). However, such a con-

nection between the DoS and the temperature dependence of Θ
is not observed experimentally at strong disorder. In particular,
it was found in Ref. [18] that the temperature dependence of
the kinetic inductance per square LK ∝ 1/Θ in strongly disor-
dered TiN films is much stronger than the one predicted within
usual Mattis-Bardeen model [19] for the single-electron DoS
extracted by Scanning Tunneling Spectroscopy in the same
experiment.

In the present paper we report even more striking behav-
ior of the low-temperature suppression of superfluid stiffness,
δΘ(T ) = Θ(0) − Θ(T ), in strongly disordered amorphous
InOx, as deduced from the dispersion law of one-dimensional
plasmon waves in a long superconducting stripe. Namely, we
observe the power-law-like temperature dependence δΘ/Θ ∼
(T/T0)

b with b ∼ 1.6− 1.7 and T0 ∼ (1− 7)× 101 K. This
unusual dependence as well as the large magnitude of the effect
confidently defy any semiclassical explanation based on mean
thermal quasiparticle density.

Addressing δΘ by a semiclassical approach is addition-
ally hindered by the fact that strongly disordered InOx is
known [1, 20] to posses a hard gap ∆P ∼ 5 K in the single-
particle DoS even above the transition temperature Tc ∼ 2 K.
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As a result, the electron-hole quasiparticle excitations can be
safely neglected at T ≪ Tc and thus cannot account for the ex-
perimentally observed suppression of the superfluid stiffness Θ
with temperature reported in this paper.

To understand the latter, one instead should turn to the prop-
erties of the collective modes. While certain contribution to
δΘ comes from the aforementioned 1D long-wavelength plas-
monic excitations, a simple calculation presented in Section
II below quickly demonstrates that the associated effect is too
weak at low temperatures. One should thus address the behav-
ior of short-range collective excitations. This latter issue was
initially considered within the approximate analytical theory
of Ref [21], where it was found that low-energy collective
excitations are expected to exist in a broad range of disorder,
not necessarily close to the SIT. Unfortunately, the approxima-
tion of the space-independent order parameter ∆ employed in
Ref. [21] was later found to be to rather crude [22], prompting
the issue of short-range low-energy collective modes to be
reconsidered.

In the present paper, we show that a proper account of
strong inhomogeneity of the order parameter ∆(r) in a spe-
cific model of a pseudo-gaped superconductor allows one to
describe near-power-law temperature dependence of the su-
perfluid stiffness Θ, with the order of magnitude of the effect
comparable to that in the experimental data. We find that the
exponent b of the power law decreases with the increase of dis-
order, with b ∈ (1.5, 3) in a wide range of disorder parameters.
We predict such behavior in a broad range of low temperatures,
λ∆0 ≤ T ≤ ∆0/2, where ∆0 is the typical energy scale of
the order parameter, and λ ≪ 1 is the dimensionless Cooper
coupling constant. The broad distribution of the order parame-
ter P (∆), similar to the one found in Ref. [22], plays a crucial
role in our theoretical description. Our theoretical results are
in a good qualitative agreement with the experimental data.

The paper is organized as follows: Section II presents the
experimental results; Section III formulates the theoretical
model; the results of the calculations (both numerical and
analytical) are presented in Section IV. Qualitative comparison
between experimental and theoretical results, discussions of
our findings, and conclusions are present in Section V. The
paper is supplemented by a number of Appendices containing
various technical details of the analytical approach.

II. SUPPRESSION OF SUPERFLUID STIFFNESS IN
STRONGLY DISORDERED AMORPHOUS INDIUM OXIDE

RESONATORS

A. Experimental results

The low-temperature evolution of superfluid stiffness in
strongly disordered superconductors can be probed experi-
mentally by studying the shift in resonance frequency of a
microwave resonator due to the increase of kinetic inductance
LK ∝ 1/Θ with temperature [18, 23], a method originally de-
veloped for the field of microwave kinetic inductance detectors
(MKIDs) [24].

In this work we fabricated open-ended λ/2 microstrip res-

onators made from five strongly disordered amorphous indium
oxide thin films of different disorder and constant thickness
d = 40 nm. The film disorder is characterized in situ at cryo-
genic temperatures using a co-deposited Hall bar and is shown
to be increasingly strong, as evidenced by the significant re-
duction of critical temperature Tc and enhancement of normal-
state resistance above the superconducting transition. Details
of sample disorder are summarized in Table I. Importantly the
disorder range shown here is known to be characterized by the
presence of a pseudogap and spatial inhomogeneities of the
order parameter [1].

The microwave resonators are long (L = 3.5 mm) and nar-
row (w = 1 µm) indium oxide strips deposited on a silicon
dielectric substrate under which a gold metallic layer acts as
a ground plane. Through capacitive coupling to a microwave
feedline, a collective motion of Cooper pairs in the resonator
can be excited by an AC drive, giving rise to the propagation
of plasmon waves with velocity v = 1/

√
lc, (where l and c

are kinetic inductance and capacitance per unit length respec-
tively) [25–27].

The open boundary conditions at each ends of the strip lead
to Fabry-Pérot-like standing wave resonances with nearly linear
dispersion relation f(kn) ∼ (1/2π)vkn, where kn = nπ/L is
the wave vector for mode n.

The superfluid stiffness of a given InOx resonator can
be extracted from the velocity of plasmons since v ∝
1/
√
l ∝

√
Θ. Upon increase of temperature the superfluid

density decreases, leading to a decrease of resonance fre-
quency. The evolution of Θ(T ) with temperature can therefore
be extracted from the relative frequency shift δf(T )/f =
[f(20 mK)− f(T )] /f(20 mK) ≈ (1/2) δΘ(T )/Θ defined
with respect to the lowest achievable temperature. Further
details on the experimental setup and samples can be found
in [28].

The main experimental data are shown in Fig. 1a which
displays the transmission as a function of temperature for sam-
ple TC007-3. The resonance exhibits a frequency shift upon
increasing the temperature from 20mK up to 0.8K. The re-
sulting relative frequency shift δf(T )/f is plotted in Fig. 1b
together with that of the other four samples listed in Table I.
We readily see that δf(T )/f is not exponentially suppressed
at low temperatures, in stark contrast with usual BCS dirty
superconductors in which the superfluid density is reduced as
δΘ(T ) ∝ exp {−∆/T}, due to thermally activated quasipar-
ticles. In log-log scale shown in Fig. 1c, these data exhibit
a nearly power-law dependence, δf(T )/f ∝ (T/T0)

b, at the
lowest temperature with an exponent b ∼ 1.7 independent
of disorder. This non-BCS power-law dependence of the fre-
quency shift is the central result of this work.

Inspecting Fig. 1c in the high temperature range, we see
that deviations from this power law with a stronger frequency
shift occur for temperatures above about 0.5K, as shown by
the upward curvature of the data in Fig. 1c. We conjecture that
these high-temperature deviations most likely relate to the ther-
mally activated quasiparticles and can be phenomenologically
described by standard Mattis-Bardeen (MB) theory to account
for thermal activation. We thus describe the entire temperature
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Figure 1. Temperature frequency shift of amorphous indium oxide microwave resonators. a. Transmission resonance as a function of frequency
of sample TC007-3 for different temperatures. Upon increasing temperature, the resonance shifts towards lower frequencies. b. Relative
frequency shift [f(20 mK)− f(T )] /f(20 mK) for the five samples of Table I. The low-temperature part of the data departs from the standard
Mattis-Bardeen behavior but can be fitted by adding a power law contribution as in Eq. (1), as shown by the black dashed lines. The power
law exponent is 1.57 ≤ b ≤ 1.69. c. Frequency shift in log-log scale. At the lowest temperatures all curves show a power law with exponent
b ∼ 1.6. Above 0.5K ∼ 0.2 Tc the Mattis-Bardeen mechanism kicks in and the frequency shift retrieves an exponential behavior for the
moderately disordered samples (TC002, TC003 and TC001).

Table I. Critical temperature, normal-state resistance and zero-
temperature superfluid stiffness of disordered indium oxide samples
measured in this work. Power law exponent b and temperature scale
T0 extracted from the temperature-induced frequency shift are also
displayed. Where possible, the energy gap ∆1 corresponding to the
best fit to Mattis-Bardeen theory at higher temperatures is presented.

Sample Tc (K) Rn (kΩ/□) Θ(0) (K) T0 (K) b ∆1 (K)

TC002 3.2 1.45 13.3 74.5 1.57 6.8
TC003 2.8 2.0 8.6 45.8 1.60 6.0
TC001 2.2 3.4 4.4 20.5 1.69 4.9
TC007-3 1.6 5.95 1.9 12.9 1.62 –
TC007-2 1.4 7.47 1.4 10.3 1.60 –

dependence of the frequency shift with:

δf(T )

f
=

(
T

T0

)b

+

(
δf(T )

f

)
MB

, (1)

where (δf(T )/f)MB is the MB contribution accounting for
the high-T deviations. The resulting dashed lines in Fig. 1b
fit well data with b = 1.6 − 1.7 and ∆1 ∼ 2 Tc, which is
a reasonable approximation of the single particle gap for the
moderately disordered samples[1]. For the samples TC007-3
and TC007-2 (in blue and light blue on Fig. 1b and c), there is
no MB contribution in the measured temperature range.

Interestingly, we found that the T0 values resulting from the
fits scale linearly with the low temperature superfluid stiffness
Θ(0) that we extracted from the plasmon dispersion of the
resonators. Fig. 2 shows T0 as a function of Θ(0) together
with a linear fit of slope 5.5. This particular dependence points
to a phase-fluctuation origin of this power law suppression of

Figure 2. Dependence of the energy scale T0 obtained from the fit of
the frequency shift with Eq. (1) as a function of the zero-temperature
superfluid stiffness Θ(0). Dashed line is a linear fit indicating that
T0 = 5.5 Θ(0).

the frequency shift and thus of the superfluid stiffness.

These experimental observations suggest the existence of
low-energy excitations with energies E ≪ Tc which cannot be
captured by the semiclassical BCS-like theory. Indeed, for a
given density of bosonic excitation states ν (E), the frequency
shift is given by ℏδf (T ) ∼

´
dE ν (E) E/

(
eβE − 1

)
, so for

a power-law dependence of δf(T ) ∼ T b with b ∼ 2 one needs
a finite density of states at E ∼ T , viz., ν (E ∼ T ) ∼ Eb−2.
Otherwise, all thermal effects are exponentially suppressed.
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B. Thermal excitation of one-dimensional plasma waves

One possible source of low-energy excitations is provided,
in principle, by one-dimensional plasmon waves as we discuss
below. We first describe the behavior of plasmon excitations
at T = 0, and then calculate the effect of the latter on the
superfluid stiffness at low T .

It is well known that the application of an electromagnetic
drive on a superconductor in the dirty limit leads to a non-linear
current-phase relation [29] (see for instance, Eqs. (12-14) in
Ref. [29], derived in the framework of the Gor’kov’s equations).
For a one-dimensional superconducting wire in the dirty limit
and at low frequencies ω ≪ ∆ such non-linearity translates
into the appearance of higher-order terms in the expansion of
the 2D current density j2D with respect to vector potential A:

j2D = −ρSd
c

A

(
1− αξ2

(
2e

ℏc
A

)2
)
, (2)

where α = π
4 +

3
4π ≈ 1.02, ρS is the superfluid density, d is the

film thickness, and ξ is the dirty-limit superconducting coher-
ence length. Eq. (2) is analogous to the current-phase relation
for a Josephson junction I(φ) = Ic sinφ ≈ Ic

(
φ− φ3/6

)
,

where φ is the superconducting phase-difference across the
junction and Ic is the critical current.

The Hamiltonian describing long-wavelength plasmons
along the wire can be split into two parts: H = H0 + δH . H0

is the Hamiltonian related to the linear part of the current-phase
relation, and can be diagonalized in a basis of normal modes
as H0 =

∑
n ℏωna

†
nan where a†n and an are bosonic creation

and annihilation operators. The effect of nonlinearity in Eq. (2)
translates into the perturbation δH = −α

4Θξ
2
´
d2r |∇φ|4,

where ∇φ is the superconducting phase gradient.
The relevant part of the Hamiltonian then takes the form

(see derivation in Appendix F):

H0 + δH =
∑
n

ℏω′
n a

†
nan − ℏ

2

∑
n,m

Knm a†nan a
†
mam, (3)

with ω′
n = ωn−(Knn +

∑
mKnm) /4 being the renormalized

frequency, and the Kerr coefficientsKnm for the strip geometry
defined as

Knm = 3α

(
1− 1

4
δnm

)
ξ2

Lw

ℏωn

Θ(0)
ωm, (4)

where α = π
4 + 3

4π ≈ 1.02 relates to the strength of the
current-phase nonlinearity, L and w are the strip length and
width, respectively. Eq. (3) is well-known in quantum optics
and is used to describe the interaction of a given mode n
with itself (through the self-Kerr coefficient Knn), and with
another mode m (via the cross-Kerr coefficient Knm). The
corresponding Kerr effect is seen as the reduction of a normal
mode’s frequency due to occupation of other modes:

ωn → ω′
n − 1

2

∑
m

KnmNm, (5)

where Nm = ⟨a†mam⟩ is the bosonic occupation number of a
given normal mode.

A result similar to Eq. (3) for a chain of Josephson junctions
can be found in Refs. [30, 31], where authors find a good agree-
ment between experimental and theoretical Kerr coefficients.
Both Eq. (4) and the model of [31] with short-range capacitive
coupling give the exact same result if one identifies Θ(0) with
the Josephson junction energy EJ , and Lw/(2ξ2) with the
number of junctions in he chain N , and sets α = 1/6, corre-
sponding to the coefficient of the cubic term in the expansion
of sinφ.

We emphasize that the results above are applicable to a ho-
mogeneous superconducting strip made of a moderately dirty
superconductor in the diffusive limit. The presence of a pseu-
dogap and other non-trivial consequences of strong disorder
are, therefore, completely neglected.

We now discuss how one-dimensional plasmons induce a
frequency shift as a function of temperature. Upon increase
of temperature, the thermal population of plasmonic modes
is increased, following the Bose-Einstein distribution Nm =[
eℏβωm − 1

]−1
, where β = 1/kBT . As a result, the frequency

of a given mode n is reduced due to the interaction with other
thermally populated modes. Using Eqs. (5) and (4), the total
frequency shift with temperature can be expressed as

δf(T )

f
=

3

2
α
ξ2

Lw

∑
m≥1

ℏωm/Θ(0)

eℏβωm − 1
. (6)

To calculate the sum over modes, the dispersion law ω (k)
of the plasmonic modes with the wave number k is required,
and the latter depends on the electrostatic properties of the
system. While generally one expects logarithmic corrections
to the linear dispersion law due to long-range Coulomb inter-
action [26], in the present experimental setup the plasmonic
modes with kh≪ 1 are not affected due to the screening from
the ground plain at distance h ∼ 300 µm, see Appendix F
for details. For the lowest temperatures, one can thus approx-
imate the plasmonic spectrum by a purely linear dispersion
relation, corresponding to ωm = mω1, where ω1 is the fun-
damental mode’s angular frequency. For temperatures higher
than ℏω1/kB , the sum in Eq. (6) then evaluates to

δf(T )

f
≈ 3

2
α
ξ2

Lw

ℏω1

Θ(0)

π2

6

[
ℏω1

kBT

]−2

=

(
T

TK

)2

, (7)

leading to a power-law frequency shift with the temperature
scale TK given by

kBTK =
2

π
√
α

√
Lw

ξ

√
Θ(0) ℏω1. (8)

Since ω1 ∝
√

Θ(0), TK should scale with the superfluid
stiffness as TK ∝ [Θ(0)]

3/4. Eq. (7) is applicable while
ℏω1 ≪ kBT ≪ ℏω1 L/h ∼ 10 ℏω1, which translates to
0.02K > T > 0.2K for the parameters of the present ex-
perimental setup. At higher temperatures, the logarithmic
corrections to the plasmonic spectrum should be taken into
account, resulting in a weak (logarithmic in T ) enhancement
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of the effect. Nevertheless, Eq. (7) allows one to correctly esti-
mate the magnitude of the frequency shift due to the plasmonic
resonances.

In particular, the estimate Eq. (7) predicts a power-law fre-
quency shift at low temperatures with an exponent b = 2 close
to the experimental value of ∼ 1.6. However, the magnitude of
the effect is much smaller than observed experimentally: using
a reasonable estimate for the coherence length in disordered
Indium Oxide ξ ≈ 5 nm [32] and the experimental values of
Θ(0) and ω1/(2π) ∼ 0.4GHz, one obtains TK ∼ 3900K for
the lowest disorder and TK ∼ 1300K for the highest disorder,
both of which are two orders of magnitude larger than the
values of T0 observed experimentally (see table I and Fig. 2).

We now discuss theoretically how the features of strong dis-
order can lead to collective modes that suppress the superfluid
stiffness at low temperatures.

III. MODEL AND THEORETICAL APPROACH

In the present section, we outline the theoretical approach
that consistently describes the superfluid stiffness Θ in a
strongly disordered superconductor. Subsections III A and III B
present the Hamiltonian of a pseudogapped superconduc-
tor and the corresponding current operator; Subsection III C
discusses the problem of macroscopic electromagnetic re-
sponse of a disordered superconductors and presents a semi-
phenomenological connection between Θ and the statistics
of the microscopic current response; Subsection III D then
provides a way to calculate the latter in a particular disor-
der realization by means of a certain generalization of Belief
Propagation, and Subsection III E describes the numerical pro-
cedure for calculating the statistics of the microscopic response.
As a result, one obtains a controllable approach to calculate
the temperature dependence Θ(T ) /Θ(0) for various disorder
strengths.

A. Model Hamiltonian

As demonstrated both experimentally [1, 20] and theoreti-
cally [33], the materials in question feature localized Cooper
pairs even above the transition temperature, whereas the single-
particle spectrum exhibits a spectral gap ∆P several times
larger than the bulk transition temperature. Quasiparticle exci-
tation are thus practically absent at low temperatures, and the
low-energy physics is governed by hopping of Cooper pairs
between localized single-particle states. This can be captured
by the following pseudo-spin Hamiltonian:

H = −
∑
i

2ξiS
z
i −

∑
⟨ij⟩

4Jij
(
Sx
i S

x
j + Sy

i S
y
j

)
. (9)

Here, i is the index of the single-particle state, Sα
i are the

pseudo-spin operators derived from the fermionic operators
as 2Sz

i = a†i↓ai↓ + a†i↑ai↑ − 1, S+
i = a†i↑a

†
i↓, S−

i = ai↓ai↑.
Then, ξi are random energies of single-particles states, with

probability density at the Fermi level ξ = 0 expressed in
terms of the true single-particle density of states ν0 per spin
projection as P (ξ = 0) = ν0/n, with n being the electron
concentration, and the summation ⟨ij⟩ goes over all pairs of
states that interact due to Cooper attraction with amplitude Jij .
The latter is given by the corresponding matrix element of the
form Jij = g

´
dr |ψi (r)|2 |ψj (r)|2, with g being an interac-

tion constant, and ψi (r) corresponding to single-particle wave
function of state i. While the value of Jij generally vanishes
for sites that are localized sufficiently far apart from each other
(further than several localizations lengths ξloc), the randomness
of the ψi (r) renders the magnitudes of the matrix elements
between spatially close states random. To simplify this situ-
ation, one adopts three approximations: i) all pairs of states
are classified as either strongly interacting or not interacting
at all, ii) each state interacts with a large constant number
K + 1 of other states, such that 1 ≪ K + 1 ≪ Nloc, with
Nloc = nVloc being the total number of other states available
within the localization volume and iii) the interaction amplitude
can be replaced by a constant value Jij = λn/2ν0K, where
λ≪ 1 is the dimensionless Cooper coupling constant. While
these approximations might seem too crude, a detailed analysis
shows [22] that the ignored effects mostly amount to renor-
malization of physical quantities and inessential corrections,
with one notable exception of approximation iii) discussed
later. An extended discussion and derivation of this model can
be found in [22, 33], while Ref. [34] directly addresses the
Superconductor-Insulator Transition in this model.

The proposed structure of interaction matrix elements Jij
suggests the notion of interaction graph, in which each single-
particle state represents a vertex, while each pair of interact-
ing states ⟨ij⟩ corresponds to an edge. In essence, Hamil-
tonian (9) reduces the problem to hopping of Cooper pairs
(equivalent to hard-core bosons) along this interaction graph,
with each site representing a point in real 3D space with some
approximate coordinate ri (e.g. the center of mass of the cor-
responding localized wave function ψi), and each edge ⟨ij⟩
describing the tunneling amplitude between the two “points”
ri and rj . Crucially, this graph features locally tree-like
topology, i.e. for a given site i the neighborhood of size
mtree ∼ lnNloc/ lnK ≫ 1 hops along the graph is unlikely to
contain any loops, which is the direct consequence of the spar-
sity of the graph controlled by the parameter K/Nloc ≪ 1 [35].
As a result, the graph is indistinguishable from a portion of
the Bethe lattice as long as any local quantity is concerned,
allowing one to apply the rich palette of methods available for
analysis of tree-like systems (as done e.g. in Ref. [34]). On
the other hand, at distance r ∼ ξloc

√
mtree ≫ ξloc from a given

point ri the actual 3D structure of the model reveals itself via
the presence of many loops of length ≥ 2mtree hops containing
the chosen site i in the interaction graph. This connection
between the structure in the real 3D space and the interaction
graph allows one to calculate spatially resolved quantities, as
demonstrated e.g. in Ref. [36], where a similar graph model
was used in the framework of single-particle Anderson local-
ization problem.

The model (9) possesses a natural superconducting energy
scale ∆0 ≈ e−1/λ n/ν0, as explained in [22]. In what follows,
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all energy quantities in the problem are expressed in units of
∆0. Along with this scale goes the dimensionless disorder
strength κ, also introduced in [22]:

κ =
λn

2ν0∆0K
=
λe1/λ

2K
. (10)

We expect that all qualitative properties of the model are de-
fined by physical parameters, such as temperature T and the
dimensionless strength of disorder κ. In particular, the value
of other microscopic parameters, such as λ and K, are not
essential as long as the values of κ and T (in units of ∆0) are
set.

B. Current operator

The only possible way to transfer charge in the system de-
scribed by the Hamiltonian of Eq. (9) is hopping of the Cooper
pairs between different states. This implies that the current
density operator is described as

j (r, t) =
1

2

∑
e

IeDe (r) , (11)

with the sum going over all directed edges of the interaction
graph, hence the factor 1/2. Here, Ie is the operator of the
current through a given directed edge e = i→ j:

Ie = 2eVe −
4e2

c
NeAe, (12)

where Ve plays the role of the velocity operator

Vi→j = Jij
(
Sx
i S

y
j − Sx

j S
y
i

)
, (13)

and the second term represents the diamagnetic contribution to
the current:

Nij = Jij
(
Sx
i S

x
j + Sy

i S
y
j

)
, (14)

Ae =

ˆ
d3r (De (r) ,A (r)) (15)

with A (r) being the vector potential. Both in j (r) and in
the diamagnetic term, De (r) is a short-range vector field that
translates the graph topology to the real space, i.e. describes
the distribution of the current density j (r) induced by the
process of hopping of a Cooper pair from one site to the other.
The exact value of De (r) is expressed via the response of
the interaction matrix elements Jij to external vector potential
and it thus also inherits the randomness of the matrix elements
themselves (see Subsection III A). Importantly for us, De is
antisymmetric w.r.t the edge direction, viz. Di→j = −Dj→i,
and it also obeys the following exact identity due to charge
conservation in real space:

2divDi→j (r) = |ψi (r)|2 − |ψj (r)|2 , (16)

where ψi (r) are single-particle wave functions.

C. Macroscopic superfluid stiffness

We determine the macroscopic superfluid stiffness at low
frequencies via the relation Θ = (ℏ/2e)2 ρSd, where d is the
film thickness, and ρS is the superfluid density entering the
London’s equation:

j = −1

c
ρSAext, divAext = 0, (17)

where Aext and j are, respectively, the external vector potential
and the current density averaged over a macroscopically large
region. The current density is, in turn, determined from the
response equation at vanishing frequency ω → 0:

jα = −
ˆ
d3r′Qαβ

0 (r, r′) Aβ (r′) , (18)

with Qω being the Fourier transform of the microscopic cur-
rent response to external vector potential Qαβ (t− t′; r, r′) =
−δ ⟨jα (t, r)⟩ /δAβ (t′, r′). Due to the microscopic disorder,
the Q kernel depends on both coordinates r, r′ rather than on
their difference r− r′ and has a nontrivial tensor structure. As
a result, the current density induced by the external field Aext
does not automatically satisfy the charge conservation,

divj = 0, (19)

so the current j induces additional electromagnetic field Aint
such that the current response (18) to the total field Aext +Aint
satisfies Eq. (19).

Consider first the case of weak disorder with diffusive trans-
port in the normal state characterized by kF l ≫ 1, where l is
the mean free path, and kF is the Fermi wave number. The
average current response j to a smooth external field Aext
obeying divAext = 0 already satisfies the charge conserva-
tion (19), while the disorder-induced deviation δj = j − j

turns out to be small [37]: δj2/j
2 ∼

√
ξ0/l

kF l ≪ 1, where ξ0
is the zero-temperature coherence length. This allows one to
neglect the contribution of Aint to current response and cal-
culate ρS simply as ρSδαβ = c

´
d3r′Qαβ

0 (r, r′), where •
denotes average over disorder, which in this case is carried out
by means of the impurity technique [38].

In our model, on the other hand, the statistical and spatial
fluctuations j − j of the response to a smooth external field
are much larger than j itself, necessitating a consistent account
of the induced field Aint. However, we can still assume that
the spatial scale at which the total response j convergence to
its average value is much smaller than the London’s penetra-
tion length λL =

√
c2/4πρS . In this case, one can neglect

the induced magnetic field B = rotAint at the relevant length
scales, so Aint is dominated by its potential component, viz.
Aint ≈ − c

iω∇ϕ. The current distribution is then described by
Eq. (18), where the induced component Aint of total electro-
magnetic field Aext +Aint is found self-consistently from the
following system of equations:

divj = 0, rotAint = 0, (20)
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In particular, due to the assumed division of scales, one can
set Aext = Aext = const. A more detailed derivation of (20) is
presented in Appendix A.

Due to Eqs. (11) and (16), the problem (18-20) is equivalent
to the following discrete system of equations on the values of
the onsite electric potential ϕi:∑

j∈∂i

Ii→j = 0, Ei→j = − (ϕj − ϕi) ,

Ii→j =
c

iω
Qij (ω = 0)Ei→j , (21)

with the sum in the first equation going over all neighbors
of site i, and Qij (ω) =

´
dt eiωtQij (t) being the Fourier

transform of the current response of the graph edge ⟨ij⟩:

Qij (t) = −4e2

c
[⟨[Vi→j (t) , Vi→j (0)]⟩ − ⟨Nij⟩ δ (t)] .

(22)
While one would expect non-local current response ∝
⟨⟨IeIe′⟩⟩ with e ̸= e′ to be also present in Eq. (21), all such
contributions vanish due to locally tree-like structure of the un-
derlying graph, as explained in detail in Appendix B. Eq. (21)
should be solved for the values of ϕi for all sites i of the system,
which then also yields the values of the edge currents Ii→j .
The distribution of the electric potential in the real space ϕ (r)
and the associated electric field E (r) = −∇ϕ (r) are then
restored by inverting the following relation:

ϕi =

ˆ
d3r ϕ (r) |ψi (r)|2 , (23)

where ψi (r) are the single-electron wave functions, see Sub-
section III A. Upon also computing the current density j (r)
with the help of Eq. (11), one is able to calculate the true
superfluid density by means of the last relation in Eq. (20).

One can, however, avoid the procedure of calculating the
fields ϕ (r) and j (r) in real space altogether by noting that
Eq. (21) is structurally identical to the Kirchhoff’s law and
the Ohm’s law for the interaction graph, with Qijc/iω playing
the role of graph edge conductance and ρS/iω corresponding
to macroscopic conductance. Macroscopic Ohm’s law then
suggests that for a system with the geometry of a brick with
macroscopical sizesL×w×d the total “conductance” along the
L direction is equal to ∆ϕ/Itotal = (ρS/iω) (L/wd), where
Itotal is the total current through all boundary sites and ∆ϕ is
the potential difference between the two boundaries. This con-
stitutes a way to calculate the superfluid stiffness numerically
for a given realization of disorder, as done in Appendix C.

The resemblance of Eq. (21) to the local Ohm’s law also
bears certain physical meaning: according to the second
Josephson’s relation, the quantity φi = − 2e

ℏ ϕi/iω is precisely
the superconducting phase of a given site, whereas the last
two relations in Eq. (21) express the first Josephson’s relation
linearized w.r.t the phase difference. The local structure of
Eq. (21) thus becomes a direct consequence of the fact that the
system conducts via coherent tunneling of the Cooper pairs.

We are interested in estimating the macroscopic superfluid
stiffness analytically, and there are currently no means to do
this for a general setting, especially given that the values of

the current response Qij are randomly distributed across many
orders of magnitude. However, our numerical experiments
on the solution of (21) for 2D systems have shown (see Ap-
pendix C for details) that the following approximate expression
is applicable to our problem for κ ≥ 1:

Θ(T ) ≈ C exp {⟨lnQij (ω = 0)⟩} = C ·Qtyp (T ) , (24)

where C is a prefactor that depends only on the details of the
graph structure (such as K, ξloc and concentration n), but not
on temperature T . As it is explained in Appendix E, one can
estimate C ∼ nL2

0dK, where L0 ∼ ξloc is the interaction
length from Subsection III A, n is site concentration, and d is
the thickness of the film. The exact value of C is additionally
modified by the presence of short-range correlations in Qij ,
but this does not change the order of magnitude of the answer,
as explained in Appendix C. We therefore approximate the
temperature change of the superfluid stiffness by that of the
typical current response Qtyp.

The qualitative origin of the result (24) could be under-
stood by noting that both the original problem (20-18) and
its discrete reformulation (21-22) are similar to the problem
of macroscopic conductivity of disordered media studied in
the seminal paper [39] by A.M. Dykhne. In Ref. [39] it was
shown that the macroscopic conductance σeff of a 2D ran-
dom medium is equal to the typical value of the microscopic
conductance σtyp = exp {⟨lnσ (r)⟩} provided that lnσ (r)
is distributed symmetrically around its mean value. At first
glance, our problem is different: it is three-dimensional, and
there are no a priori reasons to assume that either the actual
current response Qαβ

ω (r, r′) or its discrete counterpart Qij

satisfy the requirement on the symmetry of the distribution
(although for large enough κ the distribution turns out to be
sufficiently close to the symmetric log-normal one, as shown
in Appendix C). However, there are no qualitative reasons for
Θ to differ substantially from the typical current response (at
least, in temperature dependence). Indeed, while the calcula-
tion of Ref. [39] formally relies on certain duality properties of
the 2D problem, it still illustrates the general intuition for the
conductance of random media: regions with large conductance
can be short-circuited, while regions with small conductance
do not conduct at all, rendering the typical conductance to be
the only relevant scale of the problem. In the future, we plan
to address the validity of the approximate relation (24) in more
detail.

D. Current response in a given disorder realization

The next step is to calculate the local current response Qij .
This is done by means of the extension of the Method of Belief
Propagation (BP) to quantum problems. The standard BP
scheme is applicable to classical Hamiltonians with discrete
local degrees of freedom (e.g. Ising spins). These include
several prominent examples in the theory of spin glasses, where
the BP method is also known as the cavity method [40, 41]. In
essence, BP method tries to accurately describe the structure of
local two-point correlations in the Gibbs ensemble, resulting in
a system of algebraic self-consistency equations that describe
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the conditional distributions of one site with respect to the
other [42]. Among other things, the BP approach is known to
be exact for the systems with tree-like topology, i.e. the ones
with no loops in the interaction graph [42].

Remarkably, this latter property is not sensitive to the partic-
ular structure of the local degrees of freedom, and a generaliza-
tion is available to thermal averages of quantum Hamiltonians,
such as Eq. (9). The quantum nature of the problem implies
replacing the algebraic equations with functional ones, with
the latter being analytically intractable in general case. In some
cases [43] it is sufficient to characterize the whole problem,
in addition to the set of local static fields, by the common
intensity of effective quantum noise acting on the spins. In
our problem, corrections to the static approximation can be
shown to be proportional to small interaction constant λ≪ 1
and definitely negligible at κ ≤ 1. Although it is not evident
that these quantum corrections are irrelevant at large κ as well,
the numerical analysis provided in Sec. IIIG of Ref. [34] in-
dicates they are weak even very close to SIT. In the present
paper we will use static approximation, leaving the account of
quantum noise for future work. One can interpret the proposed
Approximate Quantum Belief Propagation (AQBP) scheme as
the mean field theory of the same type as that of Ref. [22] but
with the Onsager reaction terms taken into account, essentially
representing the analogue of the classical Thouless-Anderson-
Palmer equations [44] for our system.

The central object of the AQBP scheme is the set of local
fields hαk→i that describe the contribution of spin k to the action

of spin i, so the latter is described by the effective Hamiltonian:

Heff = −2ξiS
z
i +

1

Zi − 1

∑
j∈∂i

2hαj→iS
α
i , (25)

where Zi is the number of neighbors of the given site i (equal
to K + 1 = const within our model). The AQBP provides the
self-consistency equations on the values of those fields:

hαk→i =
∑

j∈∂i\{k}

Jij

〈
2Ŝα

j

〉
j(i)

, α = x, y, (26)

where the summation now goes over all neighbors of i except
k (i.e. K summation terms), and

〈
2Ŝα

j

〉
j(i)

is the thermal

expectation of yet another single-spin Hamiltonian:

Hj(i) = −2ξiŜ
z
i − 2hxj→iŜ

x
j − 2hyj→iŜ

y
j , (27)

〈
2Ŝα

j

〉
j(i)

:=
hαi→j

Bi→j
tanhβBi→j , (28)

with B2
i→j = ξ2j +

(
hxi→j

)2
+
(
hyi→j

)2
.

In order to compute any observable in a given disorder real-
ization, one has to solve this system of algebraic equations for
the h fields. In particular, the values of Qij at frequency ω are
computed as quantum averages over two-spin Hamiltonians
that depend on the h fields:

Qij (ω)

(2e)
2
/c

=

3∑
m,n=0

|⟨m |Vi→j |n⟩|2
1

Z

(λn − λm)
(
e−βλn − e−βλm

)
(λn − λm)

2 − (ω + i0)
2 +

3∑
n=0

e−βλn

Z
⟨n |Nij |n⟩ , Z =

3∑
n=0

e−βλn . (29)

Here Vi→j and Nij are given by (13) and (14), and
{λn, |n⟩} , n = 0, 1, 2, 3 are the eigensystem of the follow-
ing two-spin Hamiltonian:

H⟨ij⟩ = −
∑
n=i,j

2ξnS
z
n − 4Jij

(
Sx
i S

x
j + Sy

i S
y
j

)
−
∑

α=x,y

(
2hαi→jS

α
j + 2hαj→iS

α
i

)
. (30)

At this point we can identify the main reason behind the
temperature dependence of Qtyp in Eq. (24). Almost by defini-
tion, this quantity is contributed by the most probable disorder
configurations. Now, the majority of the disorder configura-
tions have |ξi| , |ξj | ≫ J, h, T , hence the spectral problem for
Hamiltonian (30) can be addressed perturbatively, rendering
λ ≈ ±ξ1 ± ξ2, with corrections being small as J/ξ, h/ξ. As a
result, the value of Qij for such disorder configurations at low

temperatures can be estimated as

Qij

(2e)
2
/c

≈ −2
3∑

n=1

|⟨n |Vi→j | 0⟩|2

En0 − (ω + i0)
2
/En0

+ ⟨0 |Nij | 0⟩ ,

(31)
with n = 0 denoting the ground state, n > 0 enumerating the
excited states, andEn0 = λn−λ1 ∼ EF ≫ ∆0, J . Generally,
temperature influences the values of h, thus modifying both the
matrix elements and the spectral gaps En0. The latter, however,
are only shifted by a quantity of the order ∆0, J ≪ EF , hence
this effect can be discarded along with the frequency depen-
dence, as we are interested in ω ∼ ∆0. The main temperature
dependence is thus given by the matrix elements, and by means
of the perturbation theory it can be estimated as

Qij

(2e)
2
/c

≈ 4Jh1h2
E10E20

, (32)

from which it immediately follows that

Qtyp (T )

Qtyp (T = 0)
≈

h2typ (T )

h2typ (T = 0)
. (33)
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To obtain this latter Eq. (33), we used the fact that hi→j , hj→i

are all uncorrelated (see below), so the r.h.s of Eq. (33) is
expressed via the typical value of the h field. Essentially,
this implies that the relative change of the superfluid stiffness
mirrors that of the typical order parameter at low temperatures.

E. Statistical properties of the current response

According to the Eq. (24), the information about the tem-
perature dependence of the superfluid stiffness is encoded in
the statistical distribution of the local current response Qij in
the form of the typical value Qtyp. It is thus our aim to com-
pute the average of this quantity over various realizations of
disorder. As Eq. (29) suggests, the value of Qij is expressed
via the values of ξi, ξj on the neighboring sites and on the
pair of values hi→j , hj→i. Crucially, all four quantities are
statistically independent. Indeed, for region of parameters in
question, the solution to Eq. (26) is short-correlated due to the
large number of summation terms in the right-hand side, as
discussed in [22]. As a result, the statistics of h on a given
edge does not depend on whether this edge is a part of a tree
or a locally tree-like interaction graph that is realized in our
case. Iteratively expanding the r.h.s of Eq. (26) then reveals,
that these equations possess a directed structure, in contrast
to similar equations of Ref. [22]. In other words, the value of
h on edge i→ j gathers statistical information only from the
the finite branch rooted at i and not containing edge i→ j or
sites i or j. From this, it follows straightforwardly that all four
quantities hi→j , hj→i, ξi, ξj are uncorrelated.

As a result, we can substantially simplify the procedure of
calculating the value ofQtyp: instead of solving the system (26)
on a finite size instance of the interaction graph, we can only
track the distribution of the h fields with subsequent averaging
of the Qij value (29) over the the distribution of h and ξ. The
distribution of h can, in turn, be found using the Method of
Population Dynamics (MPD), which boils down to claiming
that the two sides of Eq. (26) are equal in distribution, which
follows from the aforementioned directed structure of Eq. (26)
and the short range of correlations in the solution. MPD then
allows one to efficiently prepare large number of samples from
this distribution: given a large initial pool of h values, one
updates each value by replacing it with the value of the r.h.s
of Eq. (26), where the values of ξ are sampled randomly for
each term, and the values of h are randomly selected from the
current pool. After a number of such updates, the pool of h
values converges to a large sample from the target distribution.
The required number of iterations is not large because the
corresponding distribution does not have fat tails in the given
range of parameters [22, Sec. III C]. In our implementation, we
terminated the process once the mean value ⟨h⟩ has converged.
The pool sizes should simply be sufficient to capture the rare
events responsible for the formation of the relevant parts of
the distribution. In particular, for all simulations presented
below, pools of size 107 or larger were used to guarantee the
convergence of low-value tails of the distribution.

It is worth noting that the assumption of short correlation
distance is crucial for this procedure and is not guaranteed

Figure 3. The temperature dependence of the relative change of typical
local current response 1−Qtyp (T ) /Qtyp (T = 0) in logarithmic scale
along both axes for various dimensionless disorder strength κ and
K = 15. The temperature is measured in units of ∆0. The points
with solid filling are selected according to the empirically chosen
criteria T ∈ [λ ⟨∆⟩ , λ ⟨∆⟩+ 0.2∆0] with ⟨∆⟩ being the mean order
parameter at zero temperature. These highlighted points are used for
power-law fitting on Figure 4.

in general. In particular, the work [34] analyzes Eq. (26) in
the context of the disorder-driven Superconductor-Insulator
Transition (SIT) and finds that forK ≤ KRSB = λ exp {1/2λ}
the distribution of the h fields becomes fat-tailed, and the
associated spatial configuration is not at all short-correlated.
We are thus interested in the interval K > KRSB, which still
contains rich physics, as shown in [22].

IV. THEORETICAL RESULTS

A. Numerical results

We start by discussing the qualitative shape of the tempera-
ture dependence of the local current response presented on Fig-
ure 3. There are three temperature regimes: i) at very low
temperatures, one observes exponentially small change in the
superfluid stiffness, with the numerical method being unable
to properly resolve these values. ii) At moderately low tem-
peratures T ∼ 0.05∆0 − 0.3∆0 the dependence resembles
a power law, although the exponent decreases with tempera-
ture. Crucially, the apparent exponent of the power law also
decreases with disorder, as shown on Figure 4. iii) At higher
temperatures 0.3∆0 ≤ T < ∆0 the local current response
continues to decrease until it vanishes at the transition point.
We do not analyze the region of higher temperatures T ∼ ∆0,
which might also be influenced by quaisparticles due to finite
value of the single-particle pseudogap ∆P .

Another important observation from the numerical results
is that the relative change in the typical current response
δQtyp/Qtyp goes in line with that of the mean order param-
eter δ ⟨∆⟩ / ⟨∆⟩. In particular, it is true that

δ ⟨∆⟩ / ⟨∆⟩
δQtyp/Qtyp

= 0.5± 0.05, (34)
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Figure 4. Dependence of the parameters b (main panel) and T0

(inset) of the power-law fit (T/T0)
b of the portion of numerical

data for δQtyp (T ) /Qtyp (0). For each set of parameters, the points
for fitting are selected according to the empirically chosen criteria
T ∈ [λ ⟨∆⟩ , λ ⟨∆⟩+ 0.2∆0], with ⟨∆⟩ being the mean order pa-
rameter at zero temperature, so the dataset for K = 15 corresponds
to highlighted points on Figure 3. The value of κ was varied by
changing the value of λ while keeping K constant, and various colors
correspond to various values of K.

for all points highlighted on Figure 3, regardless of the model
parameters. This result is in agreement with the qualitative pre-
diction (33), as our numerical experiments show that ∆typ and
⟨∆⟩ differ by a temperature-independent factor. In addition,
this numerical relation is roughly consistent with the result
of Ref. [45], where the relation ρS ∝ ∆2 ∼ h2 is claimed.
While our numerical experiments clearly imply that such a
relation does not hold literally, it is apparently correct as far
as the relative temperature variations are concerned. Eq. (34)
then allows us to calculate the temperature dependence of Qtyp
from that of ⟨∆⟩. The latter, as it turns out, is amenable for
analytical description.

B. Analytical analysis of low-T behavior

While calculating Qij requires diagonalization of the two-
spin Hamiltonian (30), the order parameter ∆ is almost directly
accessible from the statistics of the h fields. Indeed, from (25)
and (26) one obtains:

∆i =
∑
j∈∂i

Jij

〈
2Ŝα

j

〉
j(i)

, (35)

which coincides with the Eq. (26) for h itself for up to the
difference in the summation number of terms in the r.h.s (K+1
instead of K).

In what follows, we will compute the expectation ⟨h⟩ of
the h field, which coincides with the average order parame-
ter ⟨∆⟩ up to an insignificant factor (K + 1) /K, as can be
seen from Eq. (35). At the cost of additional technical ef-
fort, our theory also allows us to calculate the typical value
htyp = exp {⟨lnh⟩}, which is more relevant for the value of
the superfluid stiffness according to Eq. (33). However, this
appears to be unnecessary: the statistical data for the h field ob-
tained by the MPD (see Subsection III E) demonstrates that the
relation ⟨h⟩ /htyp is nearly temperature-independent up until
the transition region T ∼ ∆0. This also explains why we chose
to use the mean value of ⟨∆⟩ rather than the typical value ∆typ
in the numerical relation (34): the former is easier to calculate
analytically while being proportional to the latter with a nearly
temperature-independent coefficient in the relevant range of
temperatures.

The distribution of h fields can be computed straightfor-
wardly by means presented earlier in [22], although the cal-
culations are considerably simpler due to the absence of the
self-action. Indeed, the work [22] dealt with the necessity
to disentangle the mutual correlation between the values of
∆ on neighboring sites due to their equivalence in the self-
consistency equation. On the other hand, the value of hj→i

only collects information about the values of ξk and hl→m in
one direction (safe for the present of loops, that, however, do
not influence the value of h due to rapid decay of correlations
with distance on the graph), This feature has made this prob-
lem amenable to the MPD in the first place, and the latter is
equivalent to claiming that the two sides of the Eq. (26) are
equal in distributional sense, with all random variables in the
r.h.s being statistically independent:

Ph (h) =

K∏
k=1

∞̂

0

Ph (hk) dhk

ˆ
Pξ (ξk) dξk · δ

(
h− λ

K

K∑
k=1

f (hk, ξk)

)
, (36)

where f (hk, ξk) is the spin average in the r.h.s of Eq. (26). As
soon as the equation on distribution of h is obtained in such
a way, the approach described below is similar to that of [22].
In particular, at zero temperature one finds for the cumulant

generating function m (s):

m (s) := ln
〈
eish

〉
= is ⟨h⟩+ λ ⟨h⟩

κ
F (κs) , Ims≪ e1/λ,

(37)
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F (σ) =

1ˆ

0

dw
eiσw − 1− iσw

w2
√
1− w2

, (38)

with ⟨h⟩ determined self-consistently from

⟨h lnh⟩ = 0. (39)

Here, the l.h.s is calculated by using the expression (37) for
m (s), thus representing a function of ⟨h⟩, and Eq. (39) has
to be solved for ⟨h⟩. In the same way, one can show that the
statistics of the order parameter is described by the following
generating function:

ln ⟨exp {is∆}⟩ = K + 1

K
m (s) , (40)

and we once again remind that both h and ∆ are now measured
in units of ∆0. We are interested inK ≫ 1, hence the prefactor
in front of m, arising from the different number of summation
terms in Eqs. (26) and (35), can be discarded.

It is expected that any effect that is larger than the BCS-like
exponential dependence of the form e−2⟨∆⟩/T will be produced
by anomalously low values of the order parameter (the unusual
factor 2 in the exponent is due to the absence of single-electron
quasiparticles in our model). In other words, we are interested
in the probability of the order parameter ∆ and the h field
to attain values of the order of temperature, with latter being
much smaller than mean order parameter ⟨∆⟩. Quantitatively,
the extreme value statistics of h is encoded in the asymptotic
of the m function at s = it, t ≫ 1, as shown in [22]. This
asymptotic is given by

m (it) ≈ −At+Bt ln t, 1 ≪ t≪ t∗ ∼ eA/B−1, (41)

A = ⟨h⟩ {1− λ [γ − 1 + ln 2κ]} , B = λ ⟨h⟩ , (42)

where γ = 0.577... is the Euler-Mascheroni constant, and the
estimation for t∗ follows from the fact that expression (41)
is only valid until it no longer represents a decreasing func-
tion. The distribution function P (h) for h < ⟨h⟩ behaves as
follows:

P (h) ≈
√
ζ (h)

2πB2
exp {−ζ (h)} , (43)

ζ (h) = B exp

{
A− h

B
− 1

}
. (44)

For instance, at T = 0, one uses Eq. (42) to obtain ζ (h) =
λ⟨h⟩e−γ

2κ exp
{

1
λ (1− h/ ⟨h⟩)

}
. Note that while the exponent

in ζ (h) features a large factor ∼ 1/λ ≫ 1, the prefactor
∼ λ ⟨h⟩ /2κ in front of this exponent is actually small in the
region of interest, rendering the probability density (43) a
complicated function of h.

Eq. (43) ceases to work at sufficiently small h, where the
relevant value of t exceeds t∗, rendering Eq. (41) inapplicable.

This corresponds to ζ (h) reaching the value of Bt∗, which
happens at

h ∼ hmin = B = λ ⟨h⟩ . (45)

Physically, hmin plays the role of the minimum value of the h
field in the sense that the average

〈
e−2h/T

〉
for T ≪ 2hmin is

essentially given by e−2hmin/T , which can also be expressed
by the following description of the m function for t ≥ t∗ :

m (it) ∼ −hmint, t≫ t∗. (46)

The value of hmin is then consistent with the continuity of
m, i.e. the values of m (it∗) given by the two asymptotic
expressions (41) and (46) coincide.

We also note that the expression (41) is only valid for suf-
ficiently weak fluctuations of the interaction matrix elements
Jij of the original Hamiltonian (9), viz. δJ/J ≪

√
λ/κ [22],

whereas our model assumes Jij = const for all connected sites
(see approximation iii) in Subsection III A).

The same analysis that lead to Eq. (37) shows that for finite
temperatures the value of m (it) acquires a correction

δm (it) ≈ +λt
∂

∂β

1ˆ

0

dw
em(2iβ/w)

√
1− w2

, (47)

which is produced by the leading term in the expan-
sion of tanhβ

√
ξ2 +∆2 in Eq. (28) in powers of

exp
{
−2β

√
ξ2 +∆2

}
. As already anticipated, the integral in

the r.h.s is only sensitive to the asymptotic of the m function
at s = it, t≫ 1. The correction itself amounts to renormaliza-
tion of the A coefficient in Eq. (41):

A (T )−A (0) = −λ ∂

∂β

1ˆ

0

dw
em(2iβ/w)

√
1− w2

. (48)

Eq. (39) for the value of ⟨h⟩ also changes to

⟨h lnh⟩ ≈ +
∂

∂β

1ˆ

0

dw
em(2iβ/w)

√
1− w2

, (49)

and contains exactly the same w integral as the one in (48).
One has to solve the new equation for ⟨h⟩, similarly to the
zero-temperature case.

It is then natural to replace m (it) in Eqs. (48-49) with its
intermediate asymptotic expression (41) to obtain a closed
system of equations on A and B = λ ⟨h⟩. The emerging
divergence of the integrals at small values of w should be cut at
w ∼ w∗ = 2β/t∗, in accordance with the limit of applicability
of the intermediate asymptotic (41). The remaining region
w ≤ w∗ produces an exponentially small contribution because
for t ≥ t∗ the value of em(it) is exponentially small: em(it) ∼
e−hmint ≪ 1. If the temperatures are also exponentially small,
i.e. T ≤ T ∗ = 2/t∗ = eγe−1/λ/κ ≪ 1 one obtains w∗ ≥ 1,
so a more accurate calculation of the w integral has to be
performed in this case. However, the same Eq. (46) still implies
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Figure 5. Temperature dependence of the r.h.s of (50) for ⟨h⟩ =
0.46, κ = 10, λ = 0.123. The dashed straight lines visualize the
log-derivative b = d ln I (T ) /d lnT , green: T = Tmin = 2λ ⟨h⟩,
b = 2.48, black: T = 0.4, b = 1.46.

that the value of the w integrals is of the order of e−2hmin/T ≤
e−hmint

∗ ≪ 1, implying an exponentially small change in all
physical quantities, which is consistent with the numerical data
on Figure 3.

We also note that Eqs. (47-49) are applicable while the
approximation 1−tanhx ≈ 2e−2x is applicable for the typical
values of x = β

√
ξ2 + h2, which is true for T ≤ Tmax ∼

2 ⟨h⟩.
The qualitative behavior of the solution to Eqs. (48-49) can

be understood by employing the direct perturbation theory in T .
Namely, one treats the change in A and ⟨h⟩ as a perturbation,
and the leading order of the latter is given by:

δh ∝ I (T ) =
∂

∂β

1ˆ

w∗

dw
e−A 2β

w +B 2β
w ln 2β

w

√
1− w2

, w∗ =
2

T
e1−A/B ,

(50)
where the values A,B are taken at T = 0, i.e. from (42),
and the omitted positive coefficient of proportionality is
temperature-independent (but does depend on κ, λ). The r.h.s
of this equation is negative, and the plot of its absolute value
for a reasonable choice of the parameters is shown on Figure 5.
It clearly indicates the same type of power-law-like behav-
ior as the one shown on Figure 3, although the power varies
with T , as can be see e.g. by the values of the log-derivative
d ln I/d lnT .

The comparison of the approximate theory with the numer-
ical calculation by means of the MPD is shown on Figure 6
and is rather satisfying. Discrepancies are only visible at high
temperature, where the expressions (47-49) are no longer ap-
plicable due to higher powers of e−βx in the low-temperature
expansion of tanhβx. This theory allows us to give more
quantitative description to the claims above:

1. At low temperatures T ≤ Tmax ∼ ⟨∆⟩ the tempera-
ture dependence of the superfluid stiffness δΘ(T ) =
Θ (T = 0) − Θ(T ) follows that of the mean order pa-

Figure 6. Low-temperature dependence of the relative changes in
the typical local current response δQ = 1−Qtyp (T ) /Qtyp (T = 0)
and the mean order parameter δ∆ = 1− ⟨∆⟩ (T ) / ⟨∆⟩ (T = 0) ac-
cording to the numerical MPD (solid dots) and theoretical description
given by Eqs. (48-49) (solid line) in logarithmic scale along both
axes. The values of δQ are divided by two, which makes relation (34)
apparent. The dashed line corresponds to the power-law fit (T/T0)

b

of numerical data for δQ in the range T ∈ [λ ⟨∆⟩ , λ ⟨∆⟩+ 0.2], with
⟨∆⟩ = 0.49∆0 (the values of the fitting curve are also divided by
two). The parameters of the model are K = 20, κ = 10. The green
region delineates the limits of applicability of the theoretical approach
corresponding to λ ⟨∆⟩ ≤ T ≤ ⟨∆⟩ /2.

rameter:

δΘ(T )

Θ (T = 0)
≈ 2

δ ⟨∆⟩ (T )
⟨∆⟩ (T = 0)

(51)

2. For λ ⟨∆⟩ ∼ Tmin ≤ T ≤ Tmax ∼ ⟨∆⟩ a complicated
profile of the temperature dependence of the superfluid
stiffness is observed. It can be roughly described by a
power law

δΘ

Θ
≈
δQtyp

Qtyp
≈ 2

δ ⟨∆⟩
⟨∆⟩

∼ (T/T0)
b
, (52)

although the power b gradually decreases with T , which
also allows other descriptions of the data (see Ap-
pendix D). The common trend is that b decreases with
disorder strength κ. The qualitative shape of the depen-
dence is described by the integral of the form (50). We
also note that our analysis suggests that the shape of this
dependence is sensitive to certain details of the micro-
scopic model as the latter determine the statistics of low
values of the order parameter.

3. At T ≤ Tmin the dependence of all physical quantities
on temperature roughly follows an activation profile:

δΘ

Θ
≈
δQtyp

Qtyp
≈ 2

δ ⟨∆⟩
⟨∆⟩

∼ exp

{
−2Tmin

T

}
. (53)

We also note that the proposed description naturally incor-
porates the small disorder limit κ ≪ 1. In this case, the
distribution of the order parameter is accurately described by a
narrow Gaussian distribution, leading to a BCS-like behavior
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Figure 7. The temperature dependence of the relative change of
typical local current response 1 − Qtyp (T ) /Qtyp (T = 0) for κ =
0.25, K = 10 (small disorder). The temperature is measured in units
of ∆0. The scale along the horizontal axis is reciprocal (1/T ), and the
scale of the vertical axis is logarithmic. The solid line corresponds to
fit of the points with T ≤ 0.45∆0 with A exp {−2Eg/T}, resulting
in A = 2.41, Eg = 0.947∆0, which is consistent with the standard
BCS theory. Attempting to fit the same points with a power law
(T/T0)

b results in b ∼ 5.9 (shown with the dashed line).

of the form e−2⟨∆⟩/T for both δQtyp and δ ⟨∆⟩, as demon-
strated on Figure 7. In terms of our analysis, this corresponds
to replacing the m function by a Gaussian one:

m (it) ≈ −⟨h⟩ t− πκλ

4
t2, (54)

which corresponds to small-t expansion of the exact expres-
sion (37). This further reinforces the general conclusion: the
nontrivial power-law-like behavior of physical quantities is the
direct consequence of the nontrivial distribution of the order
parameter ∆. We also emphasize that the BCS-like result on
Figure 7 is obtained in the model with no quasi-particles (due
to large pseudo-gap); as a result, the activation energy is equal
to twice superconducting gap, instead of the gap itself.

One may wonder if some modified activation-type behavior
could describe the data and our simulation results even at large
κ. The corresponding analysis is presented in Appendix D. In
particular, Figure 11 shows that the activation-law fit δΘ(T ) ∼
exp {−T1/T} works in a limited range of temperature, and the
latter shrinks as the dimensionless disorder strength κ increases.
However, for a larger value of the coordination number, K =
20, we cannot numerically resolve the distinction between
power-law and exponential fits, see Figure 12.

V. DISCUSSION AND CONCLUSIONS

We presented both experimental data and analytical the-
ory of the low-temperature suppression of superfluid stiffness,
δΘ(T ) = Θ(0)−Θ(T ), in strongly disordered pseudogapped
superconductors.

The direct measurement of the superfluid stiffness at low
temperatures T ≪ Tc in amorphous InOx films revealed (see

Fig. 1 c) a strong deviation from the activation-like behavior
expected within the semiclassical theory [19]. We observed
instead a power-law

δΘ(T )/Θ(0) ∼ (T/T0)
b
, (55)

with an exponent b ∼ 1.6 that is weakly sensitive to the disor-
der strength and a characteristic scale T0 that is roughly pro-
portional to the superfluid stiffness at low temperatures, viz.,
T0 ∼ 5.5Θ(0), see Fig. 2. A systematic departure from (55)
towards higher values of δΘ is observed at higher temperatures
(T ? 0.2Tc ≈ 0.5K) for the less disordered films, and might
be attributed to the conventional Mattis-Bardeen contribution
due to quasiparticles.

To describe the experimental data, we developed an ana-
lytical approach based on a microscopic model of strongly
disordered superconductor previously proposed in the liter-
ature [22, 33, 46]. The key ingredient of the model is the
presence of a broad distribution of the local pairing amplitude
∆(r) ̸= const. The latter is known to exist [1] in a relatively
wide range of normal-state resistances and was described the-
oretically in Ref. [22]. The qualitative behavior of the whole
model is characterized primarily by the dimensionless disorder
strength κ. In particular, an estimation for κ can be extracted
from the observed shape of the pairing amplitude distribution
P (∆) at large values [22]. The main challenge of the theoret-
ical description is to connect theoretically computable distri-
bution P (∆) with physically observable quantities (e.g., the
superfluid stiffness Θ), as the latter can no longer be expressed
via the pairing amplitude in a simple fashion.

By combining analytical and numerical methods, we have
shown that this model also exhibits near-power-law suppres-
sion (55) of the superfluid stiffness with temperature (see Fig-
ure 3), with disorder-dependent exponent b ∼ 1.6 − 3 in the
region of large disorder, κ≫ 1. In particular, the exponent b
decreases with disorder and may become less than 2, as shown
on Figure 4. The characteristic temperature T0 in Eq. (55) is
found to be of the order of the mean pairing amplitude ⟨∆⟩.
The dependence (55) takes place in the temperature range
λ ⟨∆⟩ ≤ T ≤ ⟨∆⟩ /2, and the temperature range itself reaches
low temperatures T ≪ ⟨∆⟩ due to the smallness of the dimen-
sionless Cooper coupling constant λ. However, even within
this temperature interval the power-law profile is only approxi-
mate, rendering the effective values of b and T0 temperature-
dependent. In particular, Figure 5 demonstrates that the "local"
value of b decrease with the growth of temperature. At very low
temperatures T > λ ⟨∆⟩, the value of δΘ is better described
by an activation law δΘ/Θ ∼ exp {−2λ ⟨∆⟩ /T} with a di-
minished value of the gap in comparison to its semiclassical
value. This behavior results in lower values of δΘ than those
suggested by Eq. (55). At high temperatures T ∼ ∆, our
theory is not applicable to the complete lack of quasiparticles
within the proposed model.

However, even in the absence of the latter, we find within
the same formalism for the case of small disorder κ ≪ 1 the
activation behavior δΘ/Θ ∼ exp {−2 ⟨∆⟩ /T}, but with twice
the standard value of the gap, see Figure 7. The effective gap
is doubled since the energy 2∆ corresponds in our case to a
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single excitation instead of two quasi-particles in the usual
BCS theory.

As a result, one can claim qualitative agreement between
theory and experiment, while a quantitative match is currently
beyond reach due to numerous simplifications employed in
the theoretical model. The quantitative result of our theory
(summarized on Figure 6) is only valid in the model (9) with
weak statistical fluctuations of the magnitude of interaction
matrix elements Jij . As discussed in Ref. [22], strong fluc-
tuations of the matrix elements render the low-value tail of
the distribution of the order parameter even more pronounced
and can thus increase the reported suppression of Θ as well as
change the overall shape of the temperature dependence. As a
result, the latter will still resemble a power-law, probably with
a smaller exponent b, due to a substantial fraction of system
sites with ∆i < ⟨∆⟩. An accurate description of the matrix
element Jij and the resulting effects on the superfluid density
and other physical observables are subjects of future work.
We also emphasize that these unusual low-T properties are
predicted to exist even at relatively large K ≥ λ exp(1/2λ),
where the replica-symmetry-breaking theory of the SIT [34]
is not yet relevant. An additional element missed in our sim-
plified theory is the implication of the energy dependence of
matrix elements Jij , which is present due to Mott hybridization
mechanism, as discussed in Ref. [33, Sec. 2.2.5]; this issue we
also leave for future studies.

Among other things to be considered in the future is the
issue of the relation between the macroscopic superfluid stiff-
ness Θ and the local current response Qαβ (ω; r, r′) discussed
in Subsection III C. The approximate Eq. (24) is currently sup-
ported by certain preliminary simulations as well as similarity
to the problem of the macroscopic response of disordered 2D
media discussed in Ref. [39], while a qualitative solution to this
problem is to be addressed in the near future. Importantly, the
employed approximation does not give access to the superfluid
stiffness itself, providing only its relative suppression with tem-
perature δΘ/Θ. This difficulty can be traced down to the fact
that kinetic quantities, such as Θ, include information about
the embedding of the model in real space. For instance, the
semiclassical expression Θ(T = 0) = ℏπ∆/(2e)2R□ valid
for weak disorder contains this information via the normal-state
resistivity per square R□, with the latter typically determined
experimentally. However, sufficiently disordered a:InO films
as well as the theoretical model used in the present paper
demonstrate insulating behavior in the normal state [28], so
experimentally measured R□ at T > Tc might be delivered
by a different mechanism than the one responsible for the for-
mation of finite superfluid stiffness Θ for T < Tc, rendering
R□ irrelevant for the value of Θ. A consistent treatment of
this issue would include a more elaborate account of the micro-
scopic properties of the underlying single-particle Anderson

localization problem, as the latter unavoidably enter the kinetic
quantities.

Another important point worth examining more thoroughly
is the validity of description of the local current response pro-
posed in Subsection III D. This comprises neglecting i) the
quantum fluctuation and ii) the role of short loops that might
be present in the interaction graph of the system. There does
exist certain evidence in favor of the first approximation [34],
but a more detailed analysis is required. The second of these ap-
proximations is at least partially controllable [35], but because
our description involves dealing with extreme value statistics,
small loops might be important for certain physical quantities.
However, estimations of Ref. [22] indicate that finite concentra-
tion of short loops does not change the distribution of the order
parameter at low temperature, leaving the effect on physical
quantities for future studies.

On purely phenomenological grounds, the presence of nearly
power-law behavior (55) indicates the existence of low-energy
excitations with energies much below ⟨∆⟩. The nature of these
excitations can be revealed by the analysis of dissipation prop-
erties of the same microwave resonances used to determine
the spectrum of plasmon waves [28, 47]. We expect that the
majority of these modes are localized at the scale of the typical
interaction length between preformed Cooper pairs (up to few
localization lengths). Therefore these modes may represent
a specific kind of two level quantum systems (TLS). While
those are usually related with atomic degrees of freedom in
amorphous solids [48] or localized quasiparticles [49], in our
case those TLS are formed by the coherent hopping of the
Cooper pairs across several neighboring sites. An indication
of the presence of TLS is the non-monotonic temperature de-
pendence of the microwave resonance quality factor Q(T ),
with a maximum at some nonzero temperature [28]. However,
the observed data does not rule out the existence of additional
mechanisms of dissipation at non-zero frequency. One such
mechanism could be an analogue of the Debye relaxation re-
cently discussed in relation with superconductors in the mixed
state [50, 51].
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Appendix A: Electrodynamics of a disordered superconductor

In this Appendix, we formulate the low-frequency descrip-
tion of the electromagnetic response of a disordered supercon-
ductor, with the particular aim of deriving Eq. (20).

Consider the Fourier transform of the Maxwell equations for
the electromagnetic potentials (φ,A) in the Coulomb gauge
divA = 0:

−∆φ = 4πρ/ε (ω) ,(
−∆+

(
iω
c

)2)
A+∇

(
iω
c φ
)
= 4π

c j,

E = −∇φ− iω
c A.

(A1)

where ε (ω) is the dielectric permittivity due to the media sur-
rounding the superconductor and the electrons deep within the
Fermi surface (for simplicity, we neglect its spatial dependence,
it can straightforwardly be restored). All fields here depend

on the frequency ω and on the coordinate r. The material
response fields ρ, j are to be determined from{

jα (r) = c
iω

´
dr′Qαβ (ω, r, r′) Eβ (r′) ,

ρ (r) = − c
iω

´
dr′Rβ (ω, r, r′)Eβ (r′) ,

(A2)

and are bound to satisfy the charge conservation law

iωρ+ divj = 0. (A3)

Here, the kernels Q and R are the material responses of the
medium to the vector potential computed as direct variational
derivatives:

Qαβ (t− t′; r, r′) = −δ ⟨j
α (t, r)⟩

δAβ (r′, t′)
,

Rβ (t− t′; r, r′) =
δ ⟨ρ (t, r)⟩
δAβ (r′, t′)

. (A4)

As per usual, the system (A1-A3) is over-complete because
the second equation in Eq. (A2) describing the charge den-
sity response is actually satisfied automatically by the true
configuration of the electromagnetic fields due to the charge
conservation law, Eq. (A3), so we can discard this equation.
We can then exclude the charge variable with the help of Eq. A1
and obtain

divj = iω ∆φ
4πε(ω)(

−∆+
(
iω
c

)2)
A+∇

(
iω
c φ
)
= 4π

c j,

divA = 0,

E = −∇φ− iω
c A,

jα (r) = c
iω

´
dr′Qαβ (ω, r, r′)Eβ (r′) .

(A5)

We now want to calculate the superconducting response to
a given external electromagnetic field Eext (r, t), which is cre-
ated by currents other than those in the material in question.
Certainly, this external field automatically satisfies the first
four relations in system (A5), but with the current density j
produced by some external sources (whose currents are obvi-
ously unaltered by the response of the medium). Therefore,
to analyze the response of the target medium we have to the
substitute the full electric field Efull = E + Eext in the last
expression describing the current response of the medium. In
this way, the Eqs. (A5) are rendered inhomogeneous, so the
response problem is well-formulated.

The main difference of the resulting system of equa-
tions (A5) with the standard semiclassical description is that
due to the inhomogeneity of the superconducting state the
current conservation law is not satisfied “automatically” by
an appropriate choice of gauge. Instead, the system adjusts
the values of microscopic currents and induced electromag-
netic field in order to satisfy the charge conservation, making
the resulting value of the macroscopic response much more
complicated than simply the mean value of the miscroscopic
response. In this way, the problem is similar to the one of the
macroscopic conductance of a disordered media, where the po-
tential distribution is determined from the charge conservation
(or, equivalently, the Kirchhoff’s rule for a discrete system).
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We are interested in the low-frequency limit of the sys-
tem (A5). Because the system is superconducting, the zero-
frequency response function Qαβ (ω = 0, r, r′) does not van-
ish. Eqs. A5 then suggest the following substitution to repro-
duce the correct low-frequency behavior of the response:

j =
u

iω
, A = − c

iω
E (A6)

which then leads to the following equivalent system:

divu = (iω)
2 ∆φ

4πε(ω) ,(
−∆+

(
iω
c

)2)
(−cE) +∇

(
(iω)2

c φ
)
= 4π

c u,

divE = 0,

E = −∇φr + E,
uα (r) = c

´
dr′Qαβ (ω; r, r′) Eβ

full (r
′) .

(A7)

One can then take the zero-frequency limit of these equations
by simply putting ω = 0, which renders

divu = 0,

∆E = 4π
c2 u,

divE = 0,

E = −∇φr + E,
uα (r) = c

´
dr′Qαβ (0; r, r′) Eβ

full (r
′) .

(A8)

As we can see, even in the limit of vanishing frequency, the
medium generally responses both by electric and magnetic
fields, as rotE = rotE ̸= 0. However, there’s a natural divi-
sion of scales in this equations, which allows one to simplify
the system significantly as far as the value of the superfluid
stiffness is concerned. Let’s decompose all fields into a sum
of fast and slow components, with the distinction made along
the scale lm at which one can consider the superfluid stiffness
as a self-averaging quantity. The order of lm can roughly be
estimated by the size of the tree-like structure of the underlying
interaction graph (see Subsection III A of the main text), so
lm ∼ Cξloc, where C is a number of order 2. In this case,
all equations except the last in system (A8) independently de-
scribe slow and fast components, while the last equation in
system (A8) mixes both slow and fast components of the field
E due to small spatial scale of the change in the Q kernel.
However, from the second equation in system (A8) the fast
component of E can be estimated as

E(fast) ∼ 4π

c2
l2mu ∼ 4π

c
l2mρSE ∼ l2m

λ2L
E, (A9)

where λL =
√
c2/4πρS is the London penetration depth. Be-

cause we expect λL ≫ lm, this contribution to the electric
field is small, so we can neglect it and obtain

divu = 0,

E = −∇φ,
uα (r) = c

´
dr′Qαβ (0; r, r′)Eβ

full (r
′) ,

(A10)

which is equivalent to Eq. (20) presented in the main text. Note
that this only works for the response at small scales, while

at large scales one still has to solve the exact system (A8).
However, because we expect that the superfluid responses
averages over scales lm, one can replace the last equation with
a simple London-type relation at large scales:

divu = 0,

∆E = 4π
c2 u,

divE = 0,

E = −∇φ+ E,
uα (r) = ρSE

β
full (r) ,

(A11)

which can be cast in the form of the standard London equa-
tions because for ρS = const the solution for φ is trivial, viz.
φ (r) = 0: 

divj = 0,

−∆A = 4π
c j,

divA = 0,

j = − 1
cρSAfull.

(A12)

Another case where the approximate Eqs. (A10) are applica-
ble is that of a response of a thin film, for which the magnetic
part of the response is small regardless of the scale, so one
neglect it and put E = 0.

As a result, the system (A7) accurately describes the full
electromagnetic response of a disordered superconductor, with
the system (A8) being the corresponding low-frequency limit.
This includes both the microscopic effects arising from strongly
inhomogeneous superconducting state and the macroscopic
effects such as the Meissner effect. At the same time, the
division of scales or smallness of the absolute value of the
currents in the material (such as in case of a thin film) allow one
to determine the superfluid density of such a superconductor by
using the potential approximation, Eqs. (A10), i.e., neglecting
the magnetic part of the response.

Appendix B: Spatial structure of the current response to a
potential electric field

In this Appendix, we analyze the spatial structure of the
low-frequency current response to a potential electric field. In
particular, we derive Eq. (21) used to determine the superfluid
density in the system via the characteristics of the problem on
a graph. We start from verifying the discrete current conserva-
tion identity. According to Eq. (11), the charge conservation
condition divj = 0 corresponds to

0 =
1

2

∑
e

divDe (r) Ie, (B1)

where Ie is the current along directed edge e. Due to iden-
tity (16), this equation reduces to

0 =
∑
i

|ψi (r)|2
∑
j∈∂i

Ii→j , (B2)
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where we have used current anti-symmetry Ii→j = −Ij→i.
This should be true for any point r, which is only possible if
the coefficient in front of each |ψi (r)|2 vanishes, rendering
the discrete charge conservation, Eq. (21).

We should now establish the connection between the cur-
rent response function in real space and that on the graph.
The vector potential is coupled to the system as HEM =
− 1

c

´
dr′ (j (r) ,A (r)), which, together with Eq. (11), im-

plies that the response of Ie (t) to A (t, r) reads

Ie (t) = −1

2

∑
e′

ˆ
dt′Qee′ (t, t

′) Ae′ (t
′) , (B3)

where the discrete edge potential Ae′ is given by (15), and
Qee′ (t, t

′) is the nonlocal current response on the graph, in-
cluding the diamagnetic term due to the explicit dependence
of the current operator on the vector potential, Eq (12).

According to Eq. (20), we are interested in the current re-
sponse to a potential vector field A = c/iω∇ϕ, for which
Eqs. (15) and (16) allow to express the corresponding discrete
edge potential as

Ae =
c

iω

ϕend(e) − ϕbeg(e)

2
, (B4)

where for a directed edge e = i→ j we denoted end (e) = j
and beg (e) = i, and the discrete field ϕi is defined according
to Eq. (23) of the main text. This expression can further be
reformulated in terms of the edge potential induced by a scalar
potential applied to a given site j:

Ae =
∑
j

A(j)
e , A(j)

e =


c
iω

ϕj

2 , end (e) = j,

− c
iω

ϕj

2 , beg (e) = j,

0, otherwise.
(B5)

Our next step will be to compute the response of the current
along a given edge e to the edge potential of the form (B5)
within the AQBP scheme described in Subsection III D of the
main text. Together with Eqs. (B3) and (11), this allows us
to calculate the density current j (r) in the response to the
potential field at low frequencies and eventually derive Eq. (21)
the main text.

The first step is to figure out the way to calculate the non-
local response, by which we refer to the case when the edge e
in Eq. (B3) does not belong the to the nearest neighborhood of
site j from Eq. (B5). Within the AQBP scheme, any change
in the operator on edge e by a perturbation on a different edge
e′ ̸= ±e is produced by the response of the order parameter
δhe, so one has

Qee′ (t, t
′) = −

ˆ
dt′′

[
δ ⟨Ie (t)⟩
δhe (t′′)

· δ ⟨he (t
′′)⟩

δAe′ (t′)
+

δ ⟨Ie (t)⟩
δh−e (t′′)

· δ ⟨h−e (t
′′)⟩

δAe′ (t′)

]
, (B6)

where the two terms in the sum correspond to contribution
from the two directions of the target edge. The change of the

order parameter is, in turn, described by the time-dependent
generalization of the self-consistency equation (26) of the main
text:

δhk→i (t) =
∑

j∈∂i\{k}

Jij

[ˆ
dtP̂i→j (t, t

′) δhi→j (t
′) +

2e

c
Ai→j (t) ⟨2Sx⟩i→j ey

]
, (B7)

where ey is the unit vector along y direction, ⟨2Sx⟩i→j is
the static spin average given by Eq. (28) of the main text, and
Pαβ
i→j (t, t

′) =
〈〈
2Sα (t) 2Sβ (t′)

〉〉
is the polarization opera-

tor of a single spin with the Hamiltonian given by Eq. (27),
whose Fourier transform reads

P̂i→j (ω) =
tanhβBi→j

Bi→j

(
B2

i→j − ω2/4
) ( ξ2j

iωξj
2

− iωξj
2 B2

i→j

)
,

(B8)
with Bi→j =

√
ξ2j + h2i→j , and ω shifted by +i0 to restore

the retarded structure of the response. In Eqs. (B7-B8) we have
set the direction of the unperturbed order parameter h along
the x axis, analogous to the real order parameter configuration
in conventional superconductors.

The first important thing to note about Eq. (B7) for the edge

potential A(j)
e given by Eq. (B5) is that due to the locally tree-

like structure of the graph and directed nature of this equation,
δhe = 0 for all edges that are directed away from the site j
where the potential is applied. For instance, one has δhj→i = 0
for any neighboring site i ∈ ∂j, whereas δhi→j ̸= 0, as we
will see later. This is apparent from the fact that for all edges e
directed away from site j, the homogeneous part of Eq. (B7)
contains only edges e′ that originate from end (e) and point
away from j as well, as explained on Figure 8. The same figure
also illustrates that the actual value of δhj→i in the system
that contains loops of length at least l can be estimated as
δhj→i ∼ (JP )

l/2
δhm→j ∼ (1/Z)

l/2
δhi→j because each

additional edge traversed from the source of the perturbation
to the target edge brings in additional power of J · P ∼ 1

Z , i.e.
it is indeed negligible.
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Figure 8. Visualization of the structure of dependencies in the self-consistency equation (B7) on a locally tree-like graph with coordination
number Z = 3. a) the value of the h associated with a given directed edge is influenced by the branch originating from the end vertex of this
directed edge (colored in green), and only the values of h along the edges oriented in the same direction contribute to the equation. b) Due
to the presence of a large loop (red dashed line), the other branch of the graph also has some influence over the value of h, but according to
Eq. (B7), each edge in this loop contributes with an additional factor of JP ∼ 1/Z to the magnitude of this influence. As a result, the change of
h practically vanishes for all edges pointing away from the source site j. c) The change of h on the edge ending at the source site j is thus only
sensitive to the source term itself d) The change of h on the edge at distance greater than 1 away from the source site j is sensitive only to the
change of h on the edge that precedes it on the path to the source.

Upon application of the edge potential of the form (B5),
δhi→j for any i ∈ ∂j is described only by the source term of
Eq. (B7) and reads

δhi→j = −2e

iω

∑
s∈∂j\{i}

Jjs ⟨2Sx⟩j→s

ϕj
2

ey. (B9)

We then immediately recognize the r.h.s of the static self-
consistency equation (26) for hi→j , which leads to

δhi→j = −2e

iω
hi→j

ϕj
2
ey, (B10)

i.e. the time-dependent change hi→j of the order parameter
for edges pointing at j is transverse to the direction of the order
parameter itself and directly proportional to the external field
φj . This result is otherwise expected from the gauge invariance:
one can move the potential from site j to all sites of the system
that are contained in branch rooted at i by a time-depend gauge
transform. Because there’s no direct response of hi→j to this
new field due to the tree-like structure, as described above, the
only thing that remains is the gauge change of hi→j , which is
given exactly by Eq. (B10).

Consider now an edge e = k → i that is within distance
2 from site j, i.e. end (e) ∈ ∂j but beg (e) ̸= j (see also
Figure 8). This time around, both terms in Eq. (B7) contribute
to the result, but the sum contains only one term corresponding
to edge i→ j that connects the target edge e to the source site

j:

δhk→i = Jij

[
P̂i→j (ω) δhi→j +

2e

c
Ai→j ⟨2Sx⟩i→j ey

]
=

2e

iω
Jij

[
−hi→jP̂i→j (ω) ey + ⟨2Sx⟩i→j ey

] ϕj
2
,

(B11)

where we have used the Fourier representation of Eq. (B7).
Remarkably, in the ω → 0 limit, we observe from Eq. (B8)
that

hi→jP̂i→j (0) ey ≡ ⟨2Sx⟩i→j ey, (B12)
so at zero frequency we arrive at

δhk→i (ω = 0) = 0. (B13)

Moreover, due to the fact that Eq. (B7) contains only the first
term for any edge that is not in the nearest neighborhood of
site j, we arrive to

δhe (ω = 0) = 0, (B14)

for any edge e that is not in the nearest neighborhood of site
j. This and Eq. (B6) finally implies that in response to a
potential on site j the current is induced only along edges that
are adjacent to j.

Finally, let’s compute the current response directly along the
adjacent edge, i.e e = i→ j for some i ∈ ∂j. This time round,
the response of Ie to the edge potential (B5) contains both the
nonlocal term from the edge potential on adjacent edges as
well as the explicit current response to the vector potential on
the same edge:

Ie =

ˆ
dt′

−Qee (t, t
′) A(j)

e (t′) +

ˆ
dt′′

δ ⟨Ie (t)⟩
δhe (t′′)

·
∑

e′ ̸=−e:beg(e′)=j

δ ⟨he (t
′′)⟩

δAe′ (t′)
A

(j)
e′ (t′)

 . (B15)

We now have to compute the current response to a change of the order parameter along the same edge. The current itself
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is described by the time-dependent version of the two-spin
Hamiltonian (30), with one of the two h fields now being the
function of time. We first note that the current response to the
change of the longitudinal component of the δh ∝ ex field
vanishes due to the symmetry of the two-spin Hamiltonian.
Indeed, consider the transformation Sx 7→ −Sx, Sy 7→ −Sy

followed by hx (t) 7→ −hx (t), with both transformations
applied to both sites. In the absence of the transverse field hy ,
this transformation leaves both the two-spin Hamiltonian and
the current intact, so we conclude that

δ ⟨Ie (t)⟩
δhxe (t

′′)
≡ −δ ⟨Ie (t)⟩

δhxe (t
′′)

= 0. (B16)

The response to the transverse component δh ∝ ey can be cal-
culated by performing a gauge transform on the corresponding
spin, which delivers the following identity:

δ ⟨Ie (t)⟩
δhe (t′′)

=
1

(2e) /c

Qee (t, t
′)

he
eTy , (B17)

This and Eq. (B15) the renders the following identity for the
value of the response to the potential field at the adjacent edge:

Ie = − 1

iω
cQee (ω) ϕj . (B18)

According to Eqs. (B3)-(B5), to compute the current re-
sponse from arbitrary configuration of the scalar potential, one
should sum the responses over all sites j, while taking into ac-
count the anti-symmetry property Ij→i = −Ii→j . This finally
renders for low frequencies

Ii→j = − 1

iω
cQee (0) (ϕj − ϕi) , (B19)

where we neglected the frequency dependence of the Q kernel.
As a result, the current response to a potential field at zero fre-
quency is present only along the edges adjacent to the site were
the potential is applied, and the magnitude of this response
coincides with the one calculated from the direct effect of the
applied potential on this adjacent edge. Together with Eq. (11)
this yields Eq. (21) of the main text.

Appendix C: Verification of Dykhne’s law for a discrete system
on a locally tree-like graph

The set of numerical experiments presented below demon-
strates the approximate validity of the relation (24) in the fol-
lowing sense: the macroscopic response ρS and the typical
local response Qtyp obey this relation as disorder strength κ is
varied within a fixed topology of the graph.

a. Generating the interaction graph.

For a given length L and width w, N ≫ 1 points were
spread universally over a rectangle of size L×w, with L≫ w.
For each point, Z neighbors were selected in the neighborhood

Figure 9. The distribution of the decimal logarithm of the current
response functions, as found from the Eq. (29) of the main text. The
parameters of the model are T = 0, κ = 7, λ = 0.165, Z = 6.
The orange curve corresponds to the Gaussian distribution with the
parameters inferred from actual distribution: ⟨log10 Q⟩ = −4.66 and√〈

(log10 Q)2
〉
− ⟨log10 Q⟩2 = 1.31.

of radius ξ ≪ L,w (periodic boundary conditions along the w
directions where used). To ensure the locally tree-like structure,
the condition Z ≪ nξD was also ensured (here D = 2 is
the dimensionality of the problem, and n = N/Lw is the
concentration). In case the condition of exactly Z neighbors
could not be satisfied for all N sites, the number of such sites
was controlled to be negligible (to maintain the average number
of neighbors close enough to Z). In this way, the instance of
a locally-tree like graph described in Subsection III A of the
main text was obtained.

b. Determining the macroscopic response in a given disorder
realization.

The next step was to determine the configuration of the
order parameter according to Eq. (26) and calculate the local
edge responses according to Eq. (29). Note that this procedure
keeps track of the configuration of the h fields and Q values in
a given disorder realization, in contrast to the MPD described
in Subsection III E of the main text that addresses only the
distribution of those quantities. Figure 9 shows the distribution
of the local responses Qij in a typical disorder realization.

Eqs. (21) (discarding the irrelevant −c/iω factor in front of
the current) were then solved numerically with the following
boundary conditions: φi = 0 for a strip of size d × w with
n−1/D ≪ d ≪ L near the one of the system’s boundaries,
and φi = φ0 for a strip of the same size situated at the other
boundary, thus arranging the geometry of the two-contact mea-
surement. The resulting distribution of the potential was used
to determine the distribution of current Ii→j . The total current
Itotal was then calculated as a sum of the currents along all
edges that connected a site inside the strip of fixed potential
with a site outside of this strip. The resulting value of the
superfluid density ρS = φ0w/ItotalL was then recorded for a
given disorder realization.



21

Figure 10. Set of points corresponding to pairs (Qtyp, ρS) for various
values of the coupling constant λ, while maintaining Z = 6 and
T = 0. The corresponding values of κ are (from left to right):
17, 15, 13, 11, 9, 7, 5, 3, 2, 1, and 0.5. The parameters of the
numerical experiment of Steps a.-b. are L = 20, w = 2, ξ = 0.05,
and N = 960000. The inhomogeneity scale mentioned in Step c.
is estimated as w0 ∼ 0.8. For these values of the concentration
n = N/Lw, Z and ξ, the approximate depth of the tree like structure
is m ∼ 6, i.e., the neighborhood of each site of depth ≤ 6 is nearly
tree-like, while for larger depths numerous loops start to emerge,
indicating that the graph is embedded in the 2D space.

c. Verification of macroscopic limit.

To ensure that system size Lwas sufficient, the procedure de-
scribed in Step b. was repeated for a set of systems with lengths
L′ < L obtained by truncating the original system, while still
controlling the relationL′ ≫ w. The resulting function ρS (L′)
was then fitted by the dependence A+B/ (L′ − 2d), with the
values of the parametersA,B used to ensure good convergence
of the estimation ρS (L) to the macroscopic quantity. In partic-
ular, the length scale w0 = B/A was interpreted as the typical
scale of the inhomogeneity of the solution, so the condition
w > 2w0 has been verified as well.

d. Averaging over disorder realizations.

Steps a. and b. described above were repeated for 10 dis-
order realizations. The average value of ρS and its statistical
error represent a single point on Figure 10. Other points where
obtained by changing the value of the coupling constant λ
(while preserving the structure of the graph) and performing
Step b.

e. The effect of correlations.

The distribution of Qij possesses short-range correlations
that might influence the resulting macroscopic response. To
estimate this influence, Step b. was repeated for a system where
the values of the local responsesQij had been randomly reshuf-
fled, so the short-range correlations in the values of Qij had

been destroyed while preserving the distribution of Qij itself.
The resulting macroscopic response ρshuffled

S turned out to be
smaller than the correct one ρS by a disorder-dependent factor
of the order of unity: for κ = 7 we obtained ρS/ρshuffled

S ∼ 4.5,
while κ = 0.5 rendered ρS/ρshuffled

S ∼ 1.1.

f. Conclusion.

The numerical experiment shown above is a satisfactory
demonstration of the following statement: the Dykhne’s
law (24) is approximately correct as a function of dimension-
less disorder strength κ in 2D systems at zero temperature for
a certain locally tree-like graph. Because neither the graph’s
topology nor the qualitative shape of the Q distribution change
at low but finite temperatures, we thus also expect this depen-
dence to correctly describe the connection between ρS and
Qtyp as a function of temperature. It is not clear whether the
result holds for the 3D problem, which is relevant for the actual
experimental setup, as the thickness of the films used in the
experiments [? ] is much larger than, e.g., the localization
length corresponding to the ξ value at Step a.

Appendix D: Activation-law representation of the numerical and
analytical data

The reported dependence of the superfluid density on tem-
perature can be interpreted in multiple ways depending on the
presentation. Figure 3 of the main text plots the dependence
δQtyp/Qtyp in log-log scale, echoing the “power law” point of
view on the experimental data of Ref. [? ]. The theoretical
description challenges this picture by showing that the apparent
power law actually depends on temperature and makes sense
only in a certain temperature interval (see Figure 5). In this
Appendix, we also present the data of the main text in the form
that illustrates the degree of applicability of the activation-law
fit δQtyp (T ) ∝ exp {−T1/T}.

We start by plotting on Figure 11 the numerical data of
Figure 3 in logarithmic scale along the vertical axis and recip-
rocal scale 1/T along the horizontal axis. Similarly to the data
processing of the main text, we then select a subset of points
to apply the activation-law fit δQtyp/Qtyp = A exp {−T1/T}
and plot the resulting curve. On Figure 12 we also plot the data
of Figure 6 (both experimental and theoretical) with reciprocal
scale of temperatures. The plot also features the activation-law
fit of the numerical data. The latter appears to describe the data
fairly well in a certain range of temperatures, similarly to what
is seen on Figure 3 in the main text.

The corresponding value of T1 for various parameters is
shown on Figure 13. As κ decreases, the value of T1 increases
and eventually approaches 2∆0 at small κ, as evident from
Figure 7 in the main text. At large κ, the value of T1 can
roughly be described by the typical order parameter ∆typ =
exp {⟨ln∆⟩} at zero temperature, as suggested by Figure 14.
Note, however, that such a relation is not directly supported
by the analytical approach of Subsection IV B. Indeed, both
δQtyp and ∆typ are complicated functions of the parameters,
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Figure 11. The temperature dependence of the relative change of
typical local current response 1−Qtyp (T ) /Qtyp (T = 0) in logarith-
mic scale along the vertical axis and reciprocal (1/T ) scale along the
horizontal axis. Various colors correspond to various dimensionless
disorder strength κ and K = 15. The temperature is measured in
units of ∆0. The points with solid filling are selected according to
the criteria T ∈ [λ ⟨∆⟩ , λ ⟨∆⟩+ 0.2∆0] with ⟨∆⟩ being the mean
order parameter at zero temperature. These highlighted points are
used for exponential fitting A exp {−T1/T}, with the latter plotted
with dashed lines.

Figure 12. Low-temperature dependence of the relative changes in
the typical local current response 1 − Qtyp (T ) /Qtyp (T = 0) and
the mean order parameter 1− ⟨∆⟩ (T ) / ⟨∆⟩ (T = 0) according to
the numerical MPD (solid dots) and theoretical description given by
Eqs. (48-49) (solid line). The values of Qtyp are divided by two, ac-
cording to relation (34). The dashed lines correspond to the power-law
(T/T0)

b (blue) and activation-law A exp {−T1/T} (green) fits and
of numerical data for Qtyp in the range T ∈ [λ ⟨∆⟩ , λ ⟨∆⟩+ 0.2∆0],
with ⟨∆⟩ = 0.49∆0. The parameters of the model are K = 20, κ =
10.

and the temperature dependence of δQtypis not, in general,
described by an activation law, so the relation T1 ∼ ∆typ is
only empirical.

Figure 13. Dependence of the T1 parameter of the activation-
law fit A exp {−T1/T} of the portion of numerical data for
δQtyp (T ) /Qtyp (0). For each set of parameters, the points for fitting
are selected according to the criteria T ∈ [λ ⟨∆⟩ , λ ⟨∆⟩+ 0.2∆0],
with ⟨∆⟩ being the mean order parameter at zero temperature, so the
dataset for K = 15 corresponds to highlighted points on Figure 11.
The value of κ was varied by changing the value of λ while keeping
K constant, and various colors correspond to various values of K.

Figure 14. Comparison of the T1 scale of the activation-law fit
A exp {−T1/T} from Figure 13 with the typical order parameter
∆typ = exp {⟨ln∆⟩} at zero temperature for the same set of parame-
ters κ,K and T = 0. The data points are the same as those presented
on Figure 13. The value of ∆typ decreases with the increase of κ, thus
giving the measure of disorder. The low-disorder case of Figure 7
corresponds to (∆typ/∆0, T1/∆0) ≈ (1, 2) and thus does not fall
into the apparent linear tendency.

Appendix E: Restoring the superfluid stiffness Θ from the limit
of small disorder

The order of magnitude of the C constant in Eq. (24) can
be estimated by examining the limit of weak disorder κ ≪ 1
corresponding to large K. We first note that Q scales as 1/K,
as can be seen e.g. from Eq. (32), so in order for Θ to remain
finite as K → ∞, the C value should contain a factor of K.
Moreover, in the limit of weak disorder the value of Qtyp in
Eq. (24) should be replaced by a simple average ⟨Q⟩. Indeed,
in the limit of weak disorder one expects Θ to depend only
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on a local self-averaging quantity, and a natural choice for the
latter with the correct dependence on Q and K is the sum of
Qs over all neighbors of a given site.

The value of ⟨Q⟩ can then be evaluated directly, as it gains
its value on configurations with ξ1, ξ2 ≫ ∆, so Eq. (32) is
directly applicable with Ei = |ξi|. By cutting the logarithmic
integrals over ξ at ∆0 from below and EF from above one
obtains

K ⟨Q⟩ = ∆0 (2e)
2

c

2ν0∆0

λn
, (E1)

where n is the concentration of sites. This results in the follow-
ing expression for the superfluid density

ρS =
C

K
K ⟨Q⟩ = C

K

∆0 (2e)
2

c

2ν0∆0

λn
. (E2)

On the other hand, Ref. [45] provides an estimation of ρS in a
similar model:

ρS =
2ν0e

2R2
0

ℏ
⟨∆⟩2 , (E3)

where ⟨∆⟩ ≈ ∆0 is the mean order parameter, R0 ∼
L0 ln

δloc
∆0

∼ L0/λ, with L0 being the interaction radius from

Subsection III A, and δloc =
(
ν0L

3
0

)−1
being the level spacing

in the localization volume. Comparing the two expressions,
one arrives at

C ∼ nR2
0dK. (E4)

Appendix F: The cross-Kerr effect in moderately disordered
superconductors for a strip geometry

In this Appendix, we address the cross-Kerr coefficients for
the plasmonic excitations in a moderately disordered super-
conductor (obeying semiclassical description). The latter is to
be contrasted with the case of strongly disordered supercon-
ductors with a pseudogap discussed in Sections III and IV
of the main text. We consider a strip of horizontal sizes
L× w and thickness d with the following hierarchy of scales
L ≫ λ ≫ w ≫ d ≫ ξ0 ≫ l, with λ being the wavelength
of the 1D plasmon in question, ξ0 being the zero-temperature
superconducting coherence length in the dirty limit, and l being
the mean free path. In particular, we assume both the charge
and current density to be uniform across the thickness of the
film. We also neglect the light retardation, i.e. the plasmon
frequencies satisfies ω ≪ c/λ. For simplicity, we restrict our
derivation to the case T = 0.

The main source of non-harmonicity of the plasmonic modes
is the nonlinearity of the current density response j to the
vector potential A. In the Coulomb gauge divA = 0, the latter
can be written as [29]

j (A) = −πσ∆
c

(
1− 4

3π
ξ2
(
2e

ℏc
A

)2
)
A, (F1)

where σ is the normal-state conductance, and ξ =
√

ℏD/2∆
is the zero-temperature coherence length in terms of the dif-
fusion constant D. The order parameter ∆ also experiences a
correction:

∆ = ∆0 exp

{
−π
4
ξ2
(
2e

ℏc
A

)2
}
, (F2)

with ∆0 being the order parameter at A = 0 and T = 0. The
density of the kinetic energy is then obtained by integrating the
current density (F1) w.r.t the vector potential:

fkin (A) = −1

c

Â

0

(j, dA)

=
ρSA

2

2c2

(
1− αξ2

2

(
2e

ℏc
A

)2

+O
(
A4
))

, (F3)

where in the last line we have used the standard relation ρS =
πσ∆0 for the dirty superconductor and expanded the result up
to the leading powers of A2, yielding α = 4

3π + π
4 , as a result

of combining Eqs. (F1) and (F2). For the case of a thin film,
the corresponding free energy reads

Fkin =

ˆ

volume

d3r fkin = d

ˆ

film

d2r fkin, (F4)

where in the second line we assumed that A is uniform across
the film’s thickness, and the integrations in the two expressions
go over the film’s volume and surface, respectively.

The potential part of the plasmonic Hamiltonian is described
by the electrostatic energy for a given charge density:

Fpot =
1

2

¨

film

d2rd2r′ ρ (r)V (r − r′) ρ (r′) , (F5)

where the integration goes over the surface of the film, ρ is
the 2D charge density, and V (r) is the electrostatic potential
from a point charge (including the effects of screening from the
ground plate and the substrate if present). The corresponding
electrostatic potential reads [31]:

V (x, y) =
4π

1 + ε

1√
x2 + y2

− 4π

1 + ε

2ε

1 + ε

∞∑
j=1

(
1−ε
1+ε

)j−1

√
x2 + y2 + (2hj)

2
(F6)

where h≫ d is the distance from the film to the ground plane,
and ε is the dielectric permittivity of the substrate. In what
follows, we will neglect the screening, for simplicity, which
amounts to assuming h ∼ L≫ w.

The Hamiltonian of the plasmonic modes in the absence of
retardation then reads

H =
1

2

ˆ
d2rd2r′ ρ (r)V (r − r′) ρ (r′)

+ d

ˆ
d2r fkin

(
ℏc
2e

∇φ
)
, (F7)
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where d is the film thickness, and the superconducting phase
φ is connected to the vector potential as A = ℏc

2e∇φ (and also
assumed to be uniform across the thickness of the film). The
canonical commutation relations for the fields φ, ρ take place:

[φ (r) , ρ (r′)] = (2e) i δ (r − r′) . (F8)

At the boundary of the film, the field φ should satisfy the
condition (n, j) = 0, corresponding to the absence of the
current through the edges of the film:

(n,∇φ)r∈boundary = 0, (F9)

where n is the normal vector to the boundary of the film. The
Heisenberg’s equations of motion associated with Eq. (F7)
correspond to the charge conservation law and the Josephson’s
relation:

ρ̇ = −divj, φ̇ (r) =
2e

ℏ

ˆ
d2r′ V (r − r′) ρ (r′) . (F10)

By using the expansion (F3) of fkin in powers of A, we can
rewrite the Hamiltonian (F7) as

H =
1

2

ˆ
d2rd2r′ ρ (r)V (r − r′) ρ (r′)

+
1

2
Θ

ˆ
d2r (∇φ)2

[
1− α

2
(ξ∇φ)2 +O

(
(ξ∇φ)4

)]
,

(F11)

where Θ = ρSd (ℏ/2e)2 is the 2D superfluid stiff-
ness. Strictly speaking, the energy of phase fluctuations in
Eqs. (F7) and (F11) also contains terms with higher derivatives
of φ, such as, e.g.,

(
ξ∇2φ

)2
, but those are responsible for the

relative corrections of the order O
(
(kξ)2

)
to the plasmonic

dispersion law, whereas we are interested in the leading non-
linearity w.r.t φ that produces interaction of plasmons. As
as a result, such terms can be neglected as far as the small
frequencies and wave numbers are concerned.

1. Low-lying normal modes

To calculate the cross-Kerr coefficients, one first has to ex-
tract the normal modes of the Hamiltonian (F11) in the absence
of nonlinearity. The latter can be done by finding the oscillating
solutions to the classical equations of motions (F10):

ρ = eiωtρω (x, y) , φ = eiωtφω (x, y) , (F12)

rendering

iωρω = ρSd
ℏ
2e

∆φ, iωφω =
2e

ℏ
V ρω, (F13)

where we introduced the shorthand V ρω for the r.h.s. of the
second relation in Eq. (F10) for brevity. For a given set of
solutions {ω, ρω, φω} with positive angular frequencies ω >
0, the harmonic part of the plasmonic Hamiltonian (F11) is
rewritten as

H =
∑
ω

ℏω
(
α†
ωαω +

1

2

)
, (F14)

where α†
ω, αω are the creation and annihilation operators of the

plasmonic modes satisfying the standard bosonic commutation
relations, and the field operators are then expressed as

ρ (x, y) =
∑
ω

√
ℏω

ρωV ρω

αω − α†
ω√

2i
ρω (x, y) , (F15)

φ (x, y) =
∑
ω

√
2e

iφωρω

αω + α†
ω√

2
iφω (x, y) . (F16)

where denoted φωρω =
´
d2r φω (r) ρω (r) and ρωV ρω =´

d2r d2r′ ρω (r) V (r − r′) ρω (r) for brevity.
For the low-lying modes in the strip geometry, one can

perform the plain wave ansatz:

ρω =

√
2

L
cos kx ρk (y) , φω =

√
2

L
cos kxφk (y) , (F17)

with ∂yφk (±w/2) = 0 as a result of the boundary condi-
tions (F9). This leads to the following system of equations for
the profile of the plasmon in the perpendicular direction:

iωρk (y) = ρSd
ℏ
2e

(
−k2 + ∂2y

)
φk, (F18)

iωφk (y) =
2e

ℏ

w/2ˆ

−w/2

dy′ Vk (y − y′) ρk (y
′) , (F19)

Vk (y) =

∞̂

−∞

dx eikx V (x, y) . (F20)

The system (F18-F20) can be solved analytically for the case
of the potential (F6) in the limit kw ≪ 1 and w ≪ h. We start
by discussing the static limit k → 0, as it formally corresponds
to the electrostatic problem for the same geometry. The charge
distribution is then found from the electroneutrality condition
E = 0:

∂y

w/2ˆ

−w/2

dy′ V0 (y − y′) ρ0 (y
′) = 0, (F21)

where we have used only the y-component of the electric field,
as the x component vanishes automatically in the static limit:
∂xV ρ ∼ k V ρ → 0. In the limit k → 0, the Fourier trans-
form (F20) of the electrostatic potential (F6) reads:

V0 (y) =
4π

1 + ε

− 2ε

1 + ε

∞∑
j=1

(
1− ε

1 + ε

)j−1

2 ln
w/2

2hj


+

4π

1 + ε

[
2 ln

w/2

|y|
+O

((y
h

)2)]
, (F22)
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where in the second line we have taken into account that w ≪
h.

In the absence of screening, i.e., h→ ∞, Eq. (F21) can be
solved exactly:

ρ0 (y) =
C√

(w/2)
2 − y2

, (F23)

where C is a normalization constant. The corrections from fi-
nite h can be retrieved by formal expansion in even Chebyshev
polynomials:

ρ0 (y) =
1√

(w/2)
2 − y2

∞∑
n=0

ρ(n)T2n (2y/w) , (F24)

with ρ(n) = O
([

w
2h

]2n)
. For instance,

ρ(0) = C, ρ(1) = −C
( w
2h

)2 1

16

2ε

1− ε
Li2

(
1− ε

1 + ε

)
,

(F25)
where Lin (z) =

∑∞
k=1 z

k/kn is the the polylogarithm func-
tion, and C is the normalization constant. In what follows, we
will ignore those corrections.

At finite k, the charge distribution ρk (y) perturbatively de-
viates from its static profile ρ0 (y), so we can find the leading
approximation for the phase profile φk by using the Joseph-
son’s relation F19 with the unperturbed value of the charge
distribution:

φk =
1

iωk

2e

ℏ

w/2ˆ

−w/2

dy′ Vk (y − y′) ρk (y
′)

≈ 1

iωk

2e

ℏ

w/2ˆ

−w/2

dy′ Vk (y − y′) ρ0 (y
′) , (F26)

By construction, the last expression is constant at k → 0, so
the leading approximation the phase is distributed uniformly.
The exact value of φk can then be found by integrating the
charge conservation (F18):

φk ≈ − iωk

k2w

w/2ˆ

−w/2

dy ρ0 (y) = − iωk πC

ρSd
ℏ
2e k

2w
. (F27)

It is instructive to follow how the charge conservation (F18)
is respected given the singular profile (F23) of the charge
density and nearly constant profile of the phase. The singularity
in the charge profile is compensated by a small but singular
corrections to φk at finite k:

φk = Ck + ωk

[
1−

(
y

w/2

)2
]3/2

fk (y) , (F28)

where the constant term Ck is given by Eq. (F27), and f (y)
is a regular function of y that weakly depends on k at k → 0.

Plugging this expression in the r.h.s Eq. (F18) renders a singular
term identical to the one present in the l.h.s.

Demanding the two Eqs. (F26) and (F27) to be consistent
then delivers the plasmonic spectrum:

ω2
k = ρSd k

2

´ w/2

−w/2
dy′ Vk (y − y′) ρ0 (y

′)´ w/2

−w/2
dy ρ0 (y)

, (F29)

where we have retained the k-dependence in Vk as it contains
the weak logarithmic correction to the leading approximation.
Using the exact profile (F6) of the electrostatic potential, one
obtains asymptotic behavior of the result in the two limiting
cases:

ω2
k =

{
8π
1+ε ρSdk

2w ln 8h
weδ(ε)

, k ≪ h−1,
8π
1+ερSdk

2w ln 8
kweγ , w−1 ≫ k ≫ h−1,

(F30)

where γ = 0.577... is the Euler-Mascheroni constant, and δ (ε)
is defined as

δ (ε) =
2ε

1 + ε

∞∑
j=1

(
1− ε

1 + ε

)j−1

ln
1

j
. (F31)

Note, in particular, that the logarithmic correction to the 1D
plasmon dispersion law at w−1 ≫ k ≫ h−1 has been pre-
dicted theoretically [26] and observed experimentally [27, 28],
with the latter being in perfect agreement, including the
numeric coefficient inside the logarithm. Corrections to
ωk, ρk, φk for h ∼ w and/or kw ∼ 1 can be studied nu-
merically, as has been done to verify the presented results.

2. Cross-Kerr coefficients

We can now expand the leading anharmonic part of the
Hamiltonian in harmonic modes, according to Eq. (F27):

δH = −α
4
Θξ2

ˆ
d2r |∇φ|4

= −
∑
{ωi}

η{ωi}
∏
i

(
αωi + α†

ωi

)
(F32)

where

η{ωi} =
α

4
Θξ2

(
4∏

i=1

1√
2

√
2e

i
´
dr φiρi

)
ˆ
d2r (∇φ1,∇φ2) (∇φ3,∇φ4) . (F33)

The calculation of the cross-Kerr effect is then similar to that
of Ref. [30, Appendix B]. We substitute the particular form,
Eqs. (F17), (F23), and (F27), of the φ, ρ vectors, rendering a
simple expression:

η{ωi} =
α

4
Θ

2ξ2

Lw

(
4∏

i=1

√
ℏωi

Θ

)
1

L

ˆ
dx
∏
i

sin kix. (F34)
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In particular, ηi has complete symmetry w.r.t permutations. We
can then expand the sum in Eq. (F32) according to the number
of coinciding frequencies:

δH = −
∑
ω

ηωωωω

(
αω + α†

ω

)4
− 3

∑
ω ̸=ν

ηωω,νν

(
αω + α†

ω

)2 (
αν + α†

ν

)2
− 4

∑
ω ̸=ν

ηωωων

(
αω + α†

ω

)3 (
αν + α†

ν

)
− 6

∑
ω ̸=ν,θ ̸=ω,ν

ηωωνθ

(
αω + α†

ω

)2 (
αν + α†

ν

) (
αθ + α†

θ

)
−

∑
all ωi diff.

η{ωi}︸ ︷︷ ︸
0, momentum conservation

∏
i

(
αωi

+ α†
ωi

)
. (F35)

To describe the cross-Kerr effect by this expression, we pick
out only terms that map any two-excitation state to itself. The
result reads

δH 7→ −
∑
ω

η{ω}
[
6n2ω + 6nω + 3

]
− 3

∑
ω,ν ̸=ω

ηωω,νν [4nωnν + 2nω + 2nν + 1] (F36)

We can finally rewrite this as

δH =
∑
ω

δω

(
nω +

1

2

)
− 1

2

∑
ω,ν

Kωνnωnν , (F37)

where

Kων = 12 (2− δων) ηωωνν , (F38)

δω = −1

2
Kωω − 1

4

∑
ν ̸=ω

Kων . (F39)

The relevant values of η then read

ηωωνν = Θ

(
1 +

1

2
δων

)
1

4

α

4

2ξ2

Lw

ℏω
Θ

ℏν
Θ
, (F40)

rendering the final result for the cross-Kerr coefficients Kων :

Kων = 3α

(
1− 1

4
δων

)
Θ

ξ2

Lw

ℏω
Θ

ℏν
Θ
, (F41)

where the value of α = 3
4π + π

4 ≈ 1.02 originates from
the particular form of the nonlinearity of the current-phase
relation (F3) in moderately disordered superconductors.

The result (F41) can be qualitatively compared to that for
a chain of Josephson junctions with short-range capacitive
coupling from Ref. [31]. In the latter case, the nonlinearity in
the current-phase relation is described by sinx ≈ x−x3/6 ⇒
α = 1/6, and the factor N in [31, Eq. (14)] corresponds to
Lw/2ξ2.

We finally remind the reader that this result is only applicable
to the case of moderately disordered superconductors described
by semiclassical approximation. In contrast, the current-phase
nonlinearity in strongly disordered superconductors with a
pseudogap is yet to be described theoretically.
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