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# Potential flows away from stagnation in infinite cylinders 
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#### Abstract

Steady incompressible potential flows of an inviscid or viscous fluid are considered in infinite $N$-dimensional cylinders with tangential boundary conditions. We show that such flows, if away from stagnation, are constant and parallel to the direction of the cylinder. This means equivalently that a harmonic function whose gradient is bounded away from zero in an infinite cylinder with Neumann boundary conditions is an affine function. The proof of this rigidity result uses a combination of ODE and PDE arguments, respectively for the streamlines of the flow and the harmonic potential function.


Keywords: Euler equations, Navier-Stokes equations, stagnation, potential flows, rigidity.

## 1 Introduction and main results

We are firstly concerned with steady incompressible flows solving the Euler equations

$$
\left\{\begin{array}{rlll}
v \cdot \nabla v+\nabla p & =0 & \text { in } \Omega  \tag{1.1}\\
\operatorname{div} v & =0 & \text { in } \Omega \\
v \cdot n & = & 0 & \text { on } \partial \Omega
\end{array}\right.
$$

in an infinite cylindrical domain

$$
\Omega=\mathbb{R} \times \omega \subset \mathbb{R}^{N}
$$

[^0]of any dimension $N \geq 2$, with bounded connected open section $\omega \subset \mathbb{R}^{N-1}$ of class $C^{1}$ and outward unit normal $n$. The main results also apply to the steady incompressible Navier-Stokes equations
\[

\left\{$$
\begin{array}{rll}
\mu \Delta v+v \cdot \nabla v+\nabla p & =0 & \text { in } \Omega  \tag{1.2}\\
\operatorname{div} v & =0 & \text { in } \Omega \\
v \cdot n & =0 & \text { on } \partial \Omega
\end{array}
$$\right.
\]

with kinematic viscosity $\mu>0$. The unknown pressure $p$ is assumed to be of class $C^{1}(\Omega, \mathbb{R})$ and the unknown velocity field $v$ is assumed to be of class $C^{1}\left(\Omega, \mathbb{R}^{N}\right) \cap C\left(\bar{\Omega}, \mathbb{R}^{N}\right)$. The Navier-Stokes equations are then a priori understood in a weak sense, the velocity field $v$ belonging to $W_{l o c}^{2, p}\left(\Omega, \mathbb{R}^{N}\right)$ for all $p \in[1, \infty)$, from standard elliptic estimates.

## Main results

We consider potential flows, that is, there exists a $C^{2}(\Omega, \mathbb{R}) \cap C^{1}(\bar{\Omega}, \mathbb{R})$ function $\psi$ such that

$$
\begin{equation*}
v=\nabla \psi \text { in } \bar{\Omega} \tag{1.3}
\end{equation*}
$$

and we assume that the flows are away from stagnation, that is,

$$
\begin{equation*}
\inf _{\bar{\Omega}}|v|>0 \tag{1.4}
\end{equation*}
$$

Throughout the paper, we call $x \mapsto|x|$ the Euclidean norm in $\mathbb{R}^{N}$, and $(x, y) \mapsto x \cdot y$ the Euclidean inner product in $\mathbb{R}^{N}$. We refer the reader to the books [5, 33, 36] for more discussion on the Euler and the Navier-Stokes equations, as well as various applications.

Theorem 1.1. Let $(v, p)$ be a solution of the steady incompressible Euler or Navier-Stokes equations (1.1) or (1.2), such that $v$ is a potential flow away from stagnation. Then $v$ is constant and parallel to the cylinder. More precisely, there is $a \in \mathbb{R}^{*}$ such that

$$
\begin{equation*}
v=(a, 0, \cdots, 0) \text { in } \bar{\Omega} \tag{1.5}
\end{equation*}
$$

and $p$ is constant in $\bar{\Omega}$.
For potential flows, the incompressible Euler and Navier-Stokes equations 1.1) and (1.2) are equivalent, since $\Delta \partial_{x_{i}} \psi=0$ in $\Omega$ for all $i \in\{1, \cdots, N\}$ if $\Delta \psi=0$ in $\Omega$. Actually, the Navier-Stokes equations are usually supplemented with no-slip boundary conditions, for which the normal part of the fluid velocity at a boundary point vanishes (as it is also usually assumed for the Euler equations) and its tangential part equals the velocity of the solid boundary point. Therefore, for an incompressible potential flow away from stagnation and obeying the Navier-Stokes equations in an infinite cylinder with noslip boundary conditions, Theorem 1.1 shows that the tangential part of the velocity at the boundary is necessarily constant, non-zero, and parallel to the direction of the cylinder. For the Navier-Stokes equations (1.2), the case of vanishing tangential part of the velocity at the boundary is incompatible with (1.4). However, even with no-slip boundary conditions and vanishing tangential part of the velocity, in the regime of small kinematic viscosities $\mu$, there typically exist boundary layers where the tangential components of the fluid velocity vary rapidly from 0 to non-zero values, whereas the normal component does not vary much, and thus stays close to 0 . In that spirit, the Navier-Stokes system (1.2)
with the hypothesis (1.4) can be viewed as an approximation of a model for a viscous flow away from stagnation away from a thin boundary layer.

As a matter of fact, Theorem 1.1 is not only valid for the Euler or Navier-Stokes equations, even if these two systems are the motivation of our work: Theorem 1.1 is based on the structural assumptions (1.3)-(1.4) on the velocity field $v$, in addition to its incompressibility and the tangential boundary conditions. Namely, the following theorem holds.

Theorem 1.2. Let $v$ be an incompressible $C^{1}\left(\Omega, \mathbb{R}^{N}\right) \cap C\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ vector field satisfying $v \cdot n=0$ on $\partial \Omega$ and (1.3)-(1.4). Then there is $a \in \mathbb{R}^{*}$ such that (1.5) holds.

Theorem 1.2 clearly implies Theorem 1.1. Conversely, if $v$ is an incompressible $C^{1}\left(\Omega, \mathbb{R}^{N}\right) \cap C\left(\Omega, \mathbb{R}^{N}\right)$ vector field satisfying (1.3) and $v \cdot n=0$ on $\partial \Omega$, then $v$ obeys the Euler and Navier-Stokes equations (1.1) and (1.2) with pressure $p=-|v|^{2} / 2=-|\nabla \psi|^{2} / 2$ up to additive constants (the Bernoulli function $p+|v|^{2} / 2$ is constant). Thus, Theorems 1.1 and 1.2 are equivalent, and are therefore equivalent to the following result of independent interest reformulated in terms of harmonic functions (despite the simplicity of the statement, we are not aware of such a result in the literature, up to our knowledge):

Theorem 1.3. Let $\psi$ be a $C^{2}(\Omega, \mathbb{R}) \cap C^{1}(\bar{\Omega}, \mathbb{R})$ harmonic function ${ }^{1}$ such that $\nabla \psi \cdot n=0$ on $\partial \Omega$ and $\inf _{\bar{\Omega}}|\nabla \psi|>0$. Then there are $a \in \mathbb{R}^{*}$ and $b \in \mathbb{R}$ such that

$$
\psi(x)=a x_{1}+b \text { for all } x=\left(x_{1}, \cdots, x_{N}\right) \in \bar{\Omega}
$$

The above results hold in any dimension $N \geq 2$. However, in dimension $N=2$, the conclusions of Theorems 1.1-1.3 actually follow from [21, Theorem 1.1]. Indeed, first of all, under the assumptions of Theorems 1.1.1.3, in dimension $N=2$, the vector field $v$ is of class $C^{\infty}\left(\bar{\Omega}, \mathbb{R}^{2}\right)$, see Section 4 . Then, even without the condition (1.3), [21, Theorem 1.1] implies that $v$ is a parallel flow, that is, $v\left(x_{1}, x_{2}\right)=\left(v_{1}\left(x_{2}\right), 0\right)$ for all $\left(x_{1}, x_{2}\right) \in \bar{\Omega}$, and the assumption (1.3) finally entails that $v$ is constant. As a matter of fact, for the specific case of dimension $N=2$, we provide in Section 4 an alternate proof of Theorems 1.1 1.3, which does not use [21] and is completely different from the proof given in Sections 2] 3 below for the general case $N \geq 2$.

In any dimension $N \geq 2$, if $\omega$ is simply connected, that is, if $\Omega$ is simply connected, the Schwarz theorem and Poincaré lemma entail that the assumption (1.3) is equivalent to say that the vorticity of the flow $v$ (the antisymmetric part of the Jacobian matrix of $v$ ) identically vanishes, that is, the velocity field is irrotational. Therefore, in a simply connected infinite cylinder $\Omega$ in dimension $N=3$, Theorems $1.1-1.2$ equivalently mean that any incompressible $C^{1}\left(\Omega, \mathbb{R}^{3}\right) \cap C\left(\bar{\Omega}, \mathbb{R}^{3}\right)$ vector field $v$ away from stagnation satisfying $v \cdot n=0$ on $\partial \Omega$ and $\operatorname{curl} v=(0,0,0)$ is necessarily identically equal to $(a, 0,0)$ in $\bar{\Omega}$ for some $a \in \mathbb{R}^{*}$.

## Counter-examples without the main assumptions

The conclusions of Theorems $1.1,1.3$ do not hold in general without the assumptions (1.3)(1.4) or without the incompressibility condition $\operatorname{div} v=0$. Let us explain why in more details in the following paragraphs.

[^1]First of all, one can not get rid of the condition (1.4) on $\inf _{\bar{\Omega}}|v|>0$ in Theorems 1.11.2 (notice nevertheless that $v$ is never assumed to be bounded, even if the conclusion implies that it is so!) or the condition $\inf _{\bar{\Omega}}|\nabla \psi|>0$ in Theorem 1.3 . Assume for instance that $\omega$ is of class $C^{2}$ and consider any eigenfunction $\phi \in C^{\infty}(\omega, \mathbb{R}) \cap C^{1}(\bar{\omega}, \mathbb{R})$ of the Laplace operator in $\omega$ with Neumann boundary conditions, that is, $\Delta \phi+\lambda \phi=0$ in $\omega$ with $\nabla \phi \cdot n=0$ on $\partial \omega$, associated with a positive eigenvalue $\lambda>0$ (notice that the function $\phi$ is therefore non-constant and that the $C^{2}$ smoothness of $\omega$ guarantees that $\phi$ is necessarily of class $W^{2, p}(\omega, \mathbb{R})$ for all $p \in[1, \infty)$, and thus at least of class $C^{1}$ up to the boundary). Setting

$$
\psi(x)=\psi\left(x_{1}, \cdots, x_{N}\right):=\cosh \left(x_{1} \sqrt{\lambda}\right) \phi\left(x_{2}, \cdots, x_{N}\right)
$$

the vector field $v:=\nabla \psi$ is then a non-constant $C^{\infty}\left(\Omega, \mathbb{R}^{N}\right) \cap C\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ solution of (1.1)(1.2), with pressure $p:=-|v|^{2} / 2$, such that $\left|v\left(0, x^{\prime}\right)\right|=0$ for any critical point $x^{\prime} \in \bar{\omega}$ of $\phi$ (such a critical point $x^{\prime} \in \bar{\omega}$ necessarily exists, take for instance a maximal point $x^{\prime}$ of $\phi$ in $\bar{\omega}$ : if $x^{\prime} \in \omega$, then $\left|\nabla \phi\left(x^{\prime}\right)\right|=0$ and if $x^{\prime} \in \partial \omega$, then the tangential derivatives of $\phi$ at $x^{\prime}$ are all zero, as is the normal derivative by definition of $\phi$, hence $\left.\left|\nabla \phi\left(x^{\prime}\right)\right|=0\right)$. We point out that the condition $\inf _{\bar{\Omega}}|v|>0$ can not be relaxed into $|v|>0$ in $\bar{\Omega}$ either: for instance, in $\Omega:=\mathbb{R} \times(0,1)$, the vector field $v:=\nabla \psi$, with potential $\psi\left(x_{1}, x_{2}\right):=e^{\pi x_{1}} \cos \left(\pi x_{2}\right)$, is a non-constant $C^{\infty}\left(\bar{\Omega}, \mathbb{R}^{2}\right)$ solution of (1.1)-(1.2), with pressure $p:=-|v|^{2} / 2$, such that $\inf _{\bar{\Omega}}|v|=0$ and $|v|>0$ in $\bar{\Omega}$.

Similarly, the conclusions of Theorems 1.11 .2 clearly do not hold in general without the incompressibility condition $\operatorname{div} v=0$, and Theorem 1.3 clearly does not hold in general without the harmonicity of $\psi$. For instance, for any $\alpha \in(-1,1)$, the vector field $v:=\nabla \psi$, with

$$
\psi\left(x_{1}, \cdots, x_{N}\right):=x_{1}+\alpha \ln \left(x_{1}^{2}+1\right)
$$

is a non-incompressible and non-constant $C^{\infty}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ solution of the Euler equations $v \cdot \nabla v+\nabla p=0$ in $\bar{\Omega}$ and $v \cdot n=0$ on $\partial \Omega$, with pressure $p:=-|v|^{2} / 2$, such that $\inf _{\bar{\Omega}}|v|=1-|\alpha|>0$, that is, (1.3)-(1.4) hold. Furthermore, it is easy to cook up to some counter-examples which depend on the variables $\left(x_{2}, \cdots, x_{N}\right)$ as well. For instance, assume that $\omega$ is of class $C^{2}$, and consider a bounded and locally Hölder-continuous function $f$ with zero average over $\omega$, and let $\phi$ be the unique $C^{2}(\omega) \cap C^{1}(\bar{\omega})$ solution of $\Delta \phi=f$ in $\omega$ with $\nabla \phi \cdot n=0$ on $\partial \omega$ and zero average over $\omega$. Then, for all $\varepsilon>0$ small enough, the vector field $v_{\varepsilon}:=\nabla \psi_{\varepsilon}$ with

$$
\psi_{\varepsilon}(x):=x_{1}+\alpha \ln \left(x_{1}^{2}+1\right)+\varepsilon \phi\left(x_{2}, \cdots, x_{N}\right)
$$

is a non-incompressible and non-constant $C^{1}\left(\Omega, \mathbb{R}^{N}\right) \cap C\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ solution of the Euler equations $v_{\varepsilon} \cdot \nabla v_{\varepsilon}+\nabla p_{\varepsilon}=0$ in $\Omega$ and $v_{\varepsilon} \cdot n=0$ on $\partial \Omega$, with pressure $p_{\varepsilon}:=-\left|v_{\varepsilon}\right|^{2} / 2$, such that $\inf _{\bar{\Omega}}\left|v_{\varepsilon}\right|>0$. However, as follows from Section 2 below, we point out that, for any function $\varphi \in C^{2}(\Omega, \mathbb{R}) \cap C^{1}(\bar{\Omega}, \mathbb{R})$ such that $\nabla \varphi \cdot n=0$ on $\partial \Omega$ and $\inf _{\bar{\Omega}}|\nabla \varphi|>0$, then necessarily either $\varphi(x) \rightarrow \pm \infty$ as $x_{1} \rightarrow \pm \infty$, or $\varphi(x) \rightarrow \mp \infty$ as $x_{1} \rightarrow \pm \infty$, uniformly with respect to $\left(x_{2}, \cdots, x_{N}\right) \in \bar{\Omega}$, even if $\varphi$ is not harmonic (that is, even if the vector field $\nabla \varphi$ is not divergence-free).

The assumption (1.3) saying that $v=\nabla \psi$ is a potential flow can not be relaxed either. For instance, say in $\Omega:=\mathbb{R} \times(0,1)$ in dimension $N=2$, for any non-vanishing and nonconstant function $v_{1} \in C^{1}((0,1), \mathbb{R}) \cap C([0,1], \mathbb{R})$, the incompressible non-constant parallel flow

$$
\begin{equation*}
v\left(x_{1}, x_{2}\right):=\left(v_{1}\left(x_{2}\right), 0\right) \tag{1.6}
\end{equation*}
$$

is a $C^{1}\left(\Omega, \mathbb{R}^{2}\right) \cap C\left(\bar{\Omega}, \mathbb{R}^{2}\right)$ solution of (1.1)-(1.2) with constant pressure, that fulfills (1.4) but not (1.3) (its scalar vorticity is not identically zero, as $v_{1}$ is not constant). Let us provide another counter-example, in dimension $N=3$, with $\Omega:=\mathbb{R} \times D$, where $D$ is the unit Euclidean disk of $\mathbb{R}^{2}$ centered at the origin. The incompressible helicoidal flow $v$ defined by

$$
v\left(x_{1}, x_{2}, x_{3}\right):=\left(1,-x_{3}, x_{2}\right)
$$

is a $C^{\infty}\left(\bar{\Omega}, \mathbb{R}^{3}\right)$ solution of (1.1)-(1.2) with pressure $p\left(x_{1}, x_{2}, x_{3}\right):=\left(x_{2}^{2}+x_{3}^{2}\right) / 2$, that fulfills (1.4) but not (1.3) (its vorticity is equal to the non-zero vector field ( $2,0,0$ )), and $v$ is not constant and it is not parallel to the direction $x_{1}$ either.

Remark 1.4. We point out that the conclusions of Theorems 1.1-1.3 do not hold in general if the cylinder $\Omega=\mathbb{R} \times \omega$ has an unbounded section $\omega$. For instance, consider the case of the whole space $\Omega=\mathbb{R}^{N}$ with $N \geq 3$, and the vector field $v:=\nabla \psi \in C^{\infty}\left(\mathbb{R}^{N}, \mathbb{R}^{N}\right)$, with

$$
\psi(x):=x_{1} x_{2}+x_{3}
$$

for all $x \in \mathbb{R}^{N}$. The vector field $v$ solves (1.1)-(1.2) with pressure $p:=-|v|^{2} / 2$, it satisfies $(1.3)-(\sqrt{1.4})$, but it is not constant, and is even not a parallel flow. This example holds in dimensions $N \geq 3$. In $\mathbb{R}^{2}$, the vector field $v:=\nabla \psi$ with $\psi(x):=x_{1} x_{2}$ does not fulfill (1.4). Actually, in dimension $N=2$, if a $C^{1}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ vector field satisfies (1.1) or (1.2) together with (1.3)-(1.4) (then it is automatically of class $C^{\infty}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ since each of its components is harmonic) and if it is further assumed to be bounded, namely $v \in L^{\infty}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$, then it follows from [23, Theorem 1.1] that $v$ is a shear flow, that is, there is a $C^{\infty}(\mathbb{R}, \mathbb{R})$ function $V$ and a unit vector $e=\left(e_{1}, e_{2}\right)$ such that $v(x)=V\left(x \cdot e^{\perp}\right) e$ for all $x \in \mathbb{R}^{2}$, with $e^{\perp}:=\left(-e_{2}, e_{1}\right)$, and condition (1.3) finally gives that $v$ is constant.

## Comments on rigidity and Liouville-type results for the Euler or Navier-Stokes equations in the literature

In infinite cylinders, the first rigidity result showed that the solutions $v=\left(v_{1}, v_{2}\right)$ of 1.1) in the two-dimensional strip $\Omega=\mathbb{R} \times(0,1)$ satisfying $v_{1} \neq 0$ are necessarily parallel flows of the type (1.6) [29]. The same conclusion (1.6) also holds for the Euler equations (1.1) under the non-stagnation condition (1.4) [21], and for the Boussinesq equations [6] and the hydrostatic Euler equations [34]. The uniqueness of Poiseuille flows such that $|v|=0$ on $\partial \Omega=\mathbb{R} \times\{0,1\}, v\left(x_{1}, x_{2}\right) \rightarrow\left(x_{2}\left(1-x_{2}\right), 0\right)$ as $x_{1} \rightarrow-\infty$ and $v_{1}>0$ in $\Omega=\mathbb{R} \times(0,1)$ was proven in [35], namely such flows are identically equal to $\left(x_{2}\left(1-x_{2}\right), 0\right)$. The uniqueness of Euler flows satisfying a prescribed upstream value as $x_{1} \rightarrow-\infty$ is valid more generally in non-straight infinite two-dimensional nozzles [35] and in three-dimensional axisymmetric nozzles [11]. Rigidity and non-rigidity results for shear flows in two-dimensional domains have been obtained for the steady or unsteady Euler and Navier-Stokes equations [9] (for further stability results of Euler or Navier-Stokes shear flows with monotone profiles, see e.g. [1, 2, 8, 20, 27, 30, 42]). Rigidity results for parallel flows of the Euler equations under the non-stagnation condition (1.4) also hold in two-dimensional half-planes [21, 22] and in the whole plane [23]. The rigidity of flows depending only on the radial variable in the class of axisymmetric flows set in hollowed out three-dimensional cylinders $\mathbb{R} \times \omega$ with twodimensional annular sections $\omega$ has been shown in [6], together with flexibility results on the existence of non-shear flows in infinite two-dimensional cylinders with approximately straight boundary or non-radially-symmetric flows in hollowed out three-dimensional cylinders with two-dimensional nearly annular sections.

In bounded two-dimensional annuli

$$
\Omega_{a, b}:=\left\{x \in \mathbb{R}^{2}: a<|x|<b\right\}
$$

with $0<a<b<\infty$, Euler flows have been proved to be circular flows, that is, their streamlines are concentric circles, provided they have no stagnation point in $\overline{\Omega_{a, b}}$ [24] or just in $\Omega_{a, b}$ [41. The same radial symmetry conclusion holds in complements of disks with some conditions at infinity and the punctured plane with some conditions at the center and at infinity [24], and in punctured disks with some conditions at the center [24] or in disks with only one interior stagnation point [41] (in a bounded convex domain, the uniqueness of the interior stagnation point is satisfied if the flow is stable in the sense of Arnold [37). Stability results of circular Euler flows in annuli have been shown in 43. Lastly, the structure of the set of flows without stagnation point and whose vorticity has no critical point in general doubly connected sets has been analysed in [4].

For the time-dependent version of the Navier-Stokes equations in the whole plane $\mathbb{R}^{2}$, it has been proved in [32] that the ancient solutions defined $\left\{(t, x): t<0, x \in \mathbb{R}^{2}\right\}$ with bounded velocity are necessarily independent of $x$. The same conclusion holds for the bounded axisymmetric solutions without swirl in $(-\infty, 0) \times \mathbb{R}^{3}$ [32]. In particular, solutions of $(1.2)$ with bounded vorticity in $\mathbb{R}^{2}$, or bounded axisymmetric solutions without swirl in $\mathbb{R}^{3}$, are necessarily constant. As an example of a result on the asymptotic dynamics for the unsteady Navier-Stokes equations, we just mention here the large-time convergence in self-similar variables to the Oseen's vortices in $\mathbb{R}^{2}$ for a large class of initial conditions [16].

Rigidity can also refer to situations where the domain $\Omega$ itself is not given a priori, or when the support of a solution defined in $\mathbb{R}^{N}$ is not known a priori. Rigidity results for the domain $\Omega \subset \mathbb{R}^{2}$, namely its radial symmetry, with overdetermined boundary conditions (such as $|v|$ constant on each connectivity component of $\Omega$ ) has been shown for the Euler equations (1.1), in doubly connected domains without interior stagnation point, or in simply connected domains with only one interior stagnation, [24, 39, 41] (the conclusion in simply connected domains does not hold in general without the uniqueness of the interior stagnation point [40]). The radial symmetry of a compactly supported flow $v \in C^{1}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ solving (1.1) in $\mathbb{R}^{2}$ has also been proved if the open set $\{x:|v(x)|>0\}$ is assumed to be doubly connected [39] (the conclusion is false in general for flows that are only continuous in $\mathbb{R}^{2}$ [12], where continuous compactly supported and non-circular solutions whose supports are close to radially symmetric annuli are constructed). For the vorticity patch problem for which the, scalar, vorticity is assumed to be the indicator function of a set $D \subset \mathbb{R}^{2}$, then $D$ is necessarily a disk and the flow is circular [15, 19 (see also [19, 25, 26] for symmetry results of rotating patches). The flow $v: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is also circular if its vorticity is smooth, nonnegative and compactly supported [19, but the conclusion is false in general for sign-changing vorticity [18]. In dimension $N=3$, Beltrami flows (for which $v \times \operatorname{curl} v=0$ ) of the Euler equations (1.1) in $\mathbb{R}^{3}$ are necessarily 0 if they have compact support [38] or if they have finite energy or decay fast enough at infinity [3]. This Liouvilletype conclusion also holds for axisymmetric flows with finite energy, no swirl, trivial limit at infinity and constant pressure at infinity [28]. Nevertheless, there still exist non-trivial compactly supported, and axisymmetric, flows in $\mathbb{R}^{3}$ whose support is a torus with almost circular section [7, 10, 17]. Actually, the structure of steady Euler flows in $\mathbb{R}^{3}$ can be in general quite complex, and, even for Beltrami flows, thin vortex tubes of any link and knot type exist in general [13, 14].

## Elements of the proofs and outline of the paper

The proofs of Theorems 1.11 .3 rely first on the study of the geometric properties of the streamlines of a potential flow $v=\nabla \psi$ under the assumption (1.4). Namely, we show in Section 2, with ODE-type arguments, that these streamlines all go from one end to the other end of the cylinder $\Omega=\mathbb{R} \times \omega$, and that either $\psi\left(x_{1}, \cdot\right) \rightarrow \pm \infty$ as $x_{1} \rightarrow \pm \infty$ uniformly in $\bar{\omega}$, or $\psi\left(x_{1}, \cdot\right) \rightarrow \mp \infty$ as $x_{1} \rightarrow \pm \infty$ uniformly in $\bar{\omega}$. Section 3 is based on PDE-type arguments, comparison with suitable auxiliary affine functions, maximum principles and the Harnack inequality, using this time the incompressibility condition of $v$, that is, the harmonicity of $\psi$. We underline that the proofs hold in any dimension $N$ and do not use any symmetry or topological properties (such as simple or double connectivity) of the section $\omega$. However, we provide in Section 4 a completely different proof based on PDE arguments only, in the particular case of dimension $N=2$.

## 2 Properties of the streamlines

We assume here that $v=\nabla \psi$ is a $C^{1}\left(\Omega, \mathbb{R}^{N}\right) \cap C\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ vector field satisfying $v \cdot n=0$ on $\partial \Omega$ and $\inf _{\bar{\Omega}}|v|>0$ (but here we do not assume the incompressibility condition). For $x \in \bar{\Omega}$, we denote $\xi_{x}$ the solution of

$$
\left\{\begin{array}{l}
\xi_{x}^{\prime}(\tau)=v\left(\xi_{x}(\tau)\right) \\
\xi_{x}(0)=x
\end{array}\right.
$$

From the Cauchy-Lipschitz theorem and the tangential boundary condition $v \cdot n=0$ on $\partial \Omega$, each $\xi_{x}$ is defined in a maximal open interval $I_{x}:=\left(\tau_{x}^{-}, \tau_{x}^{+}\right) \subset \mathbb{R}$ with $-\infty \leq \tau_{x}^{-}<0<\tau_{x}^{+} \leq+\infty$. Furthermore, the streamlines

$$
\Xi_{x}:=\xi_{x}\left(I_{x}\right)
$$

are pairwise disjoint, and $\Xi_{x} \subset \Omega$ (resp. $\Xi_{x} \subset \partial \Omega$ ) if $x \in \Omega$ (resp. $x \in \partial \Omega$ ). It is also known that the streamlines are analytic curves [31].

The first auxiliary lemma shows the divergence to infinity of every streamline $\Xi_{x}$ at its ends.

Lemma 2.1. Let $v=\nabla \psi$ be a $C^{1}\left(\Omega, \mathbb{R}^{N}\right) \cap C\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ vector field satisfying $v \cdot n=0$ on $\partial \Omega$ and

$$
\eta:=\inf _{\bar{\Omega}}|v|>0 .
$$

Then, for each $x \in \bar{\Omega}$,

$$
\left|\xi_{x}(\tau)\right| \rightarrow+\infty \text { as } \tau \rightarrow \tau_{x}^{-} \text {and as } \tau \rightarrow \tau_{x}^{+}
$$

and $\psi\left(\xi_{x}(\tau)\right) \rightarrow \pm \infty$ as $\tau \rightarrow \tau_{x}^{ \pm}$.
Proof. Consider any $x$ in $\bar{\Omega}$. Let us prove that $\left|\xi_{x}(\tau)\right| \rightarrow+\infty$ as $\tau \rightarrow \tau_{x}^{-}$(the limit as $\tau \rightarrow \tau_{x}^{+}$can be handled similarly). Assume by way of contradiction that the conclusion does not hold. There exist then a sequence $\left(\tau_{n}\right)_{n \in \mathbb{N}}$ in $I_{x}=\left(\tau_{x}^{-}, \tau_{x}^{+}\right)$and a point $\xi \in \bar{\Omega}$ such that

$$
\tau_{n} \rightarrow \tau_{x}^{-} \text {and } \xi_{x}\left(\tau_{n}\right) \rightarrow \xi \text { as } n \rightarrow+\infty
$$

Observe that the real-valued function $g_{x}$ defined in $I_{x}$ by

$$
\begin{equation*}
g_{x}(\tau):=\psi\left(\xi_{x}(\tau)\right) \tag{2.1}
\end{equation*}
$$

is of class $C^{1}\left(I_{x}\right)$ and satisfies

$$
g_{x}^{\prime}(\tau)=\nabla \psi\left(\xi_{x}(\tau)\right) \cdot \xi_{x}^{\prime}(\tau)=\left|v\left(\xi_{x}(\tau)\right)\right|^{2} \geq \eta^{2}
$$

for all $\tau \in I_{x}$, hence $g_{x}(\tau) \rightarrow-\infty$ as $\tau \rightarrow \tau_{x}^{-}$if $\tau_{x}^{-}=-\infty$. But since $g_{x}\left(\tau_{n}\right)=\psi\left(\xi_{x}\left(\tau_{n}\right)\right) \rightarrow \psi(\xi)$ and $\tau_{n} \rightarrow \tau_{x}^{-}$as $n \rightarrow+\infty$, one infers that $\tau_{x}^{-} \neq-\infty$, that is, $\tau_{x}^{-} \in(-\infty, 0)$. Now, from the Cauchy-Lipschitz theorem, there are $\sigma>0$ and $r>0$ such that

$$
[-\sigma, \sigma] \subset I_{y} \text { for all } y \in \bar{\Omega} \text { such that }|y-\xi|<r .
$$

In particular, $\left[\tau_{n}-\sigma, \tau_{n}+\sigma\right] \subset I_{x}$ for all $n$ large enough (for which $\left|\xi_{x}\left(\tau_{n}\right)-\xi\right|<r$ ), due to the maximality of the interval $I_{x}=\left(\tau_{x}^{-}, \tau_{x}^{+}\right)$. Hence, $\tau_{n}-\sigma>\tau_{x}^{-}$for all $n$ large enough, and the limit as $n \rightarrow+\infty$ contradicts the finiteness of $\tau_{x}^{-}$and the positivity of $\sigma$. As a consequence,

$$
\left|\xi_{x}(\tau)\right| \rightarrow+\infty \text { as } \tau \rightarrow \tau_{x}^{-} \text {(and as } \tau \rightarrow \tau_{x}^{+}, \text {similarly). }
$$

Now, since $g_{x}^{\prime}(\tau)=\left|v\left(\xi_{x}(\tau)\right)\right|^{2} \geq \eta\left|\xi_{x}^{\prime}(\tau)\right|$ for every $\tau \in\left(\tau_{x}^{-}, \tau_{x}^{+}\right)$, one gets that

$$
\begin{align*}
\psi\left(\xi_{x}\left(\tau^{\prime}\right)\right)-\psi\left(\xi_{x}(\tau)\right)=g_{x}\left(\tau^{\prime}\right)-g_{x}(\tau) \geq \eta \int_{\tau}^{\tau^{\prime}}\left|\xi_{x}^{\prime}(s)\right| d s & \geq \eta\left|\int_{\tau}^{\tau^{\prime}} \xi_{x}^{\prime}(s) d s\right|  \tag{2.2}\\
& =\eta\left|\xi_{x}\left(\tau^{\prime}\right)-\xi_{x}(\tau)\right|
\end{align*}
$$

for every $\tau_{x}^{-}<\tau \leq \tau^{\prime}<\tau_{x}^{+}$. It then follows from the previous paragraph that

$$
\psi\left(\xi_{x}(\tau)\right) \rightarrow \pm \infty \text { as } \tau \rightarrow \tau_{x}^{ \pm}
$$

completing the proof of Lemma 2.1.
Remark 2.2. The fact that each function $g_{x}=\psi \circ \xi_{x}$ defined by (2.1) is increasing in $I_{x}=\left(\tau_{x}^{-}, \tau_{x}^{+}\right)$implies that the map $\xi_{x}: I_{x} \rightarrow \Xi_{x}$ is one-to-one, for each $x \in \bar{\Omega}$. In particular, each streamline $\Xi_{x}$ is a simple curve.

The following lemma shows that the streamlines $\Xi_{x}$ all go from the same end to the other end of the cylinder $\Omega$, and that $\psi$ converges to opposite infinities at the ends of the cylinders. In the sequel, we call

$$
\mathrm{e}_{1}:=(1,0, \cdots, 0)
$$

the first vector of the canonical basis of $\mathbb{R}^{N}$.
Lemma 2.3. Under the assumptions of Lemma 2.1, then either

$$
\xi_{x}(\tau) \cdot \mathrm{e}_{1} \rightarrow \pm \infty \text { as } \tau \rightarrow \tau_{x}^{ \pm} \text {for all } x \in \bar{\Omega}
$$

or

$$
\xi_{x}(\tau) \cdot \mathrm{e}_{1} \rightarrow \mp \infty \text { as } \tau \rightarrow \tau_{x}^{ \pm} \text {for all } x \in \bar{\Omega}
$$

Furthermore, in the former case, then

$$
\psi\left(x_{1}, \cdot\right) \rightarrow \pm \infty \text { as } x_{1} \rightarrow \pm \infty \text { uniformly in } \bar{\omega},
$$

while

$$
\psi\left(x_{1}, \cdot\right) \rightarrow \mp \infty \text { as } x_{1} \rightarrow \pm \infty \text { uniformly in } \bar{\omega}
$$

in the latter case.

Proof. For each $x \in \bar{\Omega}$, it follows from Lemma 2.1 and the continuity of the map $\xi_{x}: I_{x} \rightarrow \bar{\Omega}$ that either $\xi_{x}(\tau) \cdot \mathrm{e}_{1} \rightarrow+\infty$ as $\tau \rightarrow \tau_{x}^{ \pm}$, or $\xi_{x}(\tau) \cdot \mathrm{e}_{1} \rightarrow-\infty$ as $\tau \rightarrow \tau_{x}^{ \pm}$, or $\xi_{x}(\tau) \cdot \mathrm{e}_{1} \rightarrow \pm \infty$ as $\tau \rightarrow \tau_{x}^{ \pm}$, or $\xi_{x}(\tau) \cdot \mathrm{e}_{1} \rightarrow \mp \infty$ as $\tau \rightarrow \tau_{x}^{ \pm}$. Therefore, by defining

$$
\left\{\begin{array}{l}
\Omega_{1}:=\left\{x \in \bar{\Omega}: \xi_{x}(\tau) \cdot \mathrm{e}_{1} \rightarrow+\infty \text { as } \tau \rightarrow \tau_{x}^{ \pm}\right\}, \\
\Omega_{2}:=\left\{x \in \bar{\Omega}: \xi_{x}(\tau) \cdot \mathrm{e}_{1} \rightarrow-\infty \text { as } \tau \rightarrow \tau_{x}^{ \pm}\right\}, \\
\Omega_{3}:=\left\{x \in \bar{\Omega}: \xi_{x}(\tau) \cdot \mathrm{e}_{1} \rightarrow \pm \infty \text { as } \tau \rightarrow \tau_{x}^{ \pm}\right\}, \\
\Omega_{4}:=\left\{x \in \bar{\Omega}: \xi_{x}(\tau) \cdot \mathrm{e}_{1} \rightarrow \mp \infty \text { as } \tau \rightarrow \tau_{x}^{ \pm}\right\},
\end{array}\right.
$$

there holds

$$
\begin{equation*}
\bar{\Omega}=\Omega_{1} \cup \Omega_{2} \cup \Omega_{3} \cup \Omega_{4} . \tag{2.3}
\end{equation*}
$$

The sets $\Omega_{i}$ 's (for $i=1, \cdots, 4$ ) are clearly pairwise disjoint. Let us now show that they are all open relatively to $\bar{\Omega}$. It will then follow by connectivity of $\bar{\Omega}$ that $\bar{\Omega}$ will be equal to one of the $\Omega_{i}$ 's, and we will next rule out the cases $\bar{\Omega}=\Omega_{1}$ and $\bar{\Omega}=\Omega_{2}$.

Let us first show that the set $\Omega_{1}$ is open relatively to $\bar{\Omega}$. Let us define

$$
\begin{equation*}
M:=\max _{\bar{\omega}}|\psi(0, \cdot)| . \tag{2.4}
\end{equation*}
$$

Pick any $x$ in $\Omega_{1}$. From Lemma 2.1 and the definition of $\Omega_{1}$, there are $s^{-}<s^{+}$in the interval $\left(\tau_{x}^{-}, \tau_{x}^{+}\right)$such that

$$
\xi_{x}\left(s^{ \pm}\right) \cdot \mathrm{e}_{1}>0 \text { and } \psi\left(\xi_{x}\left(s^{-}\right)\right)<-M \leq M<\psi\left(\xi_{x}\left(s^{+}\right)\right) .
$$

From the Cauchy-Lipschitz theorem, there exists $r>0$ such that, for every $y \in \bar{\Omega}$ with $|y-x|<r$, one has

$$
\left[s^{-}, s^{+}\right] \subset\left(\tau_{y}^{-}, \tau_{y}^{+}\right), \quad \xi_{y}\left(s^{ \pm}\right) \cdot \mathrm{e}_{1}>0, \quad \text { and } \psi\left(\xi_{y}\left(s^{-}\right)\right)<-M \leq M<\psi\left(\xi_{y}\left(s^{+}\right)\right)
$$

For each such $y$, Remark 2.2 entails that

$$
\begin{cases}\psi\left(\xi_{y}(\tau)\right)<-M & \text { for all } \tau \in\left(\tau_{y}^{-}, s^{-}\right] \\ \psi\left(\xi_{y}(\tau)\right)>M & \text { for all } \tau \in\left[s^{+}, \tau_{y}^{+}\right) .\end{cases}
$$

Together with the definition of $M$ and the continuity of $\xi_{y}$, one infers that

$$
\xi_{y}(\tau) \cdot \mathrm{e}_{1}>0 \text { for all } \tau \in\left(\tau_{y}^{-}, s^{-}\right] \cup\left[s^{+}, \tau_{y}^{+}\right),
$$

and Lemma 2.1 finally gives that $\xi_{y}(\tau) \cdot \mathrm{e}_{1} \rightarrow+\infty$ as $\tau \rightarrow \tau_{y}^{ \pm}$. In other words, any point $y$ in $\bar{\Omega}$ such that $|y-x|<r$ belongs to $\Omega_{1}$. The set $\Omega_{1}$ is thus open relatively to $\bar{\Omega}$. Similarly, so is the set $\Omega_{2}$.

Let us then show that the set $\Omega_{3}$ is open relatively to $\bar{\Omega}$. Pick any in $\Omega_{3}$. From Lemma 2.1 and the definition of $\Omega_{3}$, there are $\sigma^{-}<\sigma^{+}$in the interval ( $\tau_{x}^{-}, \tau_{x}^{+}$) such that

$$
\xi_{x}\left(\sigma^{-}\right) \cdot \mathrm{e}_{1}<0<\xi_{x}\left(\sigma^{+}\right) \cdot \mathrm{e}_{1} \text { and } \psi\left(\xi_{x}\left(\sigma^{-}\right)\right)<-M \leq M<\psi\left(\xi_{x}\left(\sigma^{+}\right)\right) .
$$

From the Cauchy-Lipschitz theorem, there exists $\rho>0$ such that, for every $y \in \bar{\Omega}$ with $|y-x|<\rho$, one has

$$
\left[\sigma^{-}, \sigma^{+}\right] \subset\left(\tau_{y}^{-}, \tau_{y}^{+}\right), \quad \xi_{y}\left(\sigma^{-}\right) \cdot \mathrm{e}_{1}<0<\xi_{y}\left(\sigma^{+}\right) \cdot \mathrm{e}_{1}
$$

and

$$
\psi\left(\xi_{y}\left(\sigma^{-}\right)\right)<-M \leq M<\psi\left(\xi_{y}\left(\sigma^{+}\right)\right)
$$

As in the previous paragraph, for each such $y$, one has $\psi\left(\xi_{y}(\tau)\right)<-M$ for all $\tau \in\left(\tau_{y}^{-}, \sigma^{-}\right]$ and $\psi\left(\xi_{y}(\tau)\right)>M$ for all $\tau \in\left[\sigma^{+}, \tau_{y}^{+}\right)$, hence

$$
\xi_{y}(\tau) \cdot \mathrm{e}_{1}<0 \text { for all } \tau \in\left(\tau_{y}^{-}, \sigma^{-}\right] \text {and } \xi_{y}(\tau) \cdot \mathrm{e}_{1}>0 \text { for all } \tau \in\left[\sigma^{+}, \tau_{y}^{+}\right)
$$

One gets from Lemma 2.1 that $\xi_{y}(\tau) \cdot \mathrm{e}_{1} \rightarrow \pm \infty$ as $\tau \rightarrow \tau_{y}^{ \pm}$, that is, $y \in \Omega_{3}$. The set $\Omega_{3}$ is thus open relatively to $\bar{\Omega}$. Similarly, so is the set $\Omega_{4}$.

From (2.3) and the connectivity of $\bar{\Omega}$, it follows that there is $i \in\{1,2,3,4\}$ such that

$$
\bar{\Omega}=\Omega_{i} .
$$

Assume by way of contradiction that $i=1$. Consider any $x \in \bar{\Omega}$ such that $x_{1}=x \cdot \mathrm{e}_{1} \leq 0$. Owing to the definition of $\Omega_{1}$, there are $\theta^{-} \in\left(\tau_{x}^{-}, 0\right]$ and $\theta^{+} \in\left[0, \tau_{x}^{+}\right)$such that $\xi_{x}\left(\theta^{ \pm}\right) \cdot \mathrm{e}_{1}=0$. From the definition of $M$ in (2.4) and a calculation similar to (2.2), one gets that

$$
\begin{aligned}
2 M \geq \psi\left(\xi_{x}\left(\theta^{+}\right)\right)-\psi\left(\xi_{x}\left(\theta^{-}\right)\right) & \geq \eta\left|\int_{\theta^{-}}^{0} \xi_{x}^{\prime}(s) d s\right|+\eta\left|\int_{0}^{\theta^{+}} \xi_{x}^{\prime}(s) d s\right| \\
& =\eta \times\left(\left|x-\xi_{x}\left(\theta^{-}\right)\right|+\left|x-\xi_{x}\left(\theta^{+}\right)\right|\right) \geq 2 \eta\left|x_{1}\right|
\end{aligned}
$$

The limit as $x_{1} \rightarrow-\infty$ leads to a contradiction. Therefore, $\bar{\Omega}$ cannot be equal to $\Omega_{1}$. Similarly, $\bar{\Omega}$ can not be equal to $\Omega_{2}$. As a consequence,

$$
\text { either } \bar{\Omega}=\Omega_{3} \text { or } \bar{\Omega}=\Omega_{4} \text {. }
$$

This provides the first part of the conclusion of Lemma 2.3.
To show the last part of the conclusion, we only consider the case $\bar{\Omega}=\Omega_{3}$ (the case $\bar{\Omega}=\Omega_{4}$ can be handled similarly). One has to show that $\psi\left(x_{1}, \cdot\right) \rightarrow \pm \infty$ as $x_{1} \rightarrow \pm \infty$, uniformly in $\bar{\omega}$. For any $x \in \bar{\Omega}$ such that $x_{1} \geq 0$, since we are in the case $\bar{\Omega}=\Omega_{3}$, there is then $\vartheta^{-} \in\left(\tau_{x}^{-}, 0\right]$ such that $\xi_{x}\left(\vartheta^{-}\right) \cdot \mathrm{e}_{1}=0$. A similar calculation as in the previous paragraph then gives

$$
\psi(x)+M \geq \psi\left(\xi_{x}(0)\right)-\psi\left(\xi_{x}\left(\vartheta^{-}\right)\right) \geq \eta\left|x-\xi_{x}\left(\vartheta^{-}\right)\right| \geq \eta x_{1}
$$

Thus, $\psi\left(x_{1}, \cdot\right) \rightarrow+\infty$ as $x_{1} \rightarrow+\infty$, uniformly in $\bar{\omega}$. The limit

$$
\lim _{x_{1} \rightarrow-\infty}\left(\max _{\bar{\omega}} \psi\left(x_{1}, \cdot\right)\right)=-\infty
$$

holds similarly, and the proof of Lemma 2.3 is thereby complete.

## 3 Proof of Theorems 1.1-1.3

We consider a vector field $v=\nabla \psi$ satisfying $v \cdot n=0$ on $\partial \Omega$, for a $C^{2}(\Omega, \mathbb{R}) \cap C^{1}(\bar{\Omega}, \mathbb{R})$ function $\psi$ such that $\Delta \psi=0$ in $\Omega$ and $\inf _{\bar{\Omega}}|v|=\inf _{\bar{\Omega}}|\nabla \psi|>0$. From Lemma 2.3 , up to changing $\psi$ and $v$ into $-\psi$ and $-v$, one can assume without loss of generality that

$$
\begin{equation*}
\psi\left(x_{1}, \cdot\right) \rightarrow \pm \infty \text { as } x_{1} \rightarrow \pm \infty, \text { uniformly in } \bar{\omega} . \tag{3.1}
\end{equation*}
$$

Denote

$$
a:=\liminf _{x_{1} \rightarrow+\infty} \frac{\min _{\bar{\omega}} \psi\left(x_{1}, \cdot\right)}{x_{1}} \in[0,+\infty] .
$$

We shall show that $a \in(0,+\infty)$ and that there is $b \in \mathbb{R}$ such that $\psi(x)=a x_{1}+b$ for all $x=\left(x_{1}, \cdots, x_{N}\right) \in \bar{\Omega}$.

To do so, consider first any $\alpha \in(-\infty, a)$ (thus, $\alpha \in \mathbb{R}$, even if $a$ were equal to $+\infty$ ). Consider $M \in \mathbb{R}$ as in (2.4). Since $\alpha<a$, there is $A>0$ such that

$$
\psi(x) \geq-M+\alpha x_{1} \text { for all } x \in[A,+\infty) \times \bar{\omega}
$$

Since the function $x \mapsto-M+\alpha x_{1}$ is harmonic, below $\psi$ on $(\{0\} \times \bar{\omega}) \cup([A,+\infty) \times \bar{\omega})$ and since it satisfies Neumann boundary conditions on $\partial \Omega=\mathbb{R} \times \partial \omega$ (as it is independent of the variables $\left(x_{2}, \cdots, x_{N}\right)$ ), the maximum principle and the Hopf lemma entail that

$$
\begin{equation*}
\psi(x) \geq-M+\alpha x_{1} \text { in }[0, B] \times \bar{\omega}, \tag{3.2}
\end{equation*}
$$

for every $B \geq A$. Indeed, for $B \geq A$, if the harmonic function $\widetilde{\psi}: x \mapsto \psi(x)-\left(-M+\alpha x_{1}\right)$ reaches its minimum in $[0, B] \times \bar{\omega}$ at an interior point $x_{m} \in(0, B) \times \omega$, then the strong interior maximum principle implies that $\widetilde{\psi}$ is constant, hence it is nonnegative as it is so on $\{0, B\} \times \bar{\omega}$; on the other hand, if $\widetilde{\psi}$ reaches its minimum at a point $y_{m}$ lying on $(0, B) \times \partial \omega$ without having any interior minimum point, then the Hopf lemma implies that $\nabla \widetilde{\psi} \cdot n<0$ at $y_{m}$, a contradiction; therefore, there always holds $\min _{[0, B] \times \bar{\omega}} \widetilde{\psi}=\min _{\{0, B\} \times \bar{\omega}} \widetilde{\psi} \geq 0$, yielding (3.2). Therefore, the limit as $B \rightarrow+\infty$ yields

$$
\psi(x) \geq-M+\alpha x_{1} \text { for all } x \in[0,+\infty) \times \bar{\omega}
$$

Since $\alpha$ is arbitrary in $(-\infty, a)$, it follows that $a \in \mathbb{R}$, thus $0 \leq a<+\infty$, and

$$
\begin{equation*}
\psi(x) \geq-M+a x_{1} \text { for all } x \in[0,+\infty) \times \bar{\omega} \tag{3.3}
\end{equation*}
$$

Now, since the harmonic function $\phi$ defined by

$$
\phi(x):=\psi(x)-\left(-M+a x_{1}\right)
$$

satisfies the Neumann boundary conditions on $\partial \Omega$ and is nonnegative in $[0,+\infty) \times \bar{\omega}$, one infers from the Harnack inequality that there is a constant $C \in[1,+\infty)$ such that

$$
\phi\left(x_{1}, y\right) \leq C \phi\left(x_{1}, y^{\prime}\right) \text { for all } x_{1} \geq 1 \text { and } y, y^{\prime} \in \bar{\omega}
$$

Consider any $\varepsilon>0$. Owing to the definition of $a$, there is a sequence $\left(s_{n}\right)_{n \in \mathbb{N}}$ in $[1,+\infty)$ diverging to $+\infty$ such that $\min _{\bar{\omega}} \psi\left(s_{n}, \cdot\right) \leq(a+\varepsilon) s_{n}$, hence

$$
\min _{\bar{\omega}} \phi\left(s_{n}, \cdot\right) \leq \varepsilon s_{n}+M
$$

for all $n \in \mathbb{N}$. Therefore,

$$
\max _{\bar{\omega}} \phi\left(s_{n}, \cdot\right) \leq C\left(\varepsilon s_{n}+M\right)
$$

for all $n \in \mathbb{N}$, that is,

$$
\max _{\bar{\omega}} \psi\left(s_{n}, \cdot\right) \leq(a+C \varepsilon) s_{n}+(C-1) M .
$$

As in the previous paragraph, the maximum principle and the Hopf lemma imply that

$$
\psi(x) \leq M+(a+C \varepsilon) x_{1}+(C-1) M \text { for all } n \in \mathbb{N} \text { and } x \in\left[0, s_{n}\right] \times \bar{\omega}
$$

(the additional constant $M$ in the right-hand side guarantees the comparison on $\{0\} \times \bar{\omega}$ ). Since $s_{n} \rightarrow+\infty$ as $n \rightarrow+\infty$ and $\varepsilon>0$ was arbitrary, one gets that

$$
\psi(x) \leq C M+a x_{1} \text { for all } x \in[0,+\infty) \times \bar{\omega}
$$

Together with (3.3), this means that the function $x \mapsto \psi(x)-a x_{1}$ is bounded in $[0,+\infty) \times \bar{\omega}$.
Similarly, remembering (3.1) and calling

$$
a^{-}:=\liminf _{x_{1} \rightarrow-\infty} \frac{\max _{\bar{\omega}} \psi\left(x_{1}, \cdot\right)}{x_{1}} \in[0,+\infty],
$$

one can show that $a^{-}$is actually a real number, in $[0,+\infty)$, and that the function $x \mapsto \psi(x)-a^{-} x_{1}$ is bounded in $(-\infty, 0] \times \bar{\omega}$.

Assume now by way of contradiction that $a^{-} \neq a$. Assume first that $a^{-}<a$, and pick any $\beta$ such that $a^{-}<\beta<a$. From the conclusions of the previous two paragraphs, one knows that

$$
\psi(x)-\beta x_{1} \rightarrow+\infty \text { as } x_{1} \rightarrow \pm \infty \text { uniformly in } \bar{\omega} .
$$

Therefore, by calling $\gamma$ the minimum value of the function $x \mapsto \psi(x)-\beta x_{1}$, the function $x \mapsto \psi(x)-\beta x_{1}-\gamma$ is then nonnegative in $\bar{\Omega}$ and vanishes somewhere in $\bar{\Omega}$. Since it is harmonic in $\Omega$ and satisfies Neumann boundary conditions on $\partial \Omega$, the maximum principle and the Hopf lemma imply that

$$
\psi(x)-\beta x_{1}-\gamma=0 \text { for all } x \in \bar{\Omega},
$$

which is clearly impossible since $\psi(x)-\beta x_{1} \rightarrow+\infty$ as $x_{1} \rightarrow \pm \infty$ uniformly in $\bar{\omega}$. As a consequence, $a^{-}$can not be less than $a$. Similarly, if $a^{-}$were larger than $a$, by putting above $\psi$ some functions of the type $x \mapsto \delta x_{1}+\rho$ with $\delta \in\left(a, a^{-}\right)$and some $\rho \in \mathbb{R}$, one gets a similar contradiction. In other words,

$$
a^{-}=a,
$$

and the harmonic function $\varphi$ defined in $\bar{\Omega}$ by

$$
\varphi(x):=\psi(x)-a x_{1}
$$

is bounded in $\bar{\Omega} .2$
It is now quite standard to conclude that $\varphi$ is constant in $\bar{\Omega}$. For the sake of completeness, let us briefly sketch one elementary proof. So, let $Y \in \bar{\omega}$ be such that

$$
b:=\min _{\bar{\omega}} \varphi(0, \cdot)=\varphi(0, Y) .
$$

[^2]For any $\varepsilon>0$, there is $A_{\varepsilon}>0$ such that $\varphi(x) \geq b-\varepsilon x_{1}$ for all $x \in\left[A_{\varepsilon},+\infty\right) \times \bar{\omega}$ and, as above, it follows from the maximum principle and the Hopf lemma that $\varphi(x) \geq b-\varepsilon x_{1}$ for all $B \geq A_{\varepsilon}$ and $x \in[0, B] \times \bar{\omega}$, hence

$$
\varphi(x) \geq b \text { for all } x \in[0,+\infty) \times \bar{\omega}
$$

by passing to the limits $B \rightarrow+\infty$ and then $\varepsilon \rightarrow 0$. Similarly, one gets that $\varphi(x) \geq b$ for all $x \in(-\infty, 0] \times \bar{\omega}$. Therefore,

$$
\varphi(x) \geq b=\varphi(0, Y) \text { for all } x \in \bar{\Omega}
$$

Since $\varphi$ is harmonic in $\Omega$ and satisfies Neumann boundary conditions on $\partial \Omega$, the maximum principle and the Hopf lemma imply that $\varphi$ is constant in $\bar{\Omega}$, that is,

$$
\psi(x)=a x_{1}+b \text { for all } x \in \bar{\Omega}
$$

As $\inf _{\bar{\Omega}}|\nabla \psi|>0$ by (1.3)-(1.4), the real number $a$ is not zero. Lastly, since $v=\nabla \psi$ is constant, so is $p$ necessarily, and the proof of Theorems 1.11 .3 is thereby complete.

## 4 An alternate proof of Theorems $1.1-1.3$ in dimen$\operatorname{sion} N=2$

Consider in this section a two-dimensional strip

$$
\Omega=\mathbb{R} \times\left(\alpha^{-}, \alpha^{+}\right) \subset \mathbb{R}^{2}
$$

with $\alpha^{-}<\alpha^{+} \in \mathbb{R}$, and a vector field $v=\nabla \psi$ satisfying $v \cdot n=0$ on $\partial \Omega=\mathbb{R} \times\left\{\alpha^{-}, \alpha^{+}\right\}$, for a $C^{2}(\Omega, \mathbb{R}) \cap C^{1}(\bar{\Omega}, \mathbb{R})$ function $\psi$ such that $\Delta \psi=0$ in $\Omega$ and $\inf _{\bar{\Omega}}|v|=\inf _{\bar{\Omega}}|\nabla \psi|>0$.

First of all, let $\widetilde{\psi}$ be the function defined in $\widetilde{\Omega}:=\mathbb{R} \times\left(2 \alpha^{-}-\alpha^{+}, 2 \alpha^{+}-\alpha^{-}\right)$by

$$
\widetilde{\psi}(x)=\widetilde{\psi}\left(x_{1}, x_{2}\right)= \begin{cases}\psi\left(x_{1}, 2 \alpha^{-}-x_{2}\right) & \text { if } 2 \alpha^{-}-\alpha^{+}<x_{2}<\alpha^{-} \\ \psi\left(x_{1}, x_{2}\right) & \text { if } \alpha^{-} \leq x_{2} \leq \alpha^{+} \\ \psi\left(x_{1}, 2 \alpha^{+}-x_{2}\right) & \text { if } \alpha^{+}<x_{2}<2 \alpha^{+}-\alpha^{-}\end{cases}
$$

Since $\nabla \psi \cdot n=0$ on $\partial \Omega=\mathbb{R} \times\left\{\alpha^{-}, \alpha^{+}\right\}$, the function $\widetilde{\psi}$ is of class $C^{1}(\widetilde{\Omega}, \mathbb{R})$, and it is also a weak harmonic function, that is, $\int_{\widetilde{\Omega}} \nabla \widetilde{\psi} \cdot \nabla \varphi=0$ for all $\varphi \in C_{c}^{1}(\widetilde{\Omega}, \mathbb{R})$. Then $\widetilde{\psi}$ is harmonic in $\widetilde{\Omega}$, hence $\psi$ is of class $C^{\infty}(\bar{\Omega}, \mathbb{R})$, and in particular of class $C^{2}$ up to the boundary $\partial \Omega$.

Consider now the function $\phi: \bar{\Omega} \rightarrow \mathbb{R}$ given by

$$
\phi:=|\nabla \psi|^{-2}=\frac{1}{\left(\partial_{x_{1}} \psi\right)^{2}+\left(\partial_{x_{2}} \psi\right)^{2}}
$$

From the previous paragraph and the assumption $\inf _{\bar{\Omega}}|\nabla \psi|>0, \phi$ is a positive bounded function of class $C^{\infty}(\bar{\Omega}, \mathbb{R})$. Using the identities

$$
\partial_{x_{1} x_{1}} \psi+\partial_{x_{2} x_{2}} \psi=\Delta \psi=\Delta \partial_{x_{1}} \psi=\Delta \partial_{x_{2}} \psi=0 \text { in } \bar{\Omega},
$$

one finds after a straightforward calculation that $\phi$ satisfies

$$
\begin{equation*}
\Delta \phi=2 \phi^{2} \sum_{1 \leq i, j \leq 2}\left(\partial_{x_{i} x_{j}} \psi\right)^{2} \geq 0 \text { in } \bar{\Omega} . \tag{4.1}
\end{equation*}
$$

Furthermore, since $\partial_{x_{2}} \psi\left(x_{1}, \alpha^{ \pm}\right)=0$ and then $\partial_{x_{1} x_{2}} \psi\left(x_{1}, \alpha^{ \pm}\right)=0$ for all $x_{1} \in \mathbb{R}$, one gets that

$$
\begin{aligned}
\partial_{x_{2}} \phi\left(x_{1}, \alpha^{ \pm}\right) & =-2 \phi\left(x_{1}, \alpha^{ \pm}\right)^{2}\left(\partial_{x_{1}} \psi\left(x_{1}, \alpha^{ \pm}\right) \partial_{x_{1} x_{2}} \psi\left(x_{1}, \alpha^{ \pm}\right)+\partial_{x_{2}} \psi\left(x_{1}, \alpha^{ \pm}\right) \partial_{x_{2} x_{2}} \psi\left(x_{1}, \alpha^{ \pm}\right)\right) \\
& =0
\end{aligned}
$$

for all $x_{1} \in \mathbb{R}$, that is,

$$
\begin{equation*}
\nabla \phi \cdot n=0 \text { on } \partial \Omega \tag{4.2}
\end{equation*}
$$

Now, for any $s_{1}<s_{2}$ in $\mathbb{R}$, integrating the inequation $\Delta \phi \geq 0$ over $\left(s_{1}, s_{2}\right) \times\left(\alpha^{-}, \alpha^{+}\right)$leads to

$$
0 \leq \iint_{\left(s_{1}, s_{2}\right) \times\left(\alpha^{-}, \alpha^{+}\right)} \Delta \phi\left(x_{1}, x_{2}\right) d x_{1} d x_{2}=\int_{\alpha^{-}}^{\alpha^{+}} \partial_{x_{1}} \phi\left(s_{2}, x_{2}\right) d x_{2}-\int_{\alpha^{-}}^{\alpha^{+}} \partial_{x_{1}} \phi\left(s_{1}, x_{2}\right) d x_{2},
$$

hence the function $x_{1} \mapsto \int_{\alpha^{-}}^{\alpha^{+}} \partial_{x_{1}} \phi\left(x_{1}, x_{2}\right) d x_{2}$ is nondecreasing and has two limits $\ell^{ \pm}$ in $[-\infty,+\infty]$ as $x_{1} \rightarrow \pm \infty$. One then infers from the boundedness of $\phi$ that $\ell^{ \pm}=0$. Therefore,

$$
\int_{\alpha^{-}}^{\alpha^{+}} \partial_{x_{1}} \phi\left(x_{1}, x_{2}\right) d x_{2}=0
$$

for all $x_{1} \in \mathbb{R}$, which in turns implies that $\iint_{\left(s_{1}, s_{2}\right) \times\left(\alpha^{-}, \alpha^{+}\right)} \Delta \phi=0$ for all $s_{1}<s_{2}$. From (4.1) and the positivity of $\phi$, one gets that $\partial_{x_{1} x_{1}} \psi=\partial_{x_{1} x_{2}} \psi=\partial_{x_{2} x_{2}} \psi=0$ in $\bar{\Omega}$. In particular, the function $\partial_{x_{2}} \psi$ is constant in $\bar{\Omega}$ and, since it vanishes on $\partial \Omega$, it is identically 0 in $\bar{\Omega}$. Therefore, $\psi$ is a function of the variable $x_{1}$ only and, since $\partial_{x_{1} x_{1}} \psi=0$ in $\bar{\Omega}$, there exist two real numbers $a$ and $b$ such that $\psi(x)=a x_{1}+b$ for all $x \in \bar{\Omega}$. The condition $\inf _{\bar{\Omega}}|\nabla \psi|>0$ gives that $a \neq 0$, completing the proof.

Remark 4.1. One uses the fact that $N=2$ to derive (4.2), that is, $\nabla \phi \cdot n=0$ on $\partial \Omega$. This property does not hold in general in dimension $N \geq 3$. For instance, let $D$ be the open Euclidean disk in $\mathbb{R}^{2}$ centered at the origin and with radius $R>0$, let $(r, \theta)$ be the usual polar coordinates in $\mathbb{R}^{2}$, and let $\psi$ be a $C^{2}(\mathbb{R} \times \bar{D}, \mathbb{R})$ harmonic function satisfying $\nabla \psi \cdot n=0$ on $\mathbb{R} \times \partial D$. In other words, $\partial_{r} \Psi\left(x_{1}, R, \theta\right)=0$ for all $\left(x_{1}, \theta\right) \in \mathbb{R}^{2}$, by calling $\Psi\left(x_{1}, r, \theta\right)=\psi\left(x_{1}, r \cos \theta, r \sin \theta\right)$ for $\left(x_{1}, r, \theta\right) \in \mathbb{R} \times[0, R] \times \mathbb{R}$. Then the positive bounded function $\phi:=|\nabla \psi|^{-2}$ satisfies

$$
(\nabla \phi \cdot n)\left(x_{1}, R \cos \theta, R \sin \theta\right)=\frac{2\left(\phi\left(x_{1}, R \cos \theta, R \sin \theta\right)\right)^{2}\left(\partial_{\theta} \Psi\left(x_{1}, R, \theta\right)\right)^{2}}{R^{3}} \geq 0
$$

for all $\left(x_{1}, \theta\right) \in \mathbb{R}^{2}$, that is, $\nabla \phi \cdot n \geq 0$ on $\mathbb{R} \times \partial D$, and this nonnegative sign would make the arguments following (4.2) ineffective.
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[^1]:    ${ }^{1}$ Notice that from its harmonicity, the function $\psi$ is actually real-analytic in $\Omega$.

[^2]:    ${ }^{2}$ Another way to conclude that $a^{-}=a$ would be to integrate the equation $\Delta \psi=0$ over $\left(s_{1}, s_{2}\right) \times \omega$, for arbitrary $s_{1}<s_{2}$ in $\mathbb{R}$, to get that the $\operatorname{map} x_{1} \mapsto \int_{\omega} \partial_{x_{1}} \psi\left(x_{1}, \cdot\right)$ is equal to a constant $c \in \mathbb{R}$. Hence, $\int_{\omega} \psi\left(x_{1}, \cdot\right) / x_{1} \rightarrow c$ as $x_{1} \rightarrow \pm \infty$, implying that $c=a \stackrel{\omega}{=} a^{-}$, because the functions $x \mapsto \psi(x)-a x_{1}$ and $x \mapsto \psi(x)-a^{-} x_{1}$ are bounded respectively in $[0,+\infty) \times \bar{\omega}$ and $(-\infty, 0] \times \bar{\omega}$.

