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Abstract

In this paper we introduce the topological state derivative for general topological dilatations and

explore its relation to standard optimal control theory. We show that for a class of partial differen-

tial equations, the shape dependent state variable can be differentiated with respect to the topology,

thus leading to a linearised system resembling those occurring in standard optimal control problems.

However, a lot of care has to be taken when handling the regularity of the solutions of this linearised

system. In fact, we should expect different notions of (very) weak solutions, depending on whether

the main part of the operator or its lower order terms are being perturbed. We also study the relation-

ship with the topological state derivative, usually obtained through classical topological expansions

involving boundary layer correctors. A feature of the topological state derivative is that it can either be

derived via Stampacchia-type regularity estimates or alternately with classical asymptotic expansions.

It should be noted that our approach is flexible enough to cover more than the usual case of

point perturbations of the domain. In particular, and in the line of [8, 9], we deal with more gen-

eral dilatations of shapes, thereby yielding topological derivatives with respect to curves, surfaces or

hypersurfaces.

In order to draw the connection to usual topological derivatives, which are typically expressed

with an adjoint equation, we show how usual first order topological derivatives of shape functionals

can be easily computed using the topological state derivative.

1 Introduction

1.1 Scope of the paper

The main goal in shape optimisation problems is to optimise a certain set, the “design variable" Ω, in

order to maximise or minimise a certain functional. To achieve this goal, it is necessary to understand

how this functional varies under perturbations of Ω. Of particular importance are perturbations obtained

by drilling a small inclusion ωǫ of size ǫ into Ω. The first order variation of the functional under this

perturbation is called the “topological derivative". After its introduction in the pioneering works [16,27]

in the context of linear elasticity, the topological derivative framework was used in several numerical

algorithms; let us for instance mention level-set algorithms [27] or Newton-type algorithm [25, Chap-

ter 10]. We also refer to the monographs [24], where several topological derivatives for various model

problems are derived.

Recently [10] a Lagrangian technique, called the “averaged adjoint approach”, was proposed as an

efficient tool to compute topological derivatives. This technique allows for a wide range of applications:

topological derivatives for Dirichlet boundary conditions [3], topological derivatives for nonlinear [29]

and quasilinear problems [14] or higher order topological derivatives [5] can be computed in a systematic

way. We also refer to [2] for another Lagrangian technique to compute topological derivatives.

In the even more recent paper [9], a way to compute the topological derivative directly using the

unperturbed adjoint equation was proposed. In this reference, more general topological perturbations,

called dilatations, are also considered; this leads to a more general notion of topological derivative.

In [9, Thm. 3.4], the difference of the perturbed and unperturbed state variable are divided by the volume

of the perturbation, however, no analysis on the existence of this limit is provided. We will see that, for

the models we consider, that the limit of the quotient divided by the volume of the perturbation for point

perturbations and dilatations of hypersurfaces actually exists in a suitable function space; this leads us to

a new notion of topological derivative of the state which we refer to as the topological state derivative. A
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difference between [9] and our model problems is that in this reference homogenous Neumann boundary

conditions on the inclusion boundary are imposed, while we deal with transmission problems, which can

be seen as inhomogenous Neumann boundary conditions on the inclusion boundary.

Our goal, in this paper, is to present a unique view on the topological derivative, by framing it as

a usual derivative, thereby leading to a direct approach to computing topological derivatives. This is

done by first perturbing the partial differential equation and then deriving a linearised equation as is

usually done in optimal control theory [17,19,30]. This shows that the design-to-state operator is actually

differentiable for certain PDE constraints, and that its derivative is described by a linearised system similar

to optimal control problems. These linearised systems are usually very singular in the sense that their

solutions admit low regularity. Typically, for problems where the operator is perturbed, the linear system

only admits very weak solutions. Interestingly these linearised systems may involve terms which are

usually obtained from the classical asymptotic analysis performed on the problem under consideration.

Solutions of the linearised system for the semilinear problem will be analysed in our paper through

the notions introduced by Stampacchia, while the operator perturbation of the transmission problem

requires the notion of very weak solutions. We remark that in state constrained optimal control problems

low regularity of the adjoint equations is also an issue and thus the technical difficulties we encounter

are related to the discussion of [23], where the uniqueness of solutions to adjoint equations with mixed

boundary conditions is discussed. Our approach also allows us to derive at least first order topological

derivatives.

Structure of the paper Our paper is structured as follows:

(a) In Section 1.2 we gather all the basic notions and definitions of generalised topological derivatives

and the topological state derivative.

(b) Section 1.3 contains a discussion of one of our main points, that is, the link between control deriva-

tives, topological derivatives and the asymptotic analysis of PDEs. All the rigorous computations in

this section are carried out for linear operators, and serve to illustrate our idea.

(c) Section 2 contains our rigorous results for the analysis of semilinear elliptic equations, when per-

turbing lower-order terms. In Subsection 4, we study several concrete examples using adjoint states.

(d) Section 3 is devoted to the study of point perturbations of the operator. The analysis is distinctly

different from the semilinear case discussed in Section 2, both from the point of view of the notion

of (very) weak solutions, and from that of first order asymptotics.

(e) The rest of the paper contains the proofs of our results.

1.2 Generalised topological derivatives and the topological state derivative

Generalised topological derivatives Throughout the paper, we let D ⊂ Rd be a design region that is, a

smooth, open, bounded domain. Henceforth we denote byA (D) the set of admissible designs; in other

words,

A (D) = {Ω measurable, Ω ⊂ D} .

A function J :A (D)→ R is called a shape functional.

Definition 1.1. Let Ω ∈ A (D). Consider a compact set E ⊂ D such that ∂Ω ∩ E = ; and denote by

Eǫ := {x ∈ Rd : dE(x) < ǫ} the tubular neighborhood of E of width ǫ > 0. We define the perturbed set

Ω(Eǫ) ⊂ D by

Ω(Eǫ) :=

¨

Ω∪ Eǫ E ⊂ D \Ω,

Ω \ Eǫ E ⊂ Ω.
(1.1)
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The topological derivative of the functional J at E is defined by the following limit, provided it exists:

DJ(Ω)(E) := lim
ǫց0

J(Ω(Eǫ))− J(Ω)

|Eǫ|
. (1.2)

Remark 1.2. Here, we note that our definition of topological derivative already assumes that the first

order term in the asymptotic expansion of J is of order |Eǫ|, the Lebesgue measure of Eǫ. This obviously

depends on the shape functional under consideration. In several cases, for instance when considering a

PDE dependent shape functional, and when enforcing Dirichlet boundary conditions on the boundary of

Eǫ, terms of lower order appear [3]. However, as will be clear throughout, in all cases under consideration

here, the leading order in the topological expansion is |Eǫ|.

Working with tubular neighborhoods allows for a great variety of perturbations; let us list a few

examples corresponding to particular choices of E.

Examples 1.3. Assume again that D ⊂ Rd and Ω ⊂ D.

• E = {x0}, x0 ∈ D. Then Eǫ = Bǫ(x0) and |Eǫ| = ǫ
d |B1(0)|, where Br(x) denotes the open ball of

radius r > 0 located at x in Rd .

• Let E = Γ ⊂ D be a smooth closed orientable hypersurface with normal ν : Γ → Rd , |ν| = 1 on Γ .

Then, for ǫ > 0 small enough, Γǫ = {x + tν(x) : x ∈ Γ : t ∈ [0,ǫ)} and |Γǫ| = ǫPer(Γ ) + oǫ→0(ǫ),

where Per(Γ ) the perimeter of Γ , which in view of the smoothness of Γ is equal to the (d − 1)-

dimensional Lebesgue measure of Γ .

The topological state derivative as derivative of the shape-to-state operator Throughout this paper

we only consider PDE-dependent shape functionals. Let X (D) be a space of functions defined on D with

values in R. We consider an equation of the type: find uΩ ∈ X (D), such that

〈EΩ(uΩ),ϕ〉X (D)′,X (D) = 0 for all ϕ ∈ X (D), (1.3)

where EΩ : X (D)→ X (D)′ is a potentially nonlinear operator. Typically, X (D) is a Sobolev space (X (D) =

W 1,p(D)), and (1.3) merely corresponds to the weak formulation of an elliptic equation of the type

¨

LΩu= fΩ in D ,

u satisfies boundary conditions on ∂D,
(1.4)

where the expression "weak formulation" needs to be specified. The operator LΩ depends on Ω. In this

paper, several dependences on Ω are considered: LΩ can take the form −div((α+βχΩ)∇), or −∆−χΩ,

and can be nonlinear in u. Similarly, the function fΩ is a priori assumed to depend on the set Ω.

Definition 1.4. We define the shape-to-state operator S :A (D)→ X (D) by S(Ω) := uΩ, where uΩ solves

(1.3) for the set Ω ∈A (D).

Of course, under proper assumptions on the nonlinear operator EΩ, S is a uniquely defined operator

so that Definition 1.4 makes sense.

In the following definition we introduce the shape-to-state operator and its derivative, which we refer

to as the topological state derivative. In contrast to the usual asymptotic expansion [24, Chapter 5] of

the state, our definition does not involve a rescaling and is simply the usual differential quotient of the

state; in this regard, it is akin to an optimal control approach.
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Definition 1.5 (Topological state derivative: derivative of the shape-to-state operator). Let Ω ∈ A (D)

and consider a compact set E ⊂ D \Ω or E ⊂ Ω. For ǫ > 0 we introduce

Uǫ := UΩ(Eǫ) :=
uΩ(Eǫ) − uΩ

|Eǫ|
, (1.5)

and define the topological state derivative of S at Ω in direction E by

S′(Ω)(E) := U0 := UE,0 := lim
ǫց0

Uǫ, (1.6)

where the limit has to be understood in an appropriate function space specified later on.

In the following sections we will examine three different PDE constraints and study the differentia-

bility of the corresponding shape-to-state operator. This will form the groundwork for the optimisation

of several PDE constrained functionals.

1.3 Control derivatives, topological derivatives and asymptotic analysis

From control derivatives to topological derivatives When using the wording “control derivative",

what we mean is that the shape Ω ∈ A (D) is identified with its characteristic function χΩ, and that we

actually consider variations of Ω as variations of χΩ. To give this concept a more precise meaning, let us

take a basic example: for every Ω ∈A , let uΩ ∈ H1(D) be the unique solution of

�
−∆uΩ = χΩ in D,

uΩ = 0 on ∂D.
(1.7)

Let E ⊂ D be either a point or a smooth oriented hypersurface, and assume for the sake of simplicity that

E ⊂ D\Ω. Then, for ǫ > 0 small enough, we have, with Ωǫ := Ω(Eǫ) = Ω∪ Eǫ,

χΩǫ = χΩ +χEǫ
,

so that, setting µǫ =
χEǫ

|Eǫ |
, the function Uǫ :=

uΩǫ−uΩ
|Eǫ |

solves

�
−∆Uǫ = µǫ in D,

Uǫ = 0 on ∂D.
(1.8)

For each ǫ > 0 the function µǫ is a probability measure on D.

In the case where E = {x0}, it is clear that µǫ *δx0
as ǫց 0 weakly in the sense of measures and it

is then expected that {Uǫ}ǫ>0 converges in some sense to the solution U{x0},0
∈ X of the elliptic equation

(with measure datum)
�
−∆U{x0},0

= δx0
in D,

U{x0},0
= 0 on ∂D.

(1.9)

To make the function space X (D) precise, we will require some background information on the weak

formulation of (1.9), but what matters is that the topological state derivative appears, in this case, as

the Green kernel of −∆. This simple remark allows to go back from topological derivatives to control

derivatives.
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Expressing control derivatives via the topological state derivative Indeed, assume we wish to com-

pute the control derivative of (1.8); this means that we see χΩ as a function in L2(D) and that we consider

the control derivative of the state, defined, for a given perturbation h, as

u̇h := lim
tց0

vth − uΩ

t

where vth ∈ L2(D) satisfies (1.8) with χΩ replaced with χΩ + th. Then it is clear, by linearity of the

equation, that u̇h satisfies
�
−∆u̇h = h in D,

u̇h = 0 on ∂D.
(1.10)

As we already explained briefly that the topological state derivative coincides with the Green kernel of

the operator −∆, it is reasonable to expect, for instance if h is supported in D\Ω, that u̇h writes as

u̇h(x) =

∫

D\Ω

h(y)U{y},0(x)d y.

Consequently, we see on this simple example that the knowledge of the topological derivative implies

that we are able to compute any control-type derivative. One of our objectives in this paper is to prove

the validity of this intuitive paradigm in several cases.

Of course, several points need to be underlined here. First and foremost, as should be clear, we need to

work with elliptic equations with measure data in order to obtain optimal estimates. Most of this will be

done using and adapting the techniques of [26], which itself relies on the seminal [20] . Second, a lot of

care needs to be taken when differentiating nonlinear problems, and giving proper regularity estimates on

the fundamental solutions of the linearised operator; here, we rely on the aforementioned [20]. Finally,

as we shall see, the weak formulation of the equation on U{x0},0
will be strongly dependent on the type

of perturbation we consider. While, for perturbation of lower-order terms, the setting correspond to the

standard one, we need to introduce a notion of very weak solution when considering transmission type

problems.

Asymptotics of the shape-to-state operator of point perturbations Our goal is now to link the control

derivatives and the usual asymptotic analysis of the shape-to-state operator.

“Singular" perturbations (i.e. removing a ball in the domain) and the asymptotics of PDEs where the

singular perturbation appears are usually treated by introducing so-called “boundary layer correctors".

This approach typically involves working in unbounded domains. Although working with an optimal

control approach allows to only work in bounded domains, this limit layer approach is of great importance

in topology optimisation and we thus present it in this paragraph. We refer to [21,22] for the asymptotic

analysis of such singular perturbations and to [24, 25] for computations of topological derivatives of

shape functionals. In contrast to these more classical approaches, we recall in this section the point

of view of [4, 5, 29], which, while also using boundary-layer correctors, rescales the domain to keep a

fixed size of the inclusion. As shown in [14, 29], this approach can be advantageous when dealing with

semilinear and quasilinear PDEs. For this reason we give the following definition:

Definition 1.6 (Derivative of shape-to-state operator, the rescaled domain approach). Let x0 ∈D. Define

E := {x0} and consider a connected and bounded domain ω ⊂ Rd with 0 ∈ ω. For any ǫ > 0, we define

the diffeomorphism Tǫ : D ∋ x 7→ x0 + ǫx and the rescaled domain

Dǫ := T−1
ǫ (D).
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Introduce ωǫ(x0) := x0 + ǫω and define

Ωǫ(x0,ω) :=

¨

Ω∪ωǫ(x0) for x0 ∈D \Ω,

Ω \ωǫ(x0) for x0 ∈ Ω.
(1.11)

Note that according to Definition 1.1, we have Ωǫ(x0,ω) = Ω(ωǫ(x0)). However, we introduce the no-

tation Ωǫ(x0,ω) to emphasise the dependence on both x0 and ω. Furthermore, we set uǫ := uΩǫ(x0,ω),

u0 := uΩ and finally define

Kǫ :=
(uǫ − u0) ◦ Tǫ

ǫ
, ǫ > 0.

The derivative of the shape-to-state operator is

K := lim
ǫց0

Kǫ, (1.12)

where the limit has to be understood in an appropriate setting. We note that the limit K typically depends

on x0, ω and as well as Ω. As the domain of definition Dǫ of Kǫ varies with ǫ, (1.12) needs to be

understood as ‖Kǫ − K‖X (Dǫ)→ 0 for the norm of a suitable function space X (Dǫ).

The function K typically satisfies an equation in an unbounded domain. We refer to the later sections

for examples and also to [4, 5, 15, 29] for concrete topological derivative examples using the rescaling

approach outlined above.

Remark 1.7. Let us underline that this definition covers the case of ball perturbations which corresponds

toω = B1(0) in the previous definition, and is more general in the sense that shapes other than a ball are

allowed. However, it does not include lower dimensional objects. This is in contrast with Definition 1.5.

Connection between asymptotics of state and topological state derivative We consider again the

problem of the previous section, namely,

�
−∆uΩ = χΩ in D,

uΩ = 0 on ∂D.
(1.13)

We now sketch the connection between the asymptotic expansion of uΩǫ(x0,ω) for x0 ∈ D \ Ω and the

topological state derivative. So we restrict ourselves to point perturbations and note that Ωǫ(x0,ω) =

Ω ∪ {x0 + ǫω}. We only discuss the case d = 3 and provide the results for d = 2 in later sections. In

the fixed three dimensional domain D, with f1 = 1 , f2 = 0, we have [4] the following expansion of

uΩǫ(x0,ω) =: uǫ:

uǫ(x) = u0(x) + ǫ
2(K(T−1

ǫ (x)) + ǫv(x)) + higher order terms, for a.e. x ∈D, (1.14)

where u0 := uΩ and v is a regular boundary corrector function defined on the fixed domain D. Then in

fact we will show that almost everywhere one can indeed recover the topological state derivative via the

limit

U0(x) = lim
ǫց0

uǫ − u0

|ωǫ|
= lim
ǫց0

1

|ωǫ|
ǫ2(K(T−1

ǫ (x)) + ǫv(x)), x ∈D. (1.15)

The function K admits the asymptotic behaviour K(x) = R(x) +O(|x |−2) with R(x) := |ω|E(x) and E(·)

being the fundamental solution of −∆ on R3:

E(x) =
1

4π|x |
, (1.16)
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where here and henceforth we denote by |x | the Euclidean norm of a vector x ∈ Rd . From the first

asymptotic term of K , which is R, we can also determine the corrector v ∈ H1(D) as the solution of

�
−∆v = 0 in D ,

v(x) = −R(x − x0) on ∂D.
(1.17)

Therefore, one can compute the first limit on the right hand side of (1.15) explicitly using R(T−1
ǫ (x)) =

ǫR(x − x0):

lim
ǫց0

1

|ωǫ|
ǫ2(K(T−1

ǫ (x)) = lim
ǫց0

1

|ωǫ|
ǫ2R(T−1

ǫ (x)) = |ω|
−1R(x − x0) =

1

4π|x − x0|
. (1.18)

We note that x 7→ R(x − x0) ∈W 1,q(D) for q ∈ [1, d
d−1) = [1, 3

2). Summarising, we derived the following

form of U0:

U0(x) = |ω|
−1(R(x − x0) + v(x)) for a.e. x ∈D, (1.19)

and thus conclude that U0 is indeed a solution of

�
−∆U0 = δx0

in D,

U0 = 0 on ∂D.
(1.20)

The solution |ω|−1 (R(x − x0) + v(x)) is a well-known splitting for (1.20) and is often used in numerical

analysis [6,12]. The function |ω|−1R(x − x0) solves the Poisson equation in R3 with Dirac measure at x0

as a right hand side, and |ω|−1v(x) corrects the boundary error introduced by |ω|−1R(x− x0), so that U0

has homogeneous Dirichlet boundary conditions on ∂D.

In conclusion, the topological state derivative can be obtained from the asymptotic analysis of the

state equation. If the asymptotic analysis of the state equation is performed using compound asymptotics

[21,22,24], then one naturally obtains a splitting for the limit solution into a regular part, which comes

from the corrector v and an irregular part, which originates from the corrector K . We will see later that

the topological expansion can be effectively used to compute the topological state derivative and even

establish strong convergence in suitable function spaces.

2 Main results for general topological perturbations of semilinear equa-

tions

We first give some basic results about the convergence in measure of the functions χEǫ
(see Definition 1.1

for the definition of Eǫ). In the following sections, we proceed with steps of increasing complexity, first

considering topological state derivatives for lower order terms, then considering transmission problems.

2.1 Convergence in measure of χEǫ
and notation

Our goal is to make sense of topological derivatives for any type of d-dimensional inclusions as proposed

in [8]. For this reason, we need to specify the behaviour of χEǫ
, as ǫ→ 0. This is the object of the following

proposition; it is stated without a proof as it is fairly standard.

Proposition 2.1. For every nonempty compact E ⊂ D and for every ǫ > 0 we let Eǫ be its tubular

neighborhood (see Definition 1.1) and we consider the probability measure on D

µEǫ
:=
χEǫ

|Eǫ|
.
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(a) Assume E = {x0}, so that Eǫ = Bǫ(x0). Then, for the weak convergence of measures,

µEǫ
*
ǫց0
µE := δx0

.

(b) Assume E = Γ is a (d − 1)-dimensional Lipschitz hypersurface with finite perimeter Per(Γ ). Then,

in the sense of measures,

µEǫ
*
ǫց0
µE :=

1

Per(Γ )
(H d−1⌊Γ ),

where H d−1⌊Γ stands for the restriction of the (d − 1)-dimensional Hausdorff measure to Γ .

(c) Assume that E = M is a 1 < k < d − 1 dimensional compact and smooth submanifold (without

boundary). Then, in the sense of measures:

µEǫ
*
ǫց0
µE :=

1

H k(M)
(H k⌊M),

We refer to [9, Theorem 2.15] for a proof.

Remark 2.2. • For E = {x0} and Eǫ = Bǫ(x0) ǫ > 0 the weak convergence of measures (a) means

for all ϕ ∈ C0(D):

∫

D

µEǫ
ϕ d x =

1

|Bǫ(x0)|

∫

Bǫ(x0)

ϕ d x→ ϕ(x0) as ǫց 0. (2.1)

• For E = Γ is a (d − 1)-dimensional Lipschitz hypersurface with finite perimeter Per(Γ ), the weak

convergence of measures (b) means for all ϕ ∈ C0(D):

∫

D

µEǫ
ϕ d x =

1

|Eǫ|

∫

Eǫ

ϕ d x →
1

Per(Γ )

∫

Γ

ϕ dH d−1 as ǫց 0. (2.2)

Remark 2.3. When E is a hypersurface, we can actually prove that the convergence holds for the duality

on W 1,p(D). This means that (2.2) holds for every function ϕ ∈ W 1,p(D), for p ∈ [1,∞), when we

replace the last integral with
∫

Γ
TrΓ (ϕ) dH d−1, where TrΓ is the trace operator on Γ .

Throughout the paper, we retain the notation µE for the limit measures given in Proposition 2.1.

Remark 2.4 (Lower dimensional inclusion). Of course, what we considered here was the removal of a

d-dimensional object: Eǫ has nonempty interior. It is natural to wonder what might happen if we were to

remove lower dimensional objects, for instance removing a centered disk in a three-dimensional object.

We believe that our analysis would still be valid but, for the sake of readability, we stick with the removal

of tubular neighborhoods.

Notation In Definition 1.1 we have considered two types of perturbations, one consisting in adding

some material outside of Ω, the other in removing some material from Ω. Naturally, this means that,

depending on the case considered, either µEǫ
or −µEǫ

is involved in the linearised system. In order to

alleviate notations and to not carry out moot distinctions, for every compact subset E such that E ⊂ Ω or

E ⊂ D\Ω we define

sgn
Ω
(E) :=

¨

+1 if E ⊂ D\Ω ,

−1 if E ⊂ Ω.
(2.3)
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2.2 Topology optimisation problems for semilinear equations with monotone semilin-

earity

Analytic setting The first problem we tackle is that of a semilinear elliptic equation, where Ω ∈A (D)

appears in the nonlinearity.

To be precise, we consider two coefficients fi ∈ R (i = 1,2), as well as two nonlinearities gi = gi(u)

(i = 1,2) that satisfy

gi is C1 increasing in u, and is globally bounded in R+ (i = 1,2). (2.4)

We then define, for every Ω ∈A (D), a nonlinearity ρΩ = ρΩ(x ,u) as

ρΩ(x ,u) := χΩ(x)g1(u) +χD\Ω(x)g2(u).

From [30, Theorem 4.4], if (2.4) is satisfied, then, for every Ω ∈ A (D), the equation

�
−∆uΩ +ρΩ(x ,uΩ) = f1χΩ + f2χD\Ω in D,

uΩ = 0 on ∂D,
(2.5)

has a unique solution uΩ ∈ H1
0(Ω). By standard elliptic regularity, for every p ∈ [1,∞), uΩ ∈ W 2,p(D)

so that uΩ ∈ C1(D). We now study the topological state derivative of Ω 7→ uΩ. To give meaning to our

afferent results, we need to lay down some basic definitions on the linearised system.

Basic computations Our subsequent analysis strongly hinges on the property of the linearised operator

associated with (2.5). To justify the use of this linearisation, we simply observe that Uǫ :=
uΩ(Eǫ )−uΩ
|Eǫ |

satisfies Uǫ = 0 on ∂D and in a weak W
1,q

0
(D)-sense, the following equation in D:

−∆Uǫ +χΩ
(g1(uǫ)− g1(u0)− g2(uǫ) + g2(u0))

|Eǫ|
+

g2(uǫ)− g2(u0)

|Eǫ|

= sgn
Ω
(E) [(g2(uǫ)− g1(uǫ)) + ( f1 − f2)]µEǫ

,

where we used the simplified notation uǫ := uΩ(Eǫ) and u0 := uΩ, and we should thus obtain, as ǫ ց 0,

the following limit equation:

−∆U0 +
∂ ρ0

∂ u
(x ,u0) = sgn

Ω
(E) [(g2(u0)− g1(u0)) + ( f1 − f2)]µE in D,

U0 = 0 on ∂D,

(2.6)

which has to be understood in a weak W 1,q(D) sense for q > d and will be explained in the next paragraph.

In the following paragraph we give some background information about the linear operator used to define

the linear equation on U0.

Notion of weak solution for the linearised system The linearised operator associated with (2.5) is

defined as

LΩ : u 7→ −∆u+
∂ ρΩ
∂ u
(x ,uΩ)u. (2.7)

As we explained in Section 1.2, topological state derivatives “should", in a sense made precise below,

solve an equation of the form −LΩu = µ for some probability measure µ, with homogeneous Dirichlet

boundary conditions. Even in the case of the Laplacian there are natural Sobolev bounds on the regularity

to be expected from solutions of such equations. This motivates the following definition.
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Definition 2.5. LetM (D) be the set of Borel measures in D with finite total variation. Let µ ∈ M (D).

For every q ∈ [1, d
d−1), we say that a function u ∈W

1,q

0
(D) is a weak W

1,q

0
-solution of

�
LΩu= µ in D,

u= 0 on ∂D,
(2.8)

if, for every function ϕ ∈W
1,q′

0
(D) with 1

q +
1
q′ = 1, there holds

∫

Ω

∇u · ∇ϕ d x +

∫

Ω

∂ ρΩ
∂ u
(x ,uΩ)uϕ d x = 〈ϕ,µ〉, (2.9)

where the last duality bracket is to be understood in the sense of the duality between continuous functions

and measures.

It should be noted that since 1≤ q < d
d−1 , the conjugate Lebesgue exponent q′ of q, 1

q+
1
q′ = 1, satisfies

q′ > d . From Sobolev embeddings this implies that the duality bracket 〈ϕ,µ〉 in (2.9) is well-defined.

Definition 2.5 is a standard notion of weak solution for elliptic equations with measure data [7,26].

As a first consequence of (2.4) we prove that (2.8) is well-posed.

Proposition 2.6. If g1 , g2 satisfy (2.4) then, for every finite Borel measure µ in D, the equation (2.8)

is well-posed: for every q ∈ [1, d
d−1) there exists a unique solution u ∈ W

1,q

0
(D) of (2.8). Furthermore,

there exists a constant Cq independent of µ such that

‖u‖W 1,q(D) ≤ Cq‖µ‖M (D).

It is obvious by the inclusion of the Lebesgue spaces Lp that u does not depend on the exponent q

and we abbreviate the first point of this proposition as “there exists a unique weak solution u to (2.8)

that further satisfies that for every q ∈ [1, d
d−1), u ∈W

1,q

0
(D).” Finally, observe that the Sobolev space in

which (2.8) is well-posed depends on the space µE is in the dual of; in the case where E = {x0}, µE is

only in the dual space of W 1,q(D), q > d . In the case E = Γ , µE is in the dual of all Sobolev spaces by the

theory of Sobolev traces.

Expression of the topological state derivative Our main result here is the following theorem (recall

that µE is defined in Proposition 2.1)

Theorem 2.7. Let E ⊂ Ω or E ⊂ D\Ω be either a point, d − 1-dimensional Lipschitz surface or 1 < k <

d − 1 dimensional compact and smooth submanifold (without boundary). For every ǫ > 0 we define

Uǫ :=
uΩ(Eǫ )−uΩ
|Eǫ |

. Then, for every q ∈ [1, d
d−1),

Uǫ →
ǫց0

U0 strongly in W
1,q

0
(D),

where U0 is the unique solution to

�
−∆U0 + ∂uρΩ(x ,uΩ)U0 = sgn

Ω
(E) {(g2(uΩ)− g1(uΩ)) + ( f1 − f2)}µE in D,

U0 = 0 on ∂D.
(2.10)

Observe that, since uΩ ∈ C1(D) and since g1 , g2 are continuous, the product appearing on the right-

hand side of (2.10) is indeed a Borel measure. In addition, U0 depends on Ω and E.
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Expression of control derivatives using the topological state derivative We mentioned in the in-

troduction of this paper that a control point of view allows to obtain the topological state derivative.

Conversely, in low dimensions, the knowledge of the topological state derivatives enables the recovery

of control derivatives. In this context, and to make our statement more precise, let us recall that, seeing

χΩ as a function in L2(D), we may extend the definition of uΩ by defining, for every f ∈ L2(D), u f as the

unique solution of (2.5) with χΩ replaced with f , and χ
D\Ω replaced with (1− f ). The L2-differentiability

of the map f 7→ u f is standard. For every h ∈ L2(Ω), let

u̇χΩ,h = lim
tց0

uχΩ+th − uχΩ

t

be the directional derivative of f 7→ u f at χΩ in direction h. Recalling that LΩ was defined in (2.7), u̇χΩ,h

solves (in the weak H1
0(D) sense):

�
LΩu̇χΩ,h = h {(g2(uΩ)− g1(uΩ)) + ( f1 − f2)} in D,

u̇χΩ,h = 0 on ∂D.
(2.11)

Our second theorem is the following:

Theorem 2.8. Assume d ∈ {2,3}. Then, for every h ∈ L2(D), u̇χΩ,h admits the following representation:

for a.e. x ∈D,

u̇χΩ,h(x) =

∫

D

sgn
Ω
(y)U{y},0(x)h(y)d y. (2.12)

where U{y},0 is the solution of (2.8) with µ = δy .

Theorem 2.8 justifies the analogy between the topological state derivative and the Green kernel of

the linearised operator. Of course, there is an interplay between the dimension assumption d ∈ {2,3} and

the integrability of the perturbation h. We also note here that we stated the theorem in the L2 setting, as

it is the most currently used for control derivatives.

2.3 Asymptotic expansion of u
Ω

and relation to the topological state derivative

Asymptotic analysis in the linear case In this section, we consider the model (2.5) with g1 = g2 = 0

for point perturbations. To be precise we consider uǫ ∈ H1
0(D), such that

∫

D

∇uǫ · ∇ϕ d x =

∫

D

( f1χΩǫ + f2χΩc
ǫ
)ϕ d x for all ϕ ∈ H1

0(D). (2.13)

where

Ωǫ := Ωǫ(x0,ω) :=

¨

Ω∪ωǫ(x0) for x0 ∈ D \Ω,

Ω \ωǫ(x0) for x0 ∈ Ω,
(2.14)

and ωǫ(x0) := x0 + ǫω with ω ⊂ Rd being a simply connected domain with 0 ∈ ω. Furthermore, we

define uǫ := uΩǫ(x0,ω) for ǫ > 0 and u0 := uΩ.

The full asymptotic expansion for this equation including full topological expansions of several cost

functionals has been studied in [4]. Recall the notation Tǫ(x) = x0+ǫx for x0 ∈D\∂ Ω. We now present

a relation between the limit

U0 := lim
ǫց0

uǫ − u0

|ωǫ|
, (2.15)
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and the asymptotic expansion derived in [4] for uǫ, namely,

uǫ(x) = u0(x) + ǫ
2(K(T−1

ǫ (x)) + v(x) + ln(ǫ)b) + o(ǫ2) for d = 2, (2.16)

with b := −sgn
Ω
({x0})(2π)

−1( f1 − f2) and

uǫ(x) = u0(x) + ǫ
2(K(T−1

ǫ (x)) + ǫ
d−2v(x)) + o(ǫd) for d ≥ 3. (2.17)

Here K is a corrector function defined in Rd , while v is a boundary layer corrector defined in the bounded

domain D. To be precise, K is given, in term of the fundamental solution E(·) of the Laplace operator −∆

in Rd , as

K(x) = sgn
Ω
({x0})( f1 − f2)

∫

ω

E(x − y) d y, (2.18)

with the fundamental solution being given by

E(x) =

¨

c2 ln(|x |) for d = 2,

cd
1
|x |d−2 for d ≥ 3,

(2.19)

with c2 := − 1
2π and, if d ≥ 3, cd := ((d(d − 2)α(d))−1, α(d) denoting the volume of the unit ball in Rd .

Thus, the function K satisfies

−∆K = sgn
Ω
({x0})( f1 − f2)χω in Rd .

and admits the following asymptotic expansion for d ≥ 2:

K(x) = sgn
Ω
({x0})( f1 − f2)

¨

c2 ln(|x |) +O(|x |−1) for d = 2,

cd |x |
−(d−2)+O(|x |−(d−1)) for d ≥ 3,

(2.20)

so that when we denote by R the first term of the asymptotics of K , that is, K(x) = R(x) +O(|x |d−1), we

obtain

R(x) = sgn
Ω
({x0})( f1 − f2)

¨

c2 ln(|x |) for d = 2,

cd |x |
−(d−2) for d ≥ 3.

(2.21)

The corrector function v ∈ H1(D) satisfies

�
−∆v = 0 in D,

v(x) = −R(x − x0) on ∂D.
(2.22)

To state the main result, let us briefly recall the setting of [4]. Since the result in [4] was provided

only for d ∈ {2,3}, we give a short proof in the appendix.

Lemma 2.9. Introduce the function

Kǫ =
(uǫ − u0) ◦ Tǫ

ǫ2
, ǫ > 0. (2.23)

Set Dǫ := T−1
ǫ (D) for ǫ > 0. Then there is a constant C = Cp,d > 0, which depends on p and d , such that

for d = 2:

‖ǫ(Kǫ − K − v ◦ Tǫ − ln(ǫ)b)‖L2(Dǫ)
+ ‖∇(Kǫ − K − v ◦ Tǫ − ln(ǫ)b)‖L2(Dǫ)

d ≤ Cǫ, (2.24)

with b := −sgn
Ω
({x0})

1
2π ( f1 − f2) and for d ≥ 3:

‖ǫ(Kǫ − K − ǫd−2v ◦ Tǫ)‖L2(Dǫ)
+ ‖∇(Kǫ − K − ǫd−2v ◦ Tǫ)‖L2(Dǫ)

d ≤ Cǫ
d
2 . (2.25)
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Relation between asymptotic expansion and topological state derivative To draw a connection to

the topological state derivative, let us note that we can write the expansions (2.24) and (2.25) pointwise

as (2.16) and (2.17). Our main result is that the estimate (2.25) in fact implies the following estimate:

Theorem 2.10. For x0 ∈ D \ ∂Ω and ω ⊂ Rd be a simply connected and bounded domain with

0 ∈ω we use the definition of Ωǫ(x0,ω) of (1.11) and set uǫ := uΩǫ(x0,ω), u0 := uΩ and

Uǫ :=
uǫ − u0

|ωǫ|
, ǫ > 0. (2.26)

Let K and v be defined by (2.18) and (2.22), respectively. Then we have the following results.

(i) From the asymptotic expansion (2.24) and (2.25) we conclude that the limit (2.15) exists. In fact

we have

U0(x) = sgn
Ω
({x0})( f1 − f2)E(x − x0) + v(x), for a.e. x ∈D, (2.27)

and for a.e. x ∈D, we have with b := −sgn
Ω
({x0})(2π)

−1( f1 − f2):

U0(x) = lim
ǫց0

1

|ωǫ|
ǫ2(K(T−1

ǫ (x)) + v(x) + ln(ǫ)b) for d = 2, (2.28)

and

U0(x) = lim
ǫց0

1

|ωǫ|
ǫ2(K(T−1

ǫ (x)) + ǫ
d−2v(x)) for d ≥ 3. (2.29)

(ii) Let the space dimension be d = 2. Then there exist constant C = Cp,d > 0, which depends on p

and d , such that

• We have for all p ∈ (2,∞):

‖Uǫ − U0‖Lp(D) ≤ Cǫ
2
p . (2.30)

• We have for all p ∈ (1,2):

‖Uǫ − U0‖W 1,p(D) ≤ Cǫ
2
p−1

. (2.31)

(iii) Let the space dimension be d ≥ 3. Then there exists C = Cp,d > 0, which also depends on p and d ,

such that:

• We have for all p ∈
�

d
d−1 , d

d−2

�

:

‖Uǫ − U0‖Lp(D) ≤ Cǫ
d−p(d−2)

p . (2.32)

• We have for all p ∈ (1, d
d−1),

‖Uǫ − U0‖W 1,p(D) ≤ Cǫ
d−p(d−1)

p . (2.33)

Notice that p−1(d − p(d − 1)) ∈ (0,1).

The following corollary shows that, if ω = B1(0) is the unit ball centered at the origin, then the

convergence rate of Uǫ to U0 in the Lp(D) norm can be improved to an order between (1,2).

Corollary 2.11. Assume that ω = B1(0) is the unit ball in Rd centered at the origin. Then we have for

all p ∈ (1, d
d−2) for d ≥ 3 or p ∈ (1,∞) for d = 2,

‖Uǫ − U0‖Lp(D) ≤ Cǫ
d−p(d−2)

p . (2.34)

That means the convergence rates (2.31) for d = 2 and (2.33) for d ≥ 3 are improved for all p ∈ (1, d
d−1).



15

Let us finish this section with two remarks.

Remark 2.12. The function U0(x) := |ω|−1(R(x − x0) + v(x)) ∈ W
1,p

0
(D) with p ∈ [1, d

d−1) solves in a

weak sense: �
−∆U0 = sgn

Ω
({x0})( f1 − f2)δx0

in D,

U0 = 0 on ∂D.
(2.35)

The decomposition of the solution U0 of (2.35) in a regular part |ω|−1v and a singular part |ω|−1R(x −

x0) = sgn
Ω
({x0})( f1 − f2)|ω|E(x − x0) is well-known and often used in the numerical investigation of

this type of equation [6,12].

Remark 2.13. The improved Lp(D) convergence rate of Corollary 2.11 is a result of the symmetry of the

inclusion ω = B1(0). We note that (2.34) implies for p > 1 close to one that

‖(Uǫ − U0)/ǫ‖Lp(D) = o(1) (2.36)

and thus U2
ǫ := (Uǫ −U0)/ǫ→ 0 strongly in Lp(D) for p close to one. This is actually consistent with the

limit equation of U2
ǫ . To see this we recall that

Uǫ =
uǫ − u0

|ωǫ|
, U2

ǫ :=
Uǫ − U0

ǫ
, ǫ > 0.

It is readily checked that U2
ǫ satisfies:

∫

D

∇U2
ǫ · ∇ϕ d x = sgn

Ω
({x0})( f1 − f2)

1

|ωǫ|

∫

ωǫ

ǫ−1(ϕ −ϕ(x0)) d x for all ϕ ∈ H1
0
(D). (2.37)

Now changing variables on the right hand side and integrating by parts on the left hand side, we obtain

for ϕ ∈ C2
c (D):

−

∫

D

U2
ǫ∆ϕ d x = sgn

Ω
({x0})( f1 − f2)

∫

ω

ǫ−1(ϕ(x0 + ǫx)−ϕ(x0)) d x . (2.38)

Hence, if U2
ǫ → U2

0 in Lp(D), then passing to the limit yields for ϕ ∈ C2
c (D):

−

∫

D

U2
0
∆ϕ d x = sgn

Ω
({x0})( f1 − f2)

∫

ω

∇ϕ(x0) · x d x . (2.39)

So we observe that for ω = B1(0) the integral on the right hand side vanishes due to the symmetry of

B1(0). This is consistent with U2
0
= 0 so that also the left hand side is zero.

Topological state derivative via the formal asymptotic expansion of the semilinear equation We

consider the semilinear equation (2.5) with right hand side f ∈ L2(D):

�
−∆uΩ +ρΩ(x ,uΩ) = f in D,

uΩ = 0 on ∂D.
(2.40)

From Theorem 2.7 we have that the limit

U0 := lim
ǫց0

uǫ − u0

|ωǫ|
, (2.41)
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satisfies
�
−∆U0 + ∂uρΩ(x ,uΩ)U0 = sgn

Ω
({x0})δx0

{(g2(uΩ)− g1(uΩ))} in D,

U0 = 0 on ∂D.
(2.42)

We now want to show that this limit can also be obtained using an asymptotic analysis of uΩ. For this

purpose, we can split the solution U0 into an irregular part |ω|−1R and regular part |ω|−1v as follows

(the factor |ω|−1 is chosen to make the link between the asymptotic expansion and will become clear

shortly). Set gx0
:= g2(uΩ(x0))− g1(uΩ(x0)) and let R be defined by

R(x) = sgn
Ω
({x0})gx0

|ω|

¨

c2 ln(|x |) for d = 2,

c3|x |
−1 for d = 3.

(2.43)

Then we have in a distributional sense:

−∆(R(x − x0)) = |ω|sgn
Ω
({x0})gx0

δx0
in Rd . (2.44)

Now we define v ∈ H1(D) as follows

�
−∆v + ∂uρΩ(x ,uΩ)v = −sgn

Ω
({x0})R(x − x0)∂uρΩ(x ,uΩ) in D,

v = −R(x − x0) on ∂D.
(2.45)

Notice that in comparison to the linear setting studied in the previous section we now have an additional

term on the right hand side, namely, R(x − x0)∂uρΩ(x ,uΩ), which accounts for the fact that the equation

(2.44) does not have a lower order term. Then it is readily checked that

U0(x) := |ω|−1(R(x − x0) + v(x)), a.e. x ∈D, (2.46)

solves the equation (2.42).

We now show that U0 can be obtained from the asymptotics of uΩ. We let ω, x0 and Ωǫ = Ωǫ(x0,ω)

be as in the previous section. Denote again the solution of (2.40) uΩǫ by uǫ and u0 := uΩ. Following the

formal asymptotic expansion of [18] we have the following expansion of uΩǫ :

uǫ(x) = u0(x) + ǫ
2(K(T−1

ǫ (x)) + v(x) + ln(ǫ)b) + o(ǫ2) for d = 2, (2.47)

with b := −sgn
Ω
({x0})gx0

|ω|(2π)−1 and for d = 3

uǫ(x) = u0(x) + ǫ
2(K(T−1

ǫ (x)) + ǫv(x)) + o(ǫ3) for d = 3. (2.48)

Here K , given by

K(x) = sgn
Ω
({x0})gx0

∫

ω

E(x − y) d y, (2.49)

solves for d ∈ {2,3} the equation

−∆K = sgn
Ω
({x0})gx0

χω in Rd . (2.50)

Theorem 2.14. For x0 ∈D\∂ Ω andω ⊂ Rd with 0 ∈ω we use the definition of Ωǫ(x0,ω) of (1.11) and

set uǫ := uΩǫ(x0,ω) and u0 := uΩ and

Uǫ :=
uǫ − u0

|ωǫ|
, ǫ > 0. (2.51)
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Let K and v be defined by (2.49) and (2.45), respectively. Then we have the following results. From the

asymptotic expansion (2.47) and (2.48), we conclude that the limit (2.41) exists. In fact we have

U0(x) = |ω|
−1(R(x − x0) + v(x)), for a.e. x ∈D, (2.52)

and for a.e. x ∈D, we have with b := −sgn
Ω
({x0})|ω|gx0

(2π)−1:

U0(x) = lim
ǫց0

1

|ωǫ|
ǫ2(K(T−1

ǫ (x)) + v(x) + ln(ǫ)b) for d = 2, (2.53)

and

U0(x) = lim
ǫց0

1

|ωǫ|
ǫ2(K(T−1

ǫ (x)) + ǫv(x)) for d = 3. (2.54)

The proof of this theorem follows the lines of the proof of item (i) of Theorem 2.10.

3 Main results for operator point perturbation in linear transmission prob-

lems

In this section we show how our type of analysis carries on to transmission problems, which is also

referred to as "perturbation of the operator". The analysis of this type of perturbation is more difficult

than perturbations of lower order terms and typically involves so-called “polarisation matrices”; [1,2,24].

We will see that the topological state derivative for point perturbations of the operator exists, but exhibits

a very low regularity.

3.1 Topological state derivative for the transmission problem

Analytic set-up Throughout this section we fix a set Ω ∈ A (D) and assume Ω ⋐ D is smooth. For two

fixed parameters β1 ,β2 > 0 and every Ω ∈A (D), we define

βΩ := β1χΩ + β2χD\Ω.

Now for f ∈ Lp(D) with p > d , let uΩ be the unique weak solution in W 1,p(D) of the equation

�
−div(βΩ∇uΩ) = f in D,

uΩ = 0 on ∂D.
(3.1)

We note that the strong form of this equation reads: denoting by u+ := u|Ω and u− := u|D\Ω, we have















−β1∆u+ = f in Ω,

−β2∆u− = f in D \Ω,

β1∂νu
+ = β2∂νu

− on ∂Ω,

u+ = u− on ∂Ω,

u− = 0 on ∂D.

(3.2)



18

Topological perturbation under consideration In this section, we consider only point perturbations

Ωǫ(x0,ω) at points x0 ∈D \ ∂Ω of the set Ω defined by

Ωǫ := Ωǫ(x0,ω) :=

¨

Ω∪ωǫ(x0) for x0 ∈ D \Ω,

Ω \ωǫ(x0) for x0 ∈ Ω,
(3.3)

and ωǫ(x0) := x0 + ǫω with ω ⊂ Rd being a simply connected domain with 0 ∈ ω. We note that the

special case ω= B1(0) would correspond to the dilatation Ω(Eǫ) for E = {x0} considered in the previous

sections. Following [2,29] we decided to treat more general perturbations.

As we will see, the right hand side of the limit equation U0 for the transmission problem will involve

the divergence of a measure. As this is the only part which can not be covered by the techniques thus far

used in studying semilinear models, we devote a paragraph to some basic definitions.

Very weak solutions for elliptic equations with divergence-of-measure right hand side We consider,

for a given ζ ∈ Rd , the Dirac measure µ := ζδx0
∈M (D)d concentrated at x0 ∈ D \ ∂Ω , the equation

�
−div(βΩ∇ϕµ) = div(µ) in D,

ϕµ = 0 on ∂D.
(3.4)

The weak formulation would read

∫

D

βΩ∇ϕµ · ∇ϕ d x = ζ · ∇ϕ(x0) for all ϕ ∈ H1
0(D), (3.5)

which is obviously not well-defined. At this point, let us observe that by interior regularity∇uΩ is contin-

uous in a neighborhood of the perturbation point x0 ∈D\∂Ω. Furthermore, we also need to ensure that

∇ϕ is continuous as well. We thus resort to a notion of weak solution reminiscent of the one introduced

in [20]: for every p > d , for v ∈ Lp(D), let ϕv ∈W 2,p(Ω∪ (D \Ω))∩H1
0(D) be the unique solution of

�
−div(βΩ∇ϕv) = v in D,

ϕv = 0 on ∂D.
(3.6)

The well-posedness of this equation follows from arguments similar to the ones used in the proof of

Proposition 5.1. By elliptic regularity, for every p > d , we have, for two constants Cp , C ′
p

‖ϕv‖C1(Ω∪(D\Ω)) ≤ Cp‖ϕv‖W2,p(Ω∪(D\Ω)) ≤ C ′p‖v‖Lp(D), for all v ∈ Lp(D). (3.7)

Now choosing ϕv in (3.5) and integrating by parts we obtain

∫

D

uΩv d x =

∫

D

βΩ∇uΩ · ∇ϕv d x =

∫

D

〈∇uΩ,∇ϕv〉dµ= ζ · ∇ϕv(x0) for all v ∈ Lp(D). (3.8)

We note that the interface terms vanish in view of the choice of the test function ϕv. This leads to the

following definition:

Definition 3.1. Let q ∈ [1, d
d−1) and q′ be its conjugate Lebesgue exponent. We say that φµ is a very

weak W
1,q

0
(D)-solution of (3.5) if

∫

D

φµv =∇ϕv(x0) · ζ for all v ∈ Lq′(D), (3.9)
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where ϕv ∈W
1,q′

0
(D) solves

�
−div(βΩ∇ϕv) = v in D,

ϕv = 0 on ∂D.
(3.10)

It is important to note that the Ω dependence is now transferred to the definition of ϕv.

The main proposition is the following:

Proposition 3.2. Let x0 ∈D \ ∂Ω. For ζ ∈ Rd let µ := ζδx0
. The equation

�
−div(βΩ∇φµ) = div(µ) in D,

φµ = 0 on ∂D,
(3.11)

has a unique very weak solution in the sense of Definition 3.1. Furthermore, for every q ∈ [1, d
d−1), there

exists a constant Cq > 0 such that

‖φµ‖Lq(D) ≤ Cq‖µ‖M (D).

Expression of the topological state derivative Our main theorem is the following:

Theorem 3.3. Let Ω ∈ A (D) with Ω ⋐ D. Let x0,ω and Ωǫ(x0,ω) be as in (3.3) and denote by uΩ the

unique weak solution to (3.1). We have that Uǫ =
uΩǫ (x0,ω)−uΩ

|ωǫ |
is bounded in Lq(D) for q ∈ [1, d

d−1) and

we have for a constant C = Cq,d > 0, depending on q and d:

‖Uǫ − U0‖Lq(D) ≤ C(ǫ
d−q(d−1)

q + ‖Kǫ − K‖L1(ω)) (3.12)

and thus in particular Uǫ → U0 strongly in Lq(D) as ǫց 0. The limit U0 solves:

∫

D

U0v d x = sgn
Ω
({x0})(β2 − β1)

�

1

|ω|

∫

ω

∇K +∇u0(x0) d x

�

· ∇ϕv(x0) for all v ∈ Lq′(D), (3.13)

where ϕv is the solution to (3.6). Here, K belongs to the Beppo-Levi space ḂL(Rd)1 and is the unique

solution to: ∫

Rd

βω∇K · ∇ϕ d x = sgn
Ω
({x0})(β2 − β1)

∫

ω

∇u0(x0) · ∇ϕ d x , (3.14)

for all ϕ ∈ ḂL(Rd).

Remark 3.4 (Polarisation matrix). We note that K = K[∇u0(x0)] actually depends linearly on the vector

∇u0(x0) through the equation (3.14). Consequently, the map

∇u0(x0) 7→
1

|ω|

∫

ω

∇K d x : Rd → Rd , (3.15)

is also linear and thus there is a so-called polarisation matrix Aω ∈ Rd; see [1, 2], which depends on

β1,β2 and ω, such that

Aω∇u0(x0) =
1

|ω|

∫

ω

∇K d x . (3.16)

1The Beppo-Space ḂL(Rd ) is defined as the quotient space {ϕ ∈ H1
loc
(Rd ) : ∇ϕ ∈ L2(Rd)d}/R, where /R means we quotient

out constants. This space is equipped with the norm ‖ϕ‖ḂL(Rd ) := ‖∇ϕ‖L2(Rd )d ; see [11,29].
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It follows that the equation (3.13) is equivalent to
∫

D

U0v d x = sgn
Ω
({x0})(β2 − β1)(Aω + Id)∇u0(x0) · ∇ϕv(x0) for all v ∈ Lp(D), (3.17)

where Id ∈ Rd×d denotes the identity matrix.

Considering the special caseω= B1(0), one readily checks that the solution K of equation (3.14) is given

by

K(x) =

¨

Cβ∇u0(x0) · x , for x ∈ω,

Cβ∇u0(x0) ·
x
|x |d

, for x ∈ Rd \ω,
(3.18)

where Cβ := sgn
Ω
({x0})(β2 − β1)(β1 − β2 − dβ2)

−1. Thus, for the unit ball inclusion, the polarisation

matrix is given by Aω = Cβ Id .

3.2 Asymptotic expansion of uΩ and the relation to the topological state derivative

We start this section by giving some results regarding the asymptotic expansion of uΩǫ(x0,ω). Note that

these are derived using compound asymptotics; see [5,21,24].

Asymptotic analysis of uΩ Let x0 ∈ D \ ∂Ω, ω ⊂ Rd a simply connected and bounded domain with

0 ∈ Rd and set uǫ := uΩǫ(x0,ω), where Ωǫ(x0,ω) is as defined in (1.11). For ǫ > 0 we introduce

Kǫ :=
(uǫ − u0) ◦ Tǫ

ǫ
. (3.19)

It is a classical result that the limit of Kǫ is in fact the unique solution to: find K ∈ ḂL(Rd) such that
∫

Rd

βω∇K · ∇ϕ d x = sgn
Ω
({x0})(β2 − β1)

∫

ω

∇u0(x0) · ∇ϕ d x , (3.20)

for all ϕ ∈ ḂL(Rd). The function K admits the asymptotics

K(x) = R(x) +O

�
1

|x |d

�

. (3.21)

To state the final asymptotic expansion we need to introduce the regular boundary corrector v compen-

sating the error introduced by K on ∂D.

The corrector v ∈ H1(D) is defined as the unique solution to v(x) = −R(x − x0) on ∂D and
∫

D

βΩ∇v · ∇ϕ d x = sgn
Ω
({x0})(β2 − β1)

∫

∂Ω

∂νR(x − x0)ϕ(x) d x for all ϕ ∈ H1
0(D). (3.22)

The following lemma states the main result regarding the first order asymptotic expansion. We closely

follow the arguments of [5, Theorem 3.15], but since we require estimates in Lq, we provide the main

steps of the proof in the appendix.

Lemma 3.5. For q ∈ (1, d
d−1) there is a constant C = Cq,d > 0, which depends on q and d , such that for

all ǫ > 0 small:

‖ǫ(Kǫ − K − ǫd−1v ◦ Tǫ)‖Lq(Dǫ)
+ ‖∇(Kǫ − K − ǫd−1v ◦ Tǫ)‖Lq(Dǫ)

d ≤ Cǫ, (3.23)

which, by considering the scaling of the norms and Dǫ = T−1
ǫ (D), is equivalent to

‖Kǫ ◦ T−1
ǫ − K ◦ T−1

ǫ − ǫ
d−1v‖W1,q(D) ≤ Cǫ

d
q . (3.24)



21

Relation between asymptotic expansion and topological state derivative We now want to make the

connection between the topological expansion and the topological state derivative. For this we note that

the estimate (3.23) reads on the fixed domain D:

uǫ = u0 + ǫK(T
−1
ǫ (x)) + ǫ

d v(x) + higher order terms. (3.25)

To see the relation between the topological state derivative U0 of Theorem 3.3 and the asymptotic ex-

pansion (Lemma (3.5)), we first note that the equation (3.20) can be written as follows

∫

Rd

∇K · ∇ϕ d x = sgn
Ω
({x0})

β2 − β1

β(x0)

�∫

ω

∇u0(x0) · ∇ϕ d x +

∫

ω

∇K · ∇ϕ d x

�

, (3.26)

where β(·) is a piecewise constant function defined by

β(x0) =

¨

β2 for x0 ∈D \Ω,

β1 for x0 ∈ Ω.

Therefore, with E(·) denoting the fundamental solution of −∆ on Rd , it is a classical result that K can be

expressed as follows

K(x) = sgn
Ω
({x0})

β2 − β1

β(x0)

�∫

ω

∇u0(x0) · ∇E(x − y) d y +

∫

ω

∇K(y) · ∇E(x − y) d y

�

. (3.27)

Therefore, performing a Taylor expansion, we see that the first asymptotic term of K(x) as |x | →∞ can

be written as

R(x) = sgn
Ω
({x0})

β2 − β1

β(x0)

�∫

ω

∇u0(x0) d y +

∫

ω

∇K(y) d y

�

︸ ︷︷ ︸

ξx0

·∇E(x), (3.28)

where ξx0
is a vector depending on ∇u0(x0). Notice that ξx0

can also be expressed through the polari-

sation matrix Aω of Remark 3.4 as follows

ξx0
= sgn

Ω
({x0})

β2 − β1

β(x0)
|ω|(Aω + Id)∇u0(x0) · ∇E(x) (3.29)

making the dependence on x0 more explicit. Now we note that the function U0(x) := |ω|−1(ξx0
·∇E(x−

x0) + v(x)) solves in a very weak sense:

∫

D

βΩ∇U0 · ∇ϕ d x =sgn
Ω
({x0})(β2 − β1)

�

1

|ω|

∫

ω

(∇K +∇u0(x0)) · ∇ϕ(x0) d x

�

, (3.30)

for all ϕ ∈ C1
c
(D). In fact, ξx0

· ∇E(x − x0) ∈ Lq(D) for q ∈ [1, d
d−1) and thus one readily verifies that

U0(x) is indeed a very weak solution as defined in Definition 3.11.

With this we can state our next main result linking the asymptotic expansion and the topological state

derivative:

Theorem 3.6. For x0 ∈D \ ∂Ω and ω ⊂ Rd with 0 ∈ω we use the definition of Ωǫ(x0,ω) of (1.11) and

set uǫ := uΩǫ(x0,ω) and u0 := uΩ and

Uǫ :=
uǫ − u0

|ωǫ|
, ǫ > 0. (3.31)

Let K and v be defined by (3.20) and (3.22), respectively. Then we have the following results.
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(i) The asymptotic expansion (3.23) yields that there is a constant C = Cq,d > 0, which depends on q

and d , such that for all q ∈ (1, d
d−1)

‖Uǫ − |ω|
−1(R(x − x0) + v)‖Lq(D) ≤ Cǫ

d−q(d−1)
q for all ǫ > 0. (3.32)

(ii) For a.e. x ∈D:

U0(x) = lim
ǫց0

1

|ωǫ|
(ǫK(T−1

ǫ (x)) + ǫ
d v(x)), (3.33)

and thus in particular

U0(x) = |ω|
−1(ξx0

· ∇E(x − x0) + v(x)), (3.34)

with

ξx0
:= sgn

Ω
({x0})

β2 − β1

β(x0)

�∫

ω

∇u0(x0) d y +

∫

ω

∇K(y) d y

�

. (3.35)

Note that for q ∈ (1, d
d−1), the exponent

d−q(d−1)
q is indeed positive.

Remark 3.7. In (i) we only claim the convergence rate
d−q(d−1)

q for q > 1 while q = 1, which would

correspond to the convergence rate ǫ, is excluded. Obviously we also obtain strong convergence in L1

via Hölder’s inequality, but the estimate (3.32) only holds for q ∈ (1, d
d−1).

4 Topological derivatives of shape functions via topological state deriva-

tive

4.1 Topological differentiability of shape functionals

Semilinear problem We denote by S(Ω) = uΩ the solution operator of the semilinear equation (2.5).

We now discuss the differentiability of Ω 7→ J(Ω) = G(S(Ω)) for a cost functional G : W 1,q(D) → R,

q ∈ [1, d
d−1). In fact, under sufficient differentiability assumptions on J and if G′(uΩ) : W 1,q′(D)→ R is

well-defined, we can show that

DJ(Ω)(E) = lim
ǫց0

G(uΩ(Eǫ))− G(uΩ)

|Eǫ|
= G′(S(Ω))(S′(Ω)(E)),

where E ⊂ Ω or E ⊂ D\Ω is either a point, d−1-dimensional Lipschitz surface or 1< k < d−1 dimensional

compact and smooth submanifold and Ω(Eǫ) is defined in (1.1). Our goal is now to compute the limit

ǫց 0 of

Uǫ :=
uǫ − u0

|Eǫ|
, ǫ > 0,

where uΩ is the solution to the semilinear problem (2.5). To simplify notation, we define again for every

ǫ > 0 the functions uǫ := uΩ(Eǫ), u0 := uΩ. Recall by Theorem 2.7, Uǫ → U0 = S′(Ω)(E) in Lq(D),

q ∈ [1, d
d−1). Moreover we have according to [29, Lemma 4.4] that uǫ → u0 = uΩ in H1

0(D) and thus via

the Sobolev inequality uǫ → u0 in Lp(D) for 1≤ p < 2d
d−2 for d ≥ 3 and 1≤ p <∞ for d = 2.

Example 4.1 (L2 tracking-type). A classical example of a cost functional G(·) is of tracking-type, that is:

G(u) :=

∫

D

(u− uref)
2 d x , uref ∈ L2(D). (4.1)
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Consequently, the topological derivative of J(Ω) := G(uΩ) is given by

DJ(Ω)(E) = lim
ǫց0

∫

D

Uǫ(uǫ + u0 − 2uref) d x = 2

∫

D

S′(Ω)(E)(uΩ − uref) d x , (4.2)

Example 4.2 (Lr tracking). More generally we can differentiate for r > 2

G(u) :=

∫

D

(u− uref)
r d x , uref ∈ L∞(D)k. (4.3)

Let again J(Ω) := G(uΩ). Then we have

DJ(Ω)(E) = r

∫

D

S′(Ω)(E)(uΩ − uref)
r−1 d x . (4.4)

Another classical example is the gradient tracking type cost functional.

Example 4.3 (L2 gradient tracking). For uref ∈W 1,q′(D), consider the gradient-tracking functional

G(u) :=

∫

D

|∇u−∇uref|
2 d x . (4.5)

A similar computation to the previous one shows

DJ(Ω)(E) = 2

∫

D

∇
�

S′(Ω)(E)
�

· ∇(uΩ − uref) d x . (4.6)

Transmission problem Note that due to the weaker convergence result for the transmission problem,

the computation of the topological derivative can be more involved for certain cost functionals. We give

the following examples.

Let Ω ∈ A (D). For x0 ∈ D \ ∂Ω and a simply connected ω ⊂ Rd with 0 ∈ ω we use the definition of

Ωǫ(x0,ω) given in (1.11). We denote by uΩ the solution to (3.1). We set uǫ := uΩǫ(x0,ω) and u0 := uΩ and

Uǫ :=
uǫ − u0

|ωǫ|
, ǫ > 0. (4.7)

Recall that according to Theorem 3.3 we have Uǫ → U0 as ǫց 0 in Lq(D) for q ∈ [1, d
d−1). We also have

according to [29, Lemma 4.4] that uǫ → u0 in H1
0(D), which implies by the Sobolev inequality uǫ → u0

in Lp(D) for 1 ≤ p < 2d
d−2 for d ≥ 3 and 1 ≤ p <∞ for p = 2. With the definition of Ωǫ(x0,ω) given in

(3.3), we define the topological derivative for x0 ∈D \ ∂Ω:

DJ(Ω)(x0,ω) = lim
ǫց0

J(Ωǫ(x0,ω))− J(Ω)

|ωǫ|
. (4.8)

Notice that in case ω = B1(0) we have with E = {x0} that DJ(Ω)(E) = DJ(Ω)(x0,ω), so the previous

definition of the topological derivative given in (1.2) coincides with (4.8). In contrast to the semilinear

problem the topological derivative for the transmission problem actually depends on the shape ω of the

inclusion.
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Example 4.4 (L2 tracking-type). For uref ∈ Lq′(D) consider the tracking type cost functional

J(uΩ) :=

∫

D

(uΩ − uref)
2 d x . (4.9)

The topological derivative is given by

DJ(Ω)(x0,ω) = lim
ǫց0

∫

D

Uǫ(uǫ + u0 − 2uref) d x = 2

∫

D

U0(uΩ − uref) d x . (4.10)

In view of the regularity of U0 and uΩ,uref the last integral is indeed well-defined.

As a second example we consider the energy minimisation, where the topological derivative cannot

be directly computed via the topological state derivative.

Example 4.5 (L2 gradient tracking). Let

J(uΩ) :=

∫

D

βΩ|∇uΩ|
2 d x . (4.11)

As before, we compute

DJ(Ω)(x0,ω) = lim
ǫց0

∫

D

βΩ∇Uǫ · (∇uǫ +∇u0) d x +
1

|ωǫ|

∫

ωǫ

(β1 − β2)|∇uǫ|
2 d x . (4.12)

Since the convergence ∇Uǫ → ∇U0 as ǫ ց 0 does not hold in Lp(D)d for p ≥ 2, we cannot pass to

the limit. However, it can be shown using a Lagrangian framework as in [5, 29] that, in fact, the first

derivative (4.12) exists. This means that we cannot use the chain rule and is clearly a limitation of the

use of the topological state derivative.

4.2 Expression of topological derivative of functionals with adjoint equation

Semilinear problem We now express the derivative of J(Ω) = G(uΩ), where G : W 1,q′(D) → R, with

q′ > d (or equivalently 1≤ q < d
d−1), is given, for the semilinear problem in terms of the adjoint equation.

We introduce the adjoint state pΩ ∈W
1,q′

0
(D), that is, the unique solution of

�
−∆pΩ + ∂uρΩ(x ,uΩ)pΩ = −G′(uΩ) in D,

pΩ =0 on ∂D.
(4.13)

Theorem 4.6. Assume that G(·) is differentiable, such that with J(Ω) := G(uΩ) it holds

DJ(Ω)(E) = G′(S(Ω))(S′(Ω)(E)). (4.14)

Then we have

DJ(Ω)(E) = −sgn
Ω
(E)µE(WΩ) with WΩ = {(g2(uΩ)− g1(uΩ)) + ( f1 − f2)} pΩ. (4.15)

• For E = {x0} and x0 ∈D \ ∂Ω we have µE(WΩ) =WΩ(x0).

• For E = Γ for Γ ⊂ D \ ∂Ω, where Γ is a smooth hypersurface of Rd , we have

µE(WΩ) =
1

Per(Γ )

∫

Γ

WΩ dH d−1. (4.16)
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• For E = M for M ⊂ D \ ∂Ω, where M is a smooth k-submanifold, 1 < k < d − 1 of Rd without

boundary, we have

µE(WΩ) =
1

H k(M)

∫

M

WΩ dH k. (4.17)

Proof. Recalling that by definition S(Ω) = uΩ, we have

DJ(Ω)(E) = G′(S(Ω))(S′(Ω)(E))
(4.13)
= −

∫

D

∇pΩ · ∇S′(Ω)(E) + ∂uρΩ(x ,uΩ)pΩS′(Ω)(E) d x (4.18)

(2.10)
= −sgn

Ω
(E)µE(WΩ). (4.19)

This concludes the proof.

Example 4.7. Consider J(Ω) = G(uΩ) and again the tracking-type cost functional of Example 4.1, namely,

G(u) =

∫

D

(u− uref)
2 d x .

The adjoint state is the (unique) solution pΩ ∈W
1,q′

0
(Ω), q ∈ [1, d

d−1), of

�
∆pΩ + ∂uρΩ(x ,uΩ)pΩ = −2(uΩ − uref) in D,

pΩ = 0 on ∂D,
(4.20)

and thus the topological derivative of the shape functional reads:

DJ(Ω)(E) = sgn
Ω
(E)µE({(g2(uΩ)− g1(uΩ)) + ( f1 − f2)} pΩ). (4.21)

We finish with the gradient-tracking example.

Example 4.8. Consider J(Ω) = G(uΩ) with the gradient-tracking function G(·) of Example 4.3:

G(u) =

∫

D

|∇u−∇uref|
2 d x . (4.22)

The adjoint state is the (unique) solution pΩ ∈W
1,q′

0
(Ω), ∈ [1, d

d−1), of

�
∆pΩ + ∂uρΩ(x ,uΩ)pΩ = −2∆(uΩ − uref) in D,

pΩ = 0 on ∂D,
(4.23)

and thus the derivative is again given by

DJ(Ω)(E) = sgn
Ω
(E)µE({(g2(uΩ)− g1(uΩ)) + ( f1 − f2)} pΩ). (4.24)

Transmission problem We consider the transmission problem and cost function J(Ω) = G(uΩ) with G

defined in Example 4.4:

G(uΩ) :=

∫

D

(uΩ − uref)
2 d x . (4.25)

We derived the following form of the topological derivative for x0 ∈ D \ ∂Ω:

DJ(Ω)(x0,ω) = 2

∫

D

U0(uΩ − uref) d x . (4.26)
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Now introduce the adjoint associated with the cost functional (4.25), namely, pΩ ∈ H1
0
(D) that solves in

a weak sense −div(βΩ∇pΩ) = −2(uΩ − uref) in D. By (3.13) we know that U0 solves

∫

D

U0v d x = sgn
Ω
({x0})(β2 − β1)

�

1

|ω|

∫

ω

∇K +∇uΩ(x0) d x

�

· ∇ϕv(x0) for all v ∈ Lq′(D), (4.27)

where ϕv is the solution to (3.6). By definition of ϕv we readily verify that pΩ = ϕv for v := −2(uΩ−uref).

Therefore testing (4.27) with v = −2(uΩ − uref) yields together with (4.26):

DJ(Ω)(x0,ω) = −sgn
Ω
({x0})(β2 − β1)

�

1

|ω|

∫

ω

∇K +∇uΩ(x0) d x

�

· ∇pΩ(x0). (4.28)

In case ω = B1(0), using Remark 3.4, we can express the topological derivative of J by

DJ(Ω)(x0,ω) = −sgn
Ω
({x0})(β2 − β1)(Cβ + 1)∇uΩ(x0) · ∇pΩ(x0). (4.29)

5 Proofs for semilinear problems

5.1 Preliminary results on bilinear elliptic equations with measure data

In this first section we give the basic regularity estimates for bilinear elliptic equations with measure

data; the following proposition will be useful when considering the well-posedness of linearised systems.

It should be noted that this result is not an immediate consequence of [26] or [28] but that the methods

used to derive it is inspired by these contributions.

Proposition 5.1. Let Ψ ∈ L∞(D) be such that the first eigenvalue λ1(Ψ) of the operator LΨ := −∆+Ψ

is positive:

λ1(Ψ) = inf
u∈H1

0(D)\{0}

∫

D
|∇u|2 d x +

∫

D
Ψu2 d x

∫

D
u2 d x

> 0.

Then, for every µ ∈M (D) there exists a unique u that satisfies

�
−∆u+Ψu= µ in D,

u= 0 on ∂D,
(5.1)

in the weak W
1,q

0
(D)-sense for every q ∈ [1, d

d−1). Furthermore, for every q ∈ [1, d
d−1), there exists a

constant Cq such that, for every µ ∈M (D),

‖u‖W 1,q(D) ≤ Cq‖µ‖M (D).

Proof of Proposition 5.1. Approximation of (5.1): We follow a standard [26, Lemma 3.4] approximation

scheme: for every µ ∈ M (D) we consider a sequence {µk}k∈N of C∞ functions that converges weakly

(in the sense of measures) to µ and such that

lim
k→∞
‖µk‖L1(D) = ‖µ‖M (D). (5.2)

We consider the system (2.8) with µ replaced with µk:

�
−∆vk +Ψvk = µk in D,

vk = 0 on ∂D.
(5.3)
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The existence of a solution vk to (5.3) follows from the minimisation of the energy functional

Ek : H1
0(D) ∋ u 7→

1

2

∫

D

|∇u|2 d x +
1

2

∫

D

Ψu2 d x −

∫

D

µku d x .

To check that Ek is indeed coercive, we use the fact that λ1(Ψ) > 0 to obtain: for every u ∈ H1
0(D),

Ek(u) ≥
λ1(Ψ)

2

∫

D

u2 d x −

∫

D

µku d x .

Regarding the uniqueness, observe that if there are two different solutions (vk, v′
k
) of (5.3) then the

difference zk := vk − v′
k

and satisfies

�
−∆zk +Ψzk = 0 in D,

zk = 0 on ∂D.
(5.4)

Multiplying (5.4) by zk and integrating by parts we obtain

∫

D

|∇zk|
2 d x +

∫

D

Ψz2
k

d x = 0.

Since λ1(Ψ) > 0, this is implies zk = 0, which means vk = v′
k

and hence shows uniqueness.

Regularity estimates on the approximated problem: In order to derive W 1,p-estimates on the sequence

{vk}k∈N, we begin with an a priori L1-estimate on {vk}k∈N; it will then suffice to apply the classical reg-

ularity result [26, Proposition 4.1]. Consider, for every function h ∈ L∞(D), the solution θh of

�
−∆θh +Ψθh = h in D,

θh = 0 on ∂D.
(5.5)

The existence and uniqueness of a solution to (5.5) follows from the same energy argument already used

to obtain existence and uniqueness for vk. We claim that for every p ∈ [2,∞), there exists a constant Cp

such that

‖θh‖W 2,p(D) ≤ Cp‖h‖Lp(D). (5.6)

(5.6) follows from a standard bootstrap argument which we just show the initialisation of. Using θh as a

test function in the weak formulation of (5.5) we obtain
∫

D

θ2
h d x ≤

1

λ1(Ψ)

∫

D

h2 d x ,

whence elliptic regularity guarantees ‖θh‖W 2,2(D) ≤ C‖h‖L2(D). This implies (5.6) for p = 2. Now using

the Sobolev embedding W 2,2(D) ,→ Lp(D) (p > 2) and writing −∆θh = h − Ψθh ∈ Lp(D), p > 2, we

conclude again by elliptic regularity that θh ∈W 2,p(D) and

‖θh‖W 2,p(D) ≤ C(‖θh‖Lp(D) + ‖h‖Lp(D))≤ C(‖θh‖W 2,2(D) + ‖h‖Lp(D))≤ C‖h‖Lp(D),

which is (5.6). Consequently, there exists a constant C , such that

‖θh‖L∞(D) ≤ C‖h‖L∞(D).

Now, use θh as a test function in (5.3). We obtain, integrating by parts twice,

�
�
�
�

∫

D

vkh d x

�
�
�
�
≤

�
�
�
�

∫

D

θhµk d x

�
�
�
�
≤ C‖µk‖L1(D)‖h‖L∞(D).
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By (5.2) we deduce that there exists a constant C such that supk∈N ‖vk‖L1(D) ≤ C‖µ‖M (D). Observe now

that we can rewrite the equation on vk as −∆vk = µ̃k with µ̃k = µk −Ψvk. As Ψ ∈ L∞(D) we have, for a

certain constant C , that ‖µ̃k‖M (D) ≤ C‖µ‖M (D). Consequently, from [26, Proposition 4.1] we know that,

for every q ∈ [1, d
d−1), there exists a constant cq such that, for every k ∈ N,

‖vk‖W1,q(D) ≤ cq‖µ‖M (D).

We can thus extract a W 1,q(D)-weak, Lq(D)-strong, converging subsequence of {vk}k∈N. Let U be the

closure point under consideration. For every p > d , Sobolev embeddings imply that W 1,p(D) ,→ C0(D) .

Let θ ∈W 1,p(D). Passing to the limit in the identity

∫

D

∇vk · ∇θ d x +

∫

D

Ψvkθ d x =

∫

D

θµk d x

it appears that U solves (2.8) in the weak W 1,q-sense, and further satisfies the required regularity esti-

mate. The existence of a solution is thus established.

Uniqueness of a solution to (2.8): Assume that u1,u1 are two distinct solutions of (2.8). Then z :=

u1 − u2 satisfies
�
LΩz = 0 in D,

z = 0 on ∂D.
(5.7)

It is then clear that z solves (5.7) in the weak H1
0 -sense. However, we already proved (see above the proof

of zk ≡ 0) that this implies z = 0 and thus the uniqueness. Thus the solution u is necessarily unique.

In this section we gather the proofs of Proposition 2.6, Theorem 2.7, Theorem 2.8, Theorem 2.10 and

Corollary 2.11.

5.2 Proof of Proposition 2.6

It suffices to prove that the potential

WΩ :=
∂ ρΩ

∂ u
(x ,uΩ) (5.8)

is such that the assumptions of Proposition 5.1 are satisfied. Given that Assumption (2.4) is satisfied, we

know that

WΩ ≥ 0. (5.9)

Furthermore, by standard elliptic regularity, uΩ ∈ L∞(D), whence we conclude WΩ ∈ L∞(D). Conse-

quently, the first eigenvalue λ1(WΩ) (with the notations of Proposition 5.1) is bounded from below:

λ1(WΩ) ≥ inf
u∈H1

0(D)

u6=0

∫

D
|∇u|2 d x
∫

D
u2 d x

> 0,

where the infimum on the right hand side is the first Dirichlet eigenvalue of the domain D. It suffices to

use Proposition 5.1 to obtain the conclusion.
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5.3 Proof of Theorem 2.7

The computations are similar whether we take E ⊂ Ω or E ⊂ D\Ω. Thus, for notational simplicity, we

consider the case E ⊂ D\Ω. The function Uǫ solves: Uǫ = 0 on ∂D and in a weak W
1,q

0
(D) sense:

−∆Uǫ +χΩ
(g1(uǫ)− g1(u0)− g2(uǫ) + g2(u0))

|Eǫ|
+µǫ(g1(uǫ)− g2(uǫ)) +

g2(uǫ)− g2(u0)

|Eǫ|
= ( f1 − f2)µǫ.

Now observe that, as χΩǫ(E) →ǫց0
χΩ in L2(D), elliptic regularity estimates entail

uǫ →
ǫց0

u0 in C0(D). (5.10)

By the mean value theorem, for i = 1,2, there exists vǫ,i ∈ (u0; uǫ) or (uǫ; u0) such that

gi(uǫ)− gi(u0) = −g′i(vǫ,i)(uǫ − u0) (i = 1,2).

From (5.10) we have vǫ,i →
ǫց0

u0 in C0(D). This allows to rewrite the equation on Uǫ as

−∆Uǫ +χΩg′
1
(vǫ,1)Uǫ +χD\Ωg′

2
(vǫ,2)Uǫ = −µǫ(g1(uǫ)− g2(uǫ)) + ( f1 − f2)µǫ in D. (5.11)

From the same regularity estimates derived in the proof of Proposition 2.6 we deduce that, for every

q ∈ [1, d
d−1) and δ > 0 small,

sup
ǫ∈(0,δ]

‖Uǫ‖W 1,q(D) <∞.

We may thus pass to the weak W 1,q, strong Lq limit in the equation of Uǫ to obtain that every accumulation

point of this sequence is a weak W 1,q-solution to (2.10). Since the uniqueness of a solution to this equation

was established in Proposition 2.6 the conclusion follows, if we can prove that the convergence is, in fact,

strong in W 1,q(D). Here, we use [7, Assertion (21)] (see also [26, Proposition 4.9]). Rewrite the equation

(5.11) on Uǫ as

−∆Uǫ = ( f1 − f2 − g1(uǫ) + g2(uǫ))µǫ − (χΩg′1(vǫ,1) +χD\Ωg′2(vǫ,2))Uǫ = µ̃ǫ.

From the strong convergence of Uǫ in L1(D), we deduce from [7, Assertion (21)] that {Uǫ}ǫ∈(0,δ] is

a sequentially compact family in W
1,q

0
(D) and thus converges strongly. The proof of the proposition is

complete.

5.4 Proof of Theorem 2.8

It will be convenient to observe that when E = {x0} the function U0 solves the equation

�
−∆U0 +WΩU0 =

�

sgn
Ω
({x0})F(x0)

�

δx0
in D,

U0 = 0 on ∂D,
(5.12)

in a weak W
1,q

0
(D)-sense. The function F in (5.12) is defined as

F = g2(uΩ)− g1(uΩ) + f1 − f2 ∈ L∞(D),

and the potential WΩ is defined in (5.8). Introduce the Green kernel G = GΩ = GΩ(x , y) of the operator

−∆+WΩ, that is, the unique solution of

�
−∆x G(y, x) +WΩG = δx=y in D,

G(y, x) = 0 on ∂D.
(5.13)
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A detailed study of the Green kernel of operators L having the form −
∑

i ∂i(
∑

j ai, j∂ j) can be found in

the seminal work [20]. Here, the existence of a Green kernel follows from Proposition 5.1, and the Green

kernel is symmetric in the sense that G(x , y) = G(y, x) for all for all x 6= y ∈ D. Furthermore, from

Proposition 5.1 and Sobolev embeddings we know that,

∀y ∈D , G(y, ·) ∈ L2(D). (5.14)

Finally, it is clear that for all y ∈D , U{y},0 = sgn
Ω
({y})F(y)G(y, ·) and consequently, for every h ∈ L2(D),

the function

ũ = x 7→

∫

D

sgn
Ω
({y})U{y},0(x)h(y)d y =

∫

D

F(y)G(x , y)h(y)d y,

is well-defined. It suffices to differentiate it to obtain that ũ solves (2.11), thereby concluding the proof

of Theorem 2.8.

5.5 Proof of Theorem 2.10

Proof. To establish (i) for d = 2 we have K(x) = R(x) +O(|x |−1) as |x | →∞ and thus for x 6= x0:

K(T−1
ǫ (x)) = R(T−1

ǫ (x)) +O(|T−1
ǫ (x)|

−1). (5.15)

Since R(x) = b ln(|x |), it follows R(T−1
ǫ (x)) = b ln(x − x0)− b ln(ǫ) = R(x − x0)− b ln(ǫ) and thus we

conclude for ǫց 0:

1

|ωǫ|
ǫ2(K(T−1

ǫ (x)) + v(x) + ln(ǫ)b) = |ω|−1(b ln(|x − x0|) + v(x)) +O(|T−1
ǫ (x)|

−1), (5.16)

in view of |T−1
ǫ (x)|

−1 = ǫ|x − x0|
−1 the result follows. The proof of (2.29) is established the same way

and left to the reader.

For the sake of simplicity we only give a proof for item (iii), that is we restrict ourselves to dimension

d ≥ 3. Note that the same arguments can be used to show the according results of item (ii). We start by

proving the last item of (iii). Therefore, first note that we have

Uǫ − |ω|
−1(ǫ2−d K ◦ T−1

ǫ + v) = |ω|−1ǫ2−d
�

Kǫ ◦ T−1
ǫ − K ◦ T−1

ǫ − ǫ
d−2v

�

.

Thus, from (2.25) and changing variables, we obtain

‖Uǫ − |ω|
−1(ǫ2−d K ◦ T−1

ǫ + v)‖H1(D) ≤ Cǫ. (5.17)

Now we estimate for p ∈ (1, d
d−1) by the triangle inequality and Hölder’s inequality:

‖∇(Uǫ − |ω|
−1(R(x − x0) + v))‖Lp(D)d ≤C‖∇(Uǫ − |ω|

−1(ǫ2−d K ◦ T−1
ǫ + v))‖L2(D)d

+ C |ω|−1‖∇(ǫ2−dK ◦ T−1
ǫ − R(x − x0))‖Lp(D)d .

(5.18)

Using the estimate (5.17), we see that the first term on the right hand side is bounded by Cǫ. For the

second term we note ∇R(ǫx) = ǫ1−d∇R(x) and thus
∫

D

|∇(ǫ2−dK ◦ T−1
ǫ − R(x − x0))|

p d x =

∫

D

|ǫ1−d∇K(T−1
ǫ (x))−∇R(x − x0))

p d x (5.19)

=

∫

Dǫ

ǫd |ǫ1−dK(x)−∇R(ǫx)|p d x (5.20)

=

∫

Dǫ

ǫd−p(d−1)|K(x)−∇R(x)|p d x , (5.21)
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and

‖∇(K ◦ T−1
ǫ − R(x − x0))‖

p

Lp(D)d
= ǫd−p(d−1)‖∇(K − R)‖

p

Lp(Dǫ)
d
. (5.22)

Now according to Lemma 6.1, we have

‖∇(K − R)‖Lp(Dǫ)
d ≤ ‖∇(K − R)‖Lp(Rd)d <∞ for p ∈

�

1,
d

d − 1

�

. (5.23)

Therefore we obtain for p ∈ (1, d
d−1) noticing that 0< p−1(d − p(d − 1))< 1:

‖∇(Uǫ − |ω|
−1(R(x − x0) + v))‖Lp(D)d ≤ Cǫ + Cǫ

d−p(d−1)
p ≤ Cǫ

d−p(d−1)
p . (5.24)

Since by (2.22), v(x) = −R(x − x0) and uǫ(x) = u0(x) = 0 for x ∈ ∂D, we have

Uǫ − |ω|
−1(R(x − x0) + v) = |ω|−1(R(x − x0)− R(x − x0)) = 0 on ∂D.

Therefore the Poincaré inequality yields

C‖Uǫ − |ω|
−1(R(x − x0) + v)‖Lp(D) ≤ ‖∇(Uǫ − |ω|

−1(R(x − x0) + v))‖Lp(D)d ,

and hence the last item of (iii) follows.

We now prove the first item in (iii). We compute for d ≥ 3 and p ∈ ( d
d−1 , d

d−2), using the continuous

embedding H1(D)
c
,→ Lp(D) for p ∈ [1, d

d−2):

‖Uǫ − |ω|
−1(R(x − x0) + v)‖Lp(D) ≤C‖Uǫ − |ω|

−1(ǫ2−d K ◦ T−1
ǫ + v)‖Lp(D)

+ C |ω|−1‖ǫ2−d K ◦ T−1
ǫ − R(x − x0)‖Lp(D)

≤C‖Uǫ − |ω|
−1(K ◦ T−1

ǫ + v)‖H1(D)

+ C |ω|−1‖ǫ2−d K ◦ T−1
ǫ − R(x − x0)‖Lp(D).

(5.25)

Moreover, we have by changing variables:

‖ǫ2−d K ◦ T−1
ǫ − R(x − x0)‖Lp(D) = ǫ

d−p(d−2)
p ‖K − R‖Lp(Dǫ)

, (5.26)

and according to Lemma 6.1

‖K − R‖Lp(Dǫ)
≤ ‖K − R‖Lp(Rd) <∞ for p ∈

�
d

d − 1
,

d

d − 2

�

. (5.27)

Therefore from (5.25) and (5.17), we have for p ∈
�

d
d−1 , d

d−2

�

‖Uǫ − |ω|
−1(R(x − x0) + v)‖Lp(D) ≤ Cǫ + Cǫ

d−p(d−2)
p ≤ Cǫ

d−p(d−2)
p . (5.28)

5.6 Proof of Corollary 2.11

Proof. This is a direct consequence of Theorem 2.10 having a close inspection of the proof of Theo-

rem 2.10, item(ii). Indeed, since ω= B1(0), we have according to [4] a.e. in D:

Uǫ − |ω|
−1(K ◦ T−1

ǫ + v + b ln(ǫ)) = 0 for d = 2, (5.29)
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and

Uǫ − |ω|
−1(ǫ2−d K ◦ T−1

ǫ + v) = 0 for d ≥ 3. (5.30)

Moreover, K = R on Rd \ B1(0), that is, the asymptotics of K aborts after the first term. Therefore for

d ≥ 3 it follows from (5.30):

‖Uǫ − |ω|
−1(R(x − x0) + v)‖Lp(D) ≤C |ω|−1‖ǫ2−d K ◦ T−1

ǫ − R(x − x0)‖Lp(Bǫ(0))
. (5.31)

Now changing variables Tǫ(x) = y and R(Tǫ(x)− x0) = ǫ
−1R(x) shows that

‖ǫ2−d K ◦ T−1
ǫ − R(x − x0)‖Lp(Bǫ(0))

= ǫ
d−p(d−2)

p ‖K − R‖Lp(B1(0))
(5.32)

the last term is finite for p ∈ [1, d
d−1) since R(x) = E(x) = |ω|cd |x |

−(d−2) ∈ Lp(B1(0)) for such p (recall

E was defined in (2.19)). The case d = 2 is treated in the same fashion noting that for d = 2 we have

R(x) = −|ω|(2π)−1 ln(|x |) ∈ Lp(B1(0)) for all p ≥ 1.

6 Proofs for the transmission problem

6.1 Proof of Proposition 3.2

Existence of a very weak solution To establish the existence of a solution, it suffices to observe that the

linear map

T : Lp(D) ∋ v 7→ ζ · ∇ϕv(x0)

is continuous for every p > d , as ‖ϕv‖C1(Ω∪(D\Ω)) ≤ C‖v‖Lp(D) by elliptic regularity. By the Riesz repre-

sentation theorem, there exists a unique ϕζ,x0
∈ Lp′(D), such that

∫

D

ϕζ,x0
v = T (v) for every v ∈ Lp(D). (6.1)

Therefore (3.11) admits a unique solution u ∈ Lp′(D), which further satisfies the required regularity

estimates.

6.2 Proof of Theorem 3.3

Proof of Theorem 3.3. Let uǫ := uΩǫ(x0 ,ω), u0 := uΩ and Uǫ =
uǫ−u0

|ωǫ |
. Then we obtain

∫

D

βΩ∇(uǫ − u0) · ∇ϕ d x = sgn
Ω
({x0})(β2 − β1)

�∫

ωǫ

∇(uǫ − u0) · ∇ϕ d x +

∫

ωǫ

∇u0(x) · ∇ϕ d x

�

,

(6.2)

for all ϕ ∈ H1
0(D). Dividing by |ωǫ| = |ω|ǫ

d and using Kǫ =
(uǫ−u0)◦Tǫ

ǫ , this can be written as

∫

D

βΩ∇Uǫ · ∇ϕ d x =sgn
Ω
({x0})(β2 − β1)

1

|ωǫ|

∫

ωǫ

∇Kǫ ◦ T−1
ǫ · ∇ϕ(x) d x (6.3)

+ sgn
Ω
({x0})(β2 − β1)

1

|ωǫ|

∫

ωǫ

∇u0(x) · ∇ϕ(x) d x , (6.4)
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for all ϕ ∈ H1
0
(D). Now choosing ϕ = ϕv (with ϕv defined in (3.6) for v ∈ Lp(D), p > d and q := p′ =

q/(q − 1)) as a test function and integrating by parts in the first integral using −div(βΩ∇ϕv) = v yields

the very weak formulation:

∫

D

Uǫv d x =sgn
Ω
({x0})(β2 − β1)

1

|ωǫ|

∫

ωǫ

∇Kǫ ◦ T−1
ǫ · ∇ϕv(x) d x (6.5)

+ sgn
Ω
({x0})(β2 − β1)

1

|ωǫ|

∫

ωǫ

∇u0(x) · ∇ϕv(x) d x , (6.6)

for all v ∈ Lp(D). Subtracting the limit equation for U0 yields

∫

D

(Uǫ − U0)v d x =sgn
Ω
({x0})(β2 − β1)

1

|ωǫ|

∫

ωǫ

(∇Kǫ ◦ T−1
ǫ −∇K ◦ T−1

ǫ ) · ∇ϕv(x) d x (6.7)

+ sgn
Ω
({x0})(β2 − β1)

1

|ωǫ|

∫

ωǫ

∇K ◦ T−1
ǫ · (∇ϕv(x)−∇ϕv(x0)) d x (6.8)

+ sgn
Ω
({x0})(β2 − β1)

1

|ωǫ|

∫

ωǫ

(∇u0(x)−∇u0(x0)) · ∇ϕv(x) d x (6.9)

+ sgn
Ω
({x0})(β2 − β1)

1

|ωǫ|

∫

ωǫ

∇u0(x) · (∇ϕv(x)−∇ϕv(x0)) d x (6.10)

=: I1(v) + I2(v) + I3(v) + I4(v). (6.11)

It is readily checked that using ‖ϕv‖C1(Ω∪D\Ω) ≤ ‖v‖Lp(D)
:

|I1(v)| ≤ C‖∇Kǫ −∇K‖L1(ω)
‖∇ϕv‖C0(ωǫ)

d ≤ C‖∇Kǫ −∇K‖L1(ω)
d‖v‖Lp(D) (6.12)

and

|I3(v)| ≤ C |ωǫ|
−1‖∇u0 −∇u0(x0)‖L1(ωǫ)

d‖v‖Lp(D). (6.13)

Now we recall the following equation which follows from the proof of Morrey’s inequality [13, p.280,

Theorem 4]: for all ϕ ∈W 2,p(Ω∪D \Ω), p > d:

1

|Bǫ(x0)|

∫

Bǫ(x0)

|∇ϕ(x)−∇ϕ(x0)| d x ≤ C

∫

Bǫ(x0)

|∇2ϕ(x)|

|x − x0|d−1
d x . (6.14)

Now there are constants ̺ > 1 and C > 0, such that |Bǫ̺(x0)| ≤ C |ωǫ(x0)| and ωǫ(x0) ⊂ Bǫ̺(x0) for

ǫ > 0. Therefore,

1

|ωǫ(x0)|

∫

ωǫ(x0)

|∇ϕ(x)−∇ϕ(x0)| d x ≤ C
1

|Bǫ̺(x0)|

∫

Bǫ̺(x0)

|∇ϕ(x)−∇ϕ(x0)| d x . (6.15)

Therefore it follows from Hölder’s inequality:

|I2(v)| ≤ C‖∇K‖C0(ω)d

∫

Bǫ̺(x0)

|∇2ϕv(x)|

|x − x0|d−1
d x ≤ C‖∇K‖C0(ω)d‖v‖Lp(D)

 ∫

Bǫ̺(x0)

1

|x − x0|
p′(d−1)

d x

!1/p′

.

(6.16)

Changing variables yields

 ∫

Bǫ̺(x0)

1

|x − x0|p
′(d−1)

d x

!1/p′

= (̺ǫ)
d−p′(d−1)

p′

�∫

B1(0)

1

|x |p′(d−1)
d x

�1/p′

(6.17)
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and the last integral is finite if p′ = q ∈ (1, d
d−1), which is satisfied since p > d . Similarly we can show

that

|I4(v)| ≤ Cǫ
d−p′(d−1)

p′ ‖v‖Lp(D). (6.18)

Summarising we have shown that (recall p′ = q)

‖Uǫ − U0‖Lq(D) ≤ C(ǫ
d−q(d−1)

q + ‖∇Kǫ −∇K‖L1(ω)d
+ |ωǫ|

−1‖∇u0 −∇u0(x0)‖L1(ωǫ)d
) (6.19)

and the in view of right differentiability of ∇u0 near x0, |ωǫ|
−1‖∇u0 −∇u0(x0)‖L1(ωǫ)d

≤ Cǫ and the

estimate (3.12). Moreover, the right hand side goes to zero as ǫց 0 in view of Lemma 3.5.

6.3 Proof of Theorem 3.6

Proof of Theorem 3.6. We first note that multiplying (3.24) with ǫ gives

‖uǫ − u0 − ǫK ◦ T−1
ǫ − ǫ

d v‖W1,q(D) ≤ Cǫ1+ d
q , (6.20)

and this yields by division by |ωǫ| with the definition uǫ := uΩǫ(x0,ω) and Uǫ =
uǫ−u0

|ωǫ |
the estimate

‖Uǫ − ǫ|ωǫ|
−1K ◦ T−1

ǫ − |ω|
−1v‖W1,q(D) ≤ Cǫ1+ d

q−d
, (6.21)

where we note that the exponent 1+ d
q − d > 0 for q ∈ (1, d

d−1). Now we estimate

‖Uǫ − |ω|
−1(R+ v)‖Lq(D) ≤‖Uǫ − ǫ|ωǫ|

−1K ◦ T−1
ǫ − |ω|

−1v‖Lq(D)

+ ‖ǫ|ωǫ|
−1K ◦ T−1

ǫ − |ω|
−1R‖Lq(D).

(6.22)

The first term on the right hand side is bounded in view of (6.21). To treat the second term on the right

hand side of (6.22), we change variables, recall Dǫ = T−1
ǫ (D), and R ◦ Tǫ = ǫ

−(d−1)R to obtain

‖ǫ|ωǫ|
−1K ◦ T−1

ǫ − |ω|
−1R‖

q

Lq(D)
= ǫd−q(d−1)|ω|−q‖K − R‖

q

Lq(Dǫ)
. (6.23)

Now we recall R(x) = Ax
|x |d

, K ∈ Lq(ω) for q ∈ [1, d
d−1). In addition, since K(x)− R(x) behaves as |x |−d

for |x | →∞, we also have (similarly to Lemma 6.1) that ‖K − R‖Lq(Rd\ω) is bounded. It follows that

‖ǫ|ωǫ|
−1K ◦ T−1

ǫ − |ω|
−1R‖

q

Lq(D)
≤ ǫd−q(d−1)|ω|−q‖K − R‖

q

Lq(Rd )
. (6.24)

Finally noting that
d−q(d−1)

q < 1 is equivalent to q > 1 this finishes the proof.

Appendix

Proof of Lemma 2.9

Proof. We start with d = 2 and aim to derive an equation for Vǫ := Kǫ − K − v ◦ Tǫ − ln(ǫ)b. Subtracting

the weak formulation from the perturbed state equation (2.13) for ǫ > 0 and ǫ = 0 yields

∫

D

∇(uǫ − u0) · ∇ϕ d x =

∫

ωǫ

( f1 − f2)ϕ d x , for all ϕ ∈ H1
0(D).
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Now the change of variables Tǫ(x) = y, Dǫ = T−1
ǫ (D), and dividing by ǫ2 shows

∫

Dǫ

∇Kǫ · ∇ϕ d x =

∫

ω

( f1 − f2)ϕ d x , for all ϕ ∈ H1
0(Dǫ).

Note that, by extending ϕ ∈ H1
0(Dǫ) by 0 in the exterior, we get

∫

Dǫ

∇K · ∇ϕ d x =

∫

ω

( f1 − f2)ϕ d x , for all ϕ ∈ H1
0(Dǫ).

Hence, we conclude

∫

Dǫ

∇Vǫ · ∇ϕ d x = 0, for all ϕ ∈ H1
0(Dǫ),

where we used that v is harmonic. Furthermore, we see that for x ∈ ∂Dǫ we have

Vǫ(x) = −K(x)− v ◦ Tǫ(x)− ln(ǫ)b = −K(x) + R(ǫx)− ln(ǫ)b = R(x)− K(x),

where we used (2.20) and b ∈ R is chosen such that R(ǫ) = b ln(ǫ). Thus we observe, for ǫ > 0 sufficiently

small, there holds

|Vǫ(x)| ≤ c|x |−1 +O(|x |−2), for all x ∈ ∂Dǫ.

Finally, we can apply [5, Lemma 3.4, Lemma 3.7] to conclude

‖Vǫ‖ǫ ≤ C

�

ǫ
1
2 ‖Vǫ‖L2(∂Dǫ)

+ ‖Vǫ‖
H

1
2 (∂Dǫ)

�

≤ Cǫ.

The proof for dimension d ≥ 3 is similar. An identical computation shows that Vǫ := Kǫ − K − ǫd−2v ◦ Tǫ
satisfies

∫

Dǫ

∇Vǫ · ∇ϕ d x = 0, for all ϕ ∈ H1
0(Dǫ),

and one readily checks that for a.e. x ∈ ∂Dǫ there holds

Vǫ(x) = −K(x)− ǫd−2v ◦ Tǫ(x) = −K(x) + ǫd−2R(ǫx) = R(x)− K(x),

where in the last equality we used that R is homogenous of degree −(d − 2); see (2.21). Thus, an appli-

cation of [5, Lemma 3.4, Lemma 3.7] yield

‖Vǫ‖ǫ ≤ C

�

ǫ
1
2 ‖Vǫ‖L2(∂Dǫ)

+ ‖Vǫ‖
H

1
2 (∂Dǫ)

�

≤ Cǫ
d
2 .

Proof of Lemma 3.5

Proof. First note that, testing with ϕ ∈ H1
0(D), we can rewrite (3.20) as

∫

Dǫ

βω∪T−1
ǫ (Ω)
∇K ·∇ϕ d x = sgn

Ω
({x0})(β2−β1)

∫

ω

∇u0(x0)·∇ϕ d x+sgn
Ω
({x0})(β2−β1)

∫

T−1
ǫ (∂Ω)

∂νKϕ dS.

(6.25)
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Hence, combined with the rescaled equations (3.2) and (3.22), we see that Vǫ := Kǫ − K − ǫd−1v ◦ Tǫ
satisfies

∫

Dǫ

βω∪T−1
ǫ (Ω)
∇Vǫ · ∇ϕ d x =sgn

Ω
({x0})(β2 − β1)

∫

ω

(∇u0 ◦ Tǫ −∇u0(x0)) · ∇ϕ d x (6.26)

+ sgn
Ω
({x0})(β2 − β1)

∫

T−1
ǫ (∂Ω)

∂ν(K − R)ϕ dS =: Fǫ(ϕ). (6.27)

and Vǫ = K − R=: gǫ on ∂Dǫ. From [5, Lemma 3.7] (in an Lp setting) we deduce

‖Vǫ‖Lq(Dǫ)
+ ‖∇Vǫ‖Lq(Dǫ)

d ≤ C

�

‖Fǫ‖Lq(Dǫ)
+ ǫ1− 1

q ‖gǫ‖Lq(∂Dǫ)
+ |gǫ|

W
1− 1

q ,q
(∂Dǫ)

�

. (6.28)

In view of |K(x)− R(x)| ≈ |x |−d for |x | →∞ and the scaling properties of Lemma 6.3 and Lemma 6.2,

the result follows.

Lemma 6.1. Let ω ⊂ Rd such that 0 ∈ ω. Given a function E : Rd → R let K(x) :=
∫

ω
E(x − y) d y, for

x ∈ Rd . Then we have the following properties: For dimension d = 2 and E(x) := ln(|x |) there holds

(i) ‖K − |ω|E‖Lp(R2) <∞ for p ∈ (2,∞).

(ii) ‖∇(K − |ω|E)‖Lp(R2)2 <∞ for p ∈ (1,2).

For dimension d > 2 and E(x) := |x |−k, k ∈ N there holds

(iii) ‖K − |ω|E‖Lp(Rd ) <∞ for p ∈ ( d
k+1 , d

k ).

(iv) ‖∇(K − |ω|E)‖Lp(Rd )d <∞ for p ∈ ( d
k+2 , d

k+1).

Proof. We start with the two dimensional case. Hence, let E(x) = ln(|x |). Note that a Taylor expansion

shows that there is a R> 0

K(x)− |ω|E(x) =

∫

ω

E(x − y)− E(x) d x ≤ C |x |−1, for |x |> R. (6.29)

Now splitting the integral with respect to this constant R we get

‖K − |ω|E‖
p

Lp(BR(0))
≤ ‖K‖

p

Lp(BR(0))
+ ‖|ω|E‖

p

Lp(BR(0))
<∞ for all p ∈ [1,∞), (6.30)

since ln(|x |) ∈ Lloc
p (R

2) and the same holds for K . For the second part we use (6.29) to conclude

‖K − |ω|E‖
p

Lp(BR(0)
c)
≤ C

∫

BR(0)
c

|x |−p d x = C

∫ ∞

R

r1−p dr <∞ for all p ∈ (2,∞), (6.31)

which shows (i). From (6.29) we further see that

∇ (K(x)− |ω|E(x))≤ C |x |−2, for |x |> R. (6.32)

Now, noting that |∇E(x)|= |x |−1, we see that

‖∇E‖
p

Lp(BR(0))
2 =

∫ R

0

r1−p dr <∞ for all p ∈ (1,2). (6.33)
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Since the same holds true for K , we conclude ‖∇(K − |ω|E)‖Lp(BR(0))
2 <∞ for all p ∈ (1,2). For the

exterior domain, we again use (6.29) to conclude

‖∇ (K − |ω|E)‖
p

Lp(BR(0)
c)2
≤ C

∫

BR(0)
c

|x |−2p d x = C

∫ ∞

R

r1−2p dr <∞ for all p ∈ (1,∞). (6.34)

Combining (6.33) and (6.33) yields (ii). Similar arguments, exploiting the Taylor expansion of |x |−k for

k ∈ N, shows item (iii) and (iv).

Lemma 6.2. For x0 ∈ D and ǫ > 0 let Tǫ(x) := x0+ǫx and Dǫ := T−1
ǫ (D). Further define for 1< p <∞

the scaled norm

‖ϕ‖ǫ,p := ǫ‖ϕ‖Lp(Dǫ)
+ ‖∇ϕ‖Lp(Dǫ)

d , for all ϕ ∈W 1,p(Dǫ). (6.35)

Then there holds:

(i) ‖ϕ ◦ T−1
ǫ ‖W1,p(D) = ǫ

d
p−1‖ϕ‖ǫ,p.

(ii) ‖ϕ ◦ T−1
ǫ ‖Lp(∂D)

= ǫ
d−1

p ‖ϕ‖Lp(∂Dǫ)
.

(iii) |ϕ ◦ T−1
ǫ |Wα,p(∂D) = ǫ

d−1
p −α|ϕ|Wα,p(∂Dǫ)

.

(iv) ‖ϕ‖ǫ,p ≤ C

�

ǫ1− 1
p ‖ϕ‖Lp(∂Dǫ)

+ |ϕ|
W

1− 1
p ,p
(∂Dǫ)

�

.

Proof. ad (i): This is a direct consequence of the scaling of Lp norms.

ad (ii): The same argument as before, considering dim(∂D) = d − 1.

ad (iii): We have

|ϕ ◦ T−1
ǫ |

p

Wα,p(∂D)
=

∫

∂D

∫

∂D

|ϕ ◦ T−1
ǫ (x)−ϕ ◦ T−1

ǫ (y)|
p

|x − y|αp+d−1
d xd y (6.36)

=ǫ2d−2

∫

∂Dǫ

∫

∂Dǫ

|ϕ(x)−ϕ(y)|p

|(x0 + ǫx)− (x0 + ǫ y)|αp+d−1
d xd y (6.37)

=ǫd−1−αp

∫

∂Dǫ

∫

∂Dǫ

|ϕ(x)−ϕ(y)|p

|x − y|αp+d−1
d xd y (6.38)

=ǫd−1−αp|ϕ|
p

Wα,p(∂D)
. (6.39)

ad (iv): Using the previous scalings and the right-inverse extension operator on D, we get

‖ϕ‖ǫ,p =ǫ
1− d

p ‖ϕ ◦ T−1
ǫ ‖W 1,p(D) (6.40)

≤Cǫ1− d
p

�

‖ϕ ◦ T−1
ǫ ‖Lp(∂D)

+ |ϕ ◦ T−1
ǫ |W1− 1

p ,p
(∂D)

�

(6.41)

=Cǫ1− d
p

�

ǫ
d−1

p ‖ϕ‖Lp(∂Dǫ)
+ ǫ

d−1
p −(1−

1
p )|ϕ|

W
1− 1

p ,p
(∂Dǫ)

�

(6.42)

=C

�

ǫ1− 1
p ‖ϕ‖Lp(∂Dǫ)

+ |ϕ|
W

1− 1
p ,p
(∂Dǫ)

�

. (6.43)

Lemma 6.3. Let g(x) := |x |−d, for x ∈ Rd . Then there holds

(i) ‖g‖Lp(∂Dǫ)
≤ Cǫ

1−d
p +d

.
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(ii) |g|Wα,p(∂Dǫ)
≤ Cǫ

1−d
p +d+α

.

Proof. ad (i): We have

‖g‖
p

Lp(∂Dǫ)
=

∫

∂Dǫ

|x |−dp d x = ǫ1−d

∫

∂D

�
�
�
x − x0

ǫ

�
�
�

−dp

d x ≤ Cǫ1−d+dp. (6.44)

ad (ii): Similarly we conclude

|g|
p

Wα,p(∂Dǫ)
=

∫

∂Dǫ

∫

∂Dǫ

|g(x)− g(y)|p

|x − y|pα+d−1
(6.45)

=ǫ2−2d

∫

∂D

∫

∂D

|g ◦ T−1
ǫ (x)− g ◦ T−1

ǫ (y)|
p

|x − y|pα+d−1ǫ−(pα+d−1)
(6.46)

=ǫ1−d+pα

∫

∂D

∫

∂D

|g ◦ T−1
ǫ (x)− g ◦ T−1

ǫ (y)|
p

|x − y|pα+d−1
(6.47)

≤Cǫ1−d+pαǫ−p+p(d+1) (6.48)

=Cǫ1−d+p(d+α), (6.49)

where we used |g ◦ T−1
ǫ (x)− g ◦ T−1

ǫ (y)| ≈ ǫ
−1|∇(g ◦ T−1

ǫ )(x) · (x − y)| and ∇g(x) ≈ |x |−(d+1). For a

more detailed proof of this estimate we refer to [5, Lemma 4.4].
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