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Abstract

The main goal of this work is to develop a data-driven Reduced Order Model
(ROM) strategy from high-fidelity simulation result data of a Full Order
Model (FOM). The goal is to predict at lower computational cost the time
evolution of solutions of Fluid-Structure Interaction (FSI) problems.

For some FSI applications, the elastic solid FOM (often chosen as quasi-
static) can take far more computational time than the fluid one. In this
context, for the sake of performance one could only derive a ROM for the
structure and try to achieve a partitioned FOM fluid solver coupled with a
ROM solid one. In this paper, we present a data-driven partitioned ROM
on two study cases: (i) a simplified 1D-1D FSI problem representing an ax-
isymmetric elastic model of an arterial vessel, coupled with an incompressible
fluid flow; (ii) an incompressible 2D wake flow over a cylinder facing an elas-
tic solid with two flaps. We evaluate the accuracy and performance of the
proposed ROM-FOM strategy on these cases while investigating the effects
of the model’s hyperparameters. We demonstrate a high prediction accuracy
and significant speedup achievements using this strategy.

Keywords: Reduced order model, fluid-structure interaction, partitioned
coupling, ROM-FOM coupling, data-driven model.




1. Introduction

Fluid-structure interaction (FSI) is the class of mechanical problems deal-
ing with the coupling and interactions between a deformable solid body sub-
ject to a fluid loading and a fluid flow. FSI simulations with strong two-way
coupling are usually computationally expensive, due to both kinematics and
dynamics coupling of the two systems, and the structure of the spatiotempo-
ral dynamics. Although Full Order Models (FOMs) are available and can be
discretized using popular numerical methods (e.g. finite elements, finite vol-
umes, particle methods ...), the computational cost associated with the simu-
lations is often very high and makes them intractable to predict High-Fidelity
(HF) solutions on long-term time periods. In this paper, we will especially fo-
cus on simulations based on moving fluid domain methods, the most popular
one being the Arbitrary Lagrangian-Eulerian (ALE) method [1].

When solving FSI problems, two main strategies arise, namely the parti-
tioned and monolithic approaches. In the monolithic approach, both the solid
and fluid systems are considered as a whole, and the governing equations for
both physics are solved at once. While this approach is more robust to the
nature of the coupling, due to its abilities to satisfy the coupling conditions
exactly[2, 3, 4, 5], it comes with significant computational and mathematical
difficulties, due to the complexity of solving both fluid and solid equations
simultaneously, while not allowing for the use of well-validated existing struc-
tural and fluid solvers.

Partitioned approaches however tackle these challenges with strategies
that involve solving the different physics separately, allowing for the use and
coupling of available high-fidelity solvers, even in a black-box fashion [6, 7].
Specifically, the solid and fluid problems are solved at each time step, and
the pressure, velocity and displacements at the interface are communicated
in-between to satisfy dynamic, kinematic and geometric coupling conditions
respectively. When dealing with situations where the coupling is not very
strong, i.e. when the effect of one subproblem (e.g. solid) on the coupling
is significantly less important than the other (e.g. fluid), ”explicit” schemes,
also called "loosely coupled schemes”, solve each subproblem only once at
each time step, which proved to provide good results in numerous "mildly-
coupled” problems (e.g. aeroelasticity) [8, 9, 10, 11]. However, in situations
that involve strong fluid-structure coupling, these schemes may be unstable
[12, 13, 14]. The coupling constraint needs to be enforced more strongly in
an implicit way, involving a fixed-point problem solved using an inner loop of



subiterations at each time step [6, 15, 16, 7]. This pinpoints the core reason
why strongly coupled FSI simulations have a significant computational cost.

Reduced Order Models (ROMs) enable efficient computations by reducing
large systems, and are now more and more used in industrial applications.
The Proper Orthogonal Decomposition (POD) method is one of the most
used ingredients in reduced order modeling. The POD method extracts low
dimensional linear subspaces from HF data usually obtained with HF simu-
lation results. A ROM can then be built by projecting the FOM equations
on the low-order POD basis [17, 18, 19, 20]. Projections methods (e.g. POD-
Galerkin projection) require knowledge of the governing equations. For that
reason, they are considered as Physics-based models. Technically speaking,
the projection step requires the access to the source code. The code-intrusive
feature of projection-based ROMs can be a shortcoming of their applicability.

Recently, some non-intrusive ROMs have been used in FSI problems us-
ing different approaches, for example using linear interpolation of the POD
modes and coefficients for parameterized problems [21], or using Radial-
Basis Function (RBF) interpolation of POD coefficients in the context of
immersed-shell methods [22]. Hybrid methods combining machine learning
surrogates and non-intrusive POD were also used to construct ROMs for
FSI [23, 24, 25, 26]. Others have also used purely data-driven methods for
FSI ROMs (in a weak coupling setting), Zhang et al. [27] for example used
convolutional autoencoders and system identification methods to learn the
dynamics of each subproblem, while Artificial Neural Networks (ANN) were
used for predicting both the solid and fluid solutions in [28].

In this work, we are interested in cases where one solver (e.g. solid)
has a significantly greater computational cost than the other (e.g. fluid).
This is for instance the case when nonlinear elastic structural problems un-
der quasi-static loading (inertial effects being neglected) are coupled with
incompressible flows in low to medium Reynolds numbers. This suggests the
design of a ROM-FOM coupling approach where a structural ROM predicts
the response of the FOM solver in a modular fashion, i.e communicating the
displacement and/or the velocity at the interface, from the fluid viscous and
pressure forces taken as input. We first find low-dimensional latent spaces
in which the forces and displacement fields are embedded, we then learn
the relationship between the low-dimensional representations of these fields.
This step is done offline in a data-driven manner. The online computations
can thus be made non-intrusively and orders of magnitude faster than the
FOM computations. Similar approaches for learning data-driven models (in
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dynamical and static problems) in dimensional latent spaces have been used
in -among others- [29, 30, 31]. These works demonstrated the good accuracy
and low model complexity achieved when these latent representations are
leveraged.

A ROM for a single subdomain coupled with a FOM on the other was
done in the independent work of [32]. Our work differs from [32] in that
we first look for latent spaces before finding an adequate regression model
between these spaces. Indeed, limited accuracy and speedups were shown
in [32] even for simple dynamics and a linear elastic structural problem. In
fact, it is difficult to train these ANN-based models on such high dimensional
spaces while maintaining a high accuracy. Moreover, the Dirichlet conditions
are not enforced with a pure ANN solution. While several works have used
non-intrusive ROMs for FSI problems, our proposed approach, along with
[32] mark -to the best of our knowledge- the only works where a completely
data-driven ROM-FOM coupling is explored.

The remainder of this paper is structured as follows: In Sect. 2, the gov-
erning equations of FSI and the partitioned formulation are presented. Then,
in Sect. 3, the proposed non-intrusive model reduction approach labeled as
ROM-FOM is detailed. The results of the evaluation of this ROM approach
in terms of accuracy and stability are presented in Sect. 4, where two test
cases are used as problems on which we use and evaluate the ROM-FOM
strategy. Finally, a conclusion is given in Sect. 5.

2. FOM-FOM fluid-structure interaction coupling

A general FSI problem involving an incompressible fluid flow under an
ALE description, and an hyperelastic solid can be described by the following
equations for each subproblem. For the fluid subproblem, the incompressible
Navier-Stokes in the ALE frame are written as:

pf%M + pfl(v —w). Vv + Vp — 2div(usD(v)) =0 in Qg(t)
V-v=0 in Q) (1)

(2usD(v) —pl)ng = gn s in Uy (t)

along with no-slip boundary conditions at walls, imposed velocity profile at
the inflow boundaries, and imposed pressure at the outflow boundaries.



For the solid subproblem, the equilibrium and constitutive equations for
a static hyperelastic solid are:

(VxP =0 in,
oW
P=__
OF (2)

u=20 iHFD7S

KP'NSZGN@ iHFN“g
And finally, the FSI coupling conditions are:

ou
Y w on 'y,(1) )

JFIP-n.+ (2u;D(v) = pI)-mp =0 onTp(t)

v

with p; the fluid density, ps the fluid dynamic viscosity, v is the Eulerian
fluid velocity and D(v) is the fluid strain rate tensor. The fluid equations are
described on a moving domain (using the ALE moving frame) Q¢(¢). The
Neumann boundary conditions are defined on the moving boundary I'y ¢(¢)
where ny represents its exterior normal unit vector.

For the solid problem, the equations are written in the Lagrangian frame
with Vx the gradient operator in the original configuration, F'y the deforma-
tion gradient and J its determinant. P is the first Piola-Kirchoff stress tensor
and I'p s and I'y s are the Dirichlet and Neumann boundaries respectively,
in the original configuration as well, whereas n, is the normal vector in the
current configuration. The vector field u is the solid displacement field and
Gy s is the traction force in the original configuration. The material model
is described in the stored energy density function W.

The notation A represents the ALE mapping from the reference domain
(e.g the t = 0 configuration) to the computational domain and w is the ALE
velocity, and I's,; refers to the ”"wet interface”, where coupling between the
solid and fluid happens.

As already mentioned above, in this paper we only consider quasi-static
solid conditions meaning that the acceleration term is supposed to be negli-
gible, so we get the elliptic solid problem (2). We consider situations where a
quasi-static loading is applied, resulting in steady-state nonlinear problems.
In this context, the dynamics of the solid do not affect the global FSI prob-



lem, and thus are neglected. The solid displacement, however, still affects
the strength of the FSI coupling.

In the context of partitioned FSI simulations, we will use the Dirichlet-
Neumann coupling formulation that allows a ’black-box” FSI coupling. We
represent the fluid solver operator as F:

F:RY 5 RV ur,., = fir., (4)

where ur,; is the displacement field NV is the number of interface nodes and
fir;., represents the fluid viscous and pressure forces at I'y:

f|Ffsi = (2/1fD<’U) - pI) "Nfry,,- (5)
Similarly, the solid operator is defined as:
S : RN - RN ; fIFfsi - U‘Ffsi' (6)

In fully implicit schemes, the coupling conditions can be enforced using a
fixed-point formulation of the problem (1)-(3):

(FoS)(firs) = firs (7)

One approach to solve (7) at each time step is to compute Picard itera-
tions plus a fixed-point acceleration using Quasi-Newton methods for the
FSI problem:

(‘F © S) (f|Ffsi) - f|rfsi =0 (8)

(see [15, 33] for more details on the acceleration method used here).

Remark: We note that a ”hidden” step consists of mapping the displace-
ment field from the solid mesh to the fluid mesh, and similarly a mapping
of the forces from the fluid mesh towards the solid mesh. In fact, our ROM
will compute the displacement solution after the mapping of the fluid forces
has been performed, so that it gives an output in the same space RV of the
input.

3. Non-intrusive ROM-FOM coupling strategy

The goal of the ROMs used in this work is to reduce the overall com-
putational cost of the FSI problem through the order reduction of the solid



subproblem only. Using partitioned FSI schemes allows for the replacement
of the ”module” of the solid solver S with a new ROM solver S':

S :RY = RY ) f|Ffsi - ’a|rfsi (9)

and thus achieving a non-intrusive implementation of the model reduction. In
fact, the suggested ROM will also be able to predict the full displacement field
(and stress and strain tensor fields) in addition to the interface displacement.
But note that only the interaction variables located at the FSI interface are
needed to advance the FSI solution in time. The fluid solver, as well as the
other components of the FSI algorithm (i.e implicit coupling, Quasi-Newton
acceleration ...) remain the same. This produces a non-intrusive ROM-FOM
coupling scheme, with an expected reduced computational cost compared to
the original FOM-FOM coupling.

This approach has the advantage of minimal dynamics-associated errors.
Since the structural model is quasi-static, the high fidelity fluid FOM will
handle the dynamics of the complete FSI model, and will work as a kind of
corrector of the phase and frequency errors, even if the errors of structural
model accumulate with time. Moreover, only solids with path-independent
material behaviors are considered. Thus, the structural ROM does not need
to be 7aware” of the history of the load. This is specifically the case for
elastic (that can be nonlinear) materials.

It is worth mentioning that this strategy can particularly achieve signif-
icant speedups when the solid FOM is much more expensive than the fluid
FOM. Moreover, we assume that in online-computations, the average num-
ber of subiterations does not increase compared to the FOM-FOM problem.
As we will see in the numerical experiments, this is the case when the solid
ROM is accurate enough and stable compared to the FOM.

3.1. Detailed ROM-FOM methodology

Since we are interested in solid problems with quasi-static behaviour only,
we argue that the solid ROM can ignore the dynamics effects and only take
into account the fluid loading at the interface. The HF solution from the
FOM-FOM coupling is first used to train our model. Accordingly, two snap-
shot matrices are created from the forces at the interface F' and the full solid
displacement field U, collecting m snapshot solutions from all the subitera-
tions at each time step during the FOM-FOM computation. We note that
the force field is discretised on the solid mesh interface, meaning that we



collect the force data after the mesh mapping step during the FSI solution
schemes.

The suggested ROM will perform (i) a dimensionality reduction of the
input fr,,, and output @ of the solver, (ii) solve a regression problem in the
low-dimensional latent space and (iii) reconstruct the displacement field in
the original physical space.

Dimensionality reduction: Specifically, we use the Principal Compo-
nent Analysis (PCA) method (also called POD in this context) to find the
best linear subspace of rank r; on which the forces field is projected, we will
refer to the POD modes as ®; € RY*"7. This means that the force field can
be written as:

firpa ) = Y @sfi) (10)

meaning that the snapshot matrix of the force field F € RNY*™ can be written
like: 3
F=of (11)

where f € R™7*™ are the coordinates of the forces snapshots in the reduced
POD subspace. The discrete POD modes can be obtained in the offline phase
using a Singular Value Decomposition (SVD) of the snapshot matrix:

F=9,V: (12)

Accordingly, the reduced coordinates ]" can be found using an orthogonal
projection on the POD modes

f=90lF (13)

On the other hand, a dimensionality reduction method is also applied on
the displacement field. This time, however, a retrieval of the predicted full
displacement field will be needed, since a decoding from the latent space of
the displacement is the ultimate step in our approach. Thus, the accuracy
of the full displacement reconstruction is crucial, and the error associated
with its reduction needs to be as low as possible. For these reasons, we use
a quadratic manifold representation of the displacement field [34]. Using the
method introduced in [34], the residual error of the approximation (10) is
modeled using the quadratic terms of the reduced coordinates, keeping r,
modes:



%ru(rqul)

a(f) = @u(f)+ Y, Bulf) @a(f)), (14)
i J
where ® is the Kronecker product (resulting in all the polynomial terms
with the exception of the linear terms) of the reduced forces coordinates
u € R™*™. For the collected displacement snapshots U, we write:

where X = | @, @@ @y @y ... Uy DU, | € Ramulutrl)xm

Similarly, at the online stage, at any given iteration, the full displacement
field is:

WUcyrrent = <Du’&'curremf + (DuXcurrent (16>

The columns in the quadratic mapping operator ®, € RNuXgru(rut1) rep-
resent the quadratic modes, which are orthogonal to the POD subspace
q)f(fu = 0, hence modeling correctly the error term not accounted for in
a linear manifold approximation.

The quadratic mapping matrix can also be obtained in a data-driven
fashion during the offline phase. In fact, after a first step of learning the
POD modes @, a second step consists of a linear least squares problem:

&, —arg  min %w—<1><1>T)U—<T>X||fm (17)

BeRNuX Fru(rutl)

Regarding the choice of the number of modes r,, different strategies can
be used. The most usual one being an energy-based criterion: using the
singular values o; from the SVD of the snapshot matrix, a certain threshold
€ representing the percentage of the energy contained in theses snapshots can
be chosen, and the number of modes can be determined as:

Tu 2
min S = —Zid 9i
ru€[L,d] S o2 (18)
st. S<¢



where d is the minimum dimension of the snapshot matrix. However, this
criterion is not always the best option. For example, in problems with solu-
tion of a slow decaying Kolmogorov width, a large number of modes is gen-
erally needed to have a sufficiently accurate linear approximating subspace
(see for example [18]). To this end, we suggest a cross-validation strategy,
where a portion of the snapshot data can be used for testing, and where an
increasing number of modes is tested until a minimum ( or a plateau ) of the
overall testing error is reached. We suggest that this should be preferred to
an energy-based criterion whenever possible (and computationally feasible).
We also note that snapshot data should be scaled by removing the mean field
in order to retrieve the POD subspace correctly.

Remark: We note that in [34], the authors also present an additional step
of column selection on ® through another optimization problem, and thus
minimizing the number of quadratic terms used in the quadratic manifold.
In our work, we bypass this step and keep all the quadratic terms, since
this choice generally provides the best reconstruction accuracy, and since in
the usual problems we encounter, the solid displacement field is sufficiently
smooth so that only few modes are needed, meaning that selecting fewer
quadratic columns will only result in a very slight performance gain.

To summarize this step, our ROM approach in the online stage computes
an encoding of the fluid forces field at each iteration, using a linear projection
on the POD subspace, thus only using the projection part through (13). For
the ROM output, we use quadratic manifolds for the displacement field, this
time only using the decoder component, via the reconstruction (15).

Remark 2: From a Dirichlet-Neumann formulation perspective, only
the displacement values at the interface is required from the solid operator
S (and its ROM alternative &’) as described in (6). As a result, and unlike
the solid FOM solver that computes the full displacement field at the solid
domain, the ROM solver should - at any given iteration - be able to exchange
the displacement values at the interface only. This can be done in a straight-
forward manner when using a decoder based on a reconstruction on a POD
basis. If we construct a mapping matrix from the solid nodes to the interface
nodes:

— 1, —
K=|T T | erv (19)
— 1y —
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where 1; = [0...1...0] are zero row vectors with a 1-valued element at the
jth column where j is the index of the solid mesh node corresponding to
the interface node 7. We can then compute the matrix multiplications K®,,
and K®, during the offline stage and store the resulting matrices. At each
iteration, the solid ROM operator can thus compute the displacement values
at the interface directly, replacing (16) with:

Ucyrrent ‘Ffsi - Kéuucurrent + Kq)uXcurrent (20)

This is particularly important since the number of interface nodes is usually
much smaller than the whole solid mesh nodes N < N, and (20) will be
faster to compute than (16). In addition, since there is not much use to
retrieve the full displacement field at the non-convergent coupling iterations,
the ROM can store the reduced displacement coordinates wcyyren: only at
the convergent iterations and compute the reconstruction (15) at the end
of the simulation, getting back the full displacement field, and enabling the
computation of the strain and stress fields for example.

The regression problem on the other hand can be solved using different
existing methods with a regression operator

IZ:RY -R™; f—a (21)

where f = @7 fir,,, and & = ®u are the coordinates of the force field and
the displacement field in the reduced bases respectively. In our experiments,
the regression methods that provided the best accuracy are reduced basis
function (RBF) interpolation [35] and low-degree polynomial sparse approx-
imation.

The proposed ROM algorithms in the offline and online stages are sum-
marized in Algorithms 1 and 2 below, and in the illustration in Figure 1.

3.2. Ezpected speedups

In this short section, we give an idea of the overall speedup (denoted by
s) of the partitioned FSI coupling if the solid ROM solver returns a speedup
o compared to the solid FOM solver. As mentioned above we will assume
that the number of fixed-point subiterations does not vary between FOM-
FOM and ROM-FOM strategies. Let us denote by Ty (resp. T;) the mean
computational time taken by the FOM fluid (resp. solid) solver during one
time iteration of the FSI coupling. The total FOM-FOM time over a time

11



Algorithm 1: ROM-FOM - Solid ROM Offline stage

Input: F the force snapshot matrix, U the displacement snaphot
matrix, r¢ the number of selected force modes, r, the
number of selected displacement modes, K the mapping

matrix from the solid to the interface nodes
Result: {®;, ®,, Z()}

Compute 7 left singular vectors ®; from the SVD of F, compute
f=oiF;

Compute r, left singular vectors ®,, from the SVD of U, compute ®,
by solving (17), compute u = ®1U ;

Compute the matrices A = K®, and B = K®,, ;

Determine the regression operator Z(f) ~ u ;

Algorithm 2: ROM-FOM - Online stage (FSI interaction variables)

Input: Current interface force quantity, fir,., current

Result: Current solid displacement .y, rent, Current interface
displacement Fetcurrent

Project the fluid loading on the reduced basis:

Y YA .
fcurrent - ¢ff\1"fsi,cu7‘rent;

Predict the new reduced displacement: @eyrrent = Z(f current);

Arrange the quadratic terms of Ueyrrent N X current;

Compute the interface displacement field:

Ucyrrent ITfei — Aucurrent + BXcurrent;

if coupling convergence then
‘ Store Ucurrent IT fss N Ustored

if end of simulation then
| Reconstruct the full displacements U = ®,@tstoreqd + PuX stored

12
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Figure 1: Summarizing illustration of the ROM-FOM approach
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step is Ty + T, while the ROM-FOM time is Ty + T/0. The ROM-FOM
speedup is then

T. 1
T == 1+ -T1,/T
f+0_ +O_/f

S

Assume that T /T > 1. Then we get the speedup estimation
TS / Tf . g

(22)

5~ = .
1 T

1+ -T.)T; 1+40=L
+ p / f + UTS

Equation (22) shows that a ’good’ solid ROM speedup should be of the order

Ts/T. Assume for example that o = T,/T}, then one finds s = /2 and the

efficiency of the ROM-FOM FSI strategy is 1/2. More generally, if the solid

T, .
ROM achieves a solid speedup o = a? with a > 0, then
!

1 T,
s~ |1-— —
1+Oé Tf

T, .
In particular, the ratio T is an upper bound of ROM-FOM FSI speedup.
f

4. ROM-FOM coupling assessment for low cost FSI simulations

4.1. Model evaluation strateqy

In order to evaluate the proposed ROM approach, for multiple parameter
values in a training set P, the results of the ROM-FOM simulation will be
tested in a future time prediction. In other words, for a given parameter
p € P C D, where D is the convex hull of P, a FOM-FOM simulation will
be performed for a specific time period t € [0, T]. After training the ROM on
the obtained high fidelity results (including the coupling subiterations), the
structural ROM model can be used for ¢ € [T, T¢|. In addition, the results
associated with all the seen parameters can be used together to train a single
ROM, and predict solutions for parameters not seen in training g ¢ P, and
for future time regions ¢ € [0,7f]. In that case, we will also assess the
methodology for testing parameters outside the parameter space gt € D. In
this work, only parameters associated with the fluid problem are considered.
We should note that in the case of time-parameter prediction cases, and

14



in order to avoid ROM-FOM instabilities further down the simulation, the
solid FOM needs to be used at some of the first time increments, e.g until
a time instant that we will call T;, the purpose of this is that on transient
cases, the results in the first timesteps are very different than the rest of
the simulation, meaning that the training data is much poorer around these
values, this results in lower accuracy of the solid ROM, hence it is best to
avoid using the ROM in the first transient timesteps. An illustration of this
model evaluation strategy applied on the second example can be seen in
Figure 10. Simulation data, used for training and testing are available at the
Github repositories (Arterial WallROM) and (DoubleFlap) corresponding to
the first and second examples respectively.

4.2. Example 1: 1D toy problem of an elastic arterial vessel model

The model of flexible tube and related HF partitioned solvers proposed
by Degroote et al. [16] are used here. The flow is assumed to be incompress-
ible with constant density p. Both fluid mass and momentum conservation
equations (neglecting viscosity) read

Ova + 0z (av) =0,
2y @ (23)
O¢(av) + 0y (av )—i—;é’xp:O, t>0, z€l0,L]

where v is the bulk velocity, a is the tube cross section and p is the pressure.
From the fluid side, the unknowns are both velocity and pressure. For the
solid flexible tube, a quasi-static model

a = a(p)

is used (retaining only the vessel stress in the circumferential direction). The
following nonlinear elastic stress-strain law is used:

Tpp = 12500 €4, if |€,0] < €
Opp = 2500 €4, + 20 if €4, > € (24)
Opp = 2500 €4, — 20 if €,, < —€

with €g = 2 1073, Figure 2 shows a schematic explanation of this problem.
For further simplification, a zero pressure condition is applied on the right
boundary (note that a non-reflective boundary condition was used in [16]).
The prescribed inlet (left face) velocity is computed using the solution of a
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i+1/72 i+l
= ——>
X

Figure 2: Arterial vessel test case schematic explanation (from [16]). oy, is the vessel
hoop stress, h is the thickness and Ax is the length of the finite volume cell.

nonlinear Duffing equation in order to produce a signal with rather complex
dynamics.

W(t) = au(t) + bu(t)® + cu(t)® + d+ peos(ft) + eu(t) Vt € [0,120]

u(0) =10 ; @(0) = 0.

Uinlet(t) = gu(t) +h

(25)
We fix (a, b,c,d,e,g,p)=(—1,0 ,-0.002 ,—1 ,—0.02 ,1/60 ,360) and
we parameterize this signal with the parameter vector p = (f ,h)T allowing
the generation of different frequencies and amplitudes.

In order to train the ROM model, a FOM-FOM computation is done on
a single inlet velocity case corresponding to u; = (2 ,6)7 (see Figure 5),
for a simulation time period ending in 7" = 18 s. The fluid flow equations
(23) are solved using a second order finite volume scheme with 100 cells
and the solid section a(p) is computed at each iteration as the solution of a
scalar minimization problem. We use the software library preCICE [36] as a
coupling interface for the simulations.

For the considered training time region and including all the coupling
subiterations, the data is assembled as 737 snapshots (m = 737 and N =
N, = 101), and {U, F} C R0X77,

For this problem, the pressure and section fields are very smooth and only
very few modes can model the problem solution. In fact, a 99.99% energy
criteria like in (18) implies that only one pressure mode and 5 section modes
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are needed. Nonetheless, we will use cross-validation to determine an optimal
number of modes. A random portion making 20% of the training snapshots
will be used as testing samples (denoted as Fy.s and Ues;) and while varying
the number of modes of the pressure and section fields, the mean of the Lo
error on the final output (i.e the section field) will be evaluated upon these
samples. In Figure 3, we show a map of the error € depending on the number
of modes, where

1 Mtest

Z HUtest,i - ROM(Ftest,i) | ’2 (26>

€ =
Myest

Miest 1S the number of testing samples and ROM (-) denotes the final output
of the trained ROM. Using theses results, we can see that the test error levels
off when we reach 9 modes for the section field and 3 modes for the pressure.
More precisely, for 9 section modes, we show the evolution of the error e for
different numbers of pressure modes in Figure 4. This also reinforces the
idea that this type of cross-validation should be used whenever possible to
determine these hyperparameters, since the use of the energy-based criterion
only would result in larger error (as seen in Figure 3, the accuracy when
using 1 pressure mode and 5 section modes is suboptimal). We note that the
displacement reconstruction used here only considers the linear POD terms.
In fact, this example being a toy example with the goal of predicting solutions
with minimal training data, the training snapshots are not rich enough to
accurately learn the quadratic operator ®.

Regarding the regression method, a thin plate spline kernel RBF inter-
polator is used [37] with

I(F) = > wiollf 1) (27)

where
¢(x) = 2”log() (28)

and }'Z are the RBF centers, chosen as the training points of the reduced
forces, resulting eventually in a linear system to be solved for the RBF weights
w;.

After the ROM has been trained, we test the ROM-FOM coupling on the
future prediction with Ty = 120 s at the same inlet velocity. We then choose
another parameter vector i = (0.9 ,4)T without retraining the ROM, with
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Figure 3: Validation error e depending on the number of modes choices for both the
pressure and the section fields.

2x107*

10—4 4

Mean L2 error

6x107°

4x107°

Number of pressure modes

Figure 4: Validation error ¢ when using 9 section modes depending on the number of
pressure modes.
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Figure 5: Inlet velocity signals corresponding to g and fi parameters values.

T; = 0.1 s We can see the difference between the two signals in Figure 5.
The results for theses two cases are shown in Figures 6 and 7 respectively,
compared to the HF FOM-FOM solution. We can see a significant accuracy
achieved by the suggested ROM-FOM coupling. Moreover, the stress-strain
law reconstructed using the ROM-FOM simulation is plotted in Figure 8,
showing that the proposed ROM approach can capture the solid problem
nonlinearities. Remarkably, we can also see that the ROM-FOM successfully
predicted the vessel response in an extrapolated region in the strain response
(strain region € < —0.0055) even for this nonlinear constitutive law, although
it should be noted that it only involves a linear extrapolation from the phase
space seen in the training.

In addition, another important property of ROM-FOM coupling schemes
is maintaining stability. This directly affects the final ROM speedup, since
more instabilities result in an increased number of fixed-point iterations (or
even a complete divergence), increasing therefore the overall computational
cost. We show in Figure 9 a comparison between the number of iterations
until convergence at each time step for both the FOM-FOM and the ROM-
FOM models. We observe -as expected- a slight increase in the number of
iterations, due to the inaccuracy intrinsic to the reduced model. However,
the ROM is accurate enough so that this increase remained limited (approx-
imately 12 % more iterations at the end) and would not affect the overall
speedup in more realistic cases.
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Figure 6: The inlet pressure solution using the FOM-FOM (green dashed line with cross
marks) and the ROM-FOM (blue solid line). Prescribed inlet velocity corresponding to

1. Both training and prediction regimes are depicted. The vertical black line indicates
the end of the training time period.
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Figure 7: The inlet pressure solution using the FOM-FOM and the ROM-FOM. Prescribed
inlet velocity corresponds to po. Prediction regime.

The speedup achieved on the structural part for this test case is 0 ~ 96.
Nonetheless, there is no expected overall speedup since the fluid model is
much more computationally costly than the solid FOM model (%) > 1.
This is however merely a toy problem to evaluate the ROM accuracy and
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more realistic speedups will be shown in the following example.

307 — FOM-FOM
@ FOM-ROM:-training bounds
201 == FOM-ROM-Prediction

=
o

Stress [Pa]
o

|
=
o

—20

—301

—0.006 —0.004 —0.002 0.000 0.002 0.004
Strain

Figure 8: Nonlinear elastic Stress-Strain law used for the vessel tube. The reconstructed
curve from the ROM-FOM prediction is plotted along with the FOM-FOM model. We
can also see the data points from the FOM-FOM simulation used for the ROM training.

4.3. Example 2: elastic flaps behind a cylinder wake
In this section, we consider a two-dimensional channel case, where an in-
compressible flow faces an elastic body with two mounted flap behind a rigid
cylinder. We put p = 1000 kg/m?, vy = 0.001 m?/s and a fully developed
Poiseuille inlet flow, with a maximum velocity of v,,., = 2.5 m/s starting
from v = 0 m/s at ¢ = 0s and increasing linearly until reaching v, at
= 1s. This corresponds to a Reynolds number of Re = 250. The boundary
condition at the top and bottom walls is a no slip condition, and a homoge-
neous Neumann boundary condition on the right boundary. A sketch of the
test case is given in Figure 2. The solid is governed by a hyperelastic con-
stitutive law, using the Neo-Hookean model, where the stored elastic energy
is

s
W(F,) = T (IFs" =3 = 2 log(J)) (29)
E
where we define p, = m and we choose E = 10 x 10° Pa and v, = 0.3.
Vs

The fluid problem is discretised using triangular stabilized finite ele-
ments [38] and quadrilateral finite elements are used for the structural prob-
lem, with 4 (X and Y') displacement degrees of freedom at element nodes.
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Figure 9: Percentage of the accumulated number of iterations comparing the ROM-FOM
to the FOM-FOM.

KratosMutiphysics [39] was used as the finite elements software for both
problems, using the Kratos modules named FluidDynamicsApplication
and StructuralMechanicsApplication in a partitioned coupling. The fluid
time step is dt = 0.008 s. The solid mesh consists of 1805 nodes with 265
nodes at the interface, giving N = 530 and N,, = 3610.

As explained in section 4.1, the Reynolds number Re will be considered
as a parameter p in this test case. The training set will include 3 points P =
{178.6,208.3,250}, i.e D = [178.6,250], and a time domain until 7' = 3 s. In
addition to time-predictions up to Ty = 6 s, two unseen parameters will be
considered, fi; = 192 € D and fi, = 300 ¢ D, with T; = 0.8 s. Accordingly, 4
different reduced order models will be assessed: 3 models in a time-prediction
setting for each p € P (hereinafter called ROM 1, ROM 2 and ROM 3
respectively), and the remaining ROM for time-parameter prediction for fi;
and fi2 (hereinafter called ROM 4). A summary of the ROM evaluation
strategy is presented in Figure 10.

A total of 6890 snapshots are used for training corresponding to 2222,
2311 and 2357 snapshots for simulations at Re € {178.6,208.3,250} respec-
tively. In Figure 12, an example of the problem solution at Re = 300 and
t = 3.62 s is reported for illustration.
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Figure 11: Test case schematic explanation and dimensions.
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Figure 12: Problem solution at Re = 300 and ¢t = 3.62 s. The velocity magnitude is
plotted in the fluid domain, while the yy component of the second Piola Kirchoff stress
(PK2) is showed in the solid domain.

4.3.1. Dimensionality Reduction

In this case, the forces field on the structural interface has many irregu-
larities that make the linear compression challenging. In Figure 13, we show
the energy quantity in the displacement and force fields modes through the
singular values of the snapshots matrices. The decay for the forces field is
much slower than the one of the displacement field. In order to determine the
optimal number of modes used, we use 9 displacement modes corresponding
to 99.99% of the energy, due to the observed fast decay of the singular val-
ues. For the forces field, we suggest a cross-validation strategy similar to the
one used in the previous test case: 5% of the training data are sampled for
testing, and while varying the number of forces modes, the final error of the
structural ROM ¢ is evaluated as

€= |Utest — ROM(Ftest)”z (30)

Additionally, in order to evaluate the effect of the number of modes on the
regression method accuracy, the error of the regression result on the training
data €,egression 1S also evaluated as

Eregression — H{l' - I(f) | ’2 (31)

More details about the regression method used in this test case will be
given in the next section. We conservatively choose to pick the maximum of
modes between the two criteria. The result of the cross validation is shown in
Figure 14 for ROM 4, while the results for the other ROMs are reported in
the Appendix. A clear threshold of the accuracy is reached after 45 modes.
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Figure 13: Singular values decay for the displacement and forces snapshots

Indeed, there is a large gap between this choice and the energy-based criteria
that results in 36 modes, which shows, again, the importance of this cross-
validation step for more optimal choice of hyperparameters.

4.3.2. Regression method
For this test case, a polynomial regression of degree 2 is used. The Force-
Displacement relationship is thus modeled as a second order polynomial:

@ =WIf&f] (32)

where ® is a modified Kronecker product (now different than the product
defined in (15) because this product contains the linear terms as well and the
intercept term 1). The polynomial coefficients are arranged in W € R™*"s
where 7y = (ry 4 1)(ry + 2)/2 meaning that it scales as O(r7). We recall
that during the cross-validation step ry was chosen as ry = 45. This means
that the number of polynomial coefficients is very large (7 = 1081), and it
is highly unlikely that all the polynomial terms are important for modeling
Z(-). We thus propose using the Lasso regularization in order to obtain a
parsimonious model with as fewest terms as possible, the minimization is
written as:

Tf Ty
W, :GTQTI;H||ﬂi—ZWz‘j[f®f]j||2+/\Z|Wz'j| Vie{l --r.} (33)
i j=1 j=1
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Figure 14: Testing error of the ROM results € and the regression error on the training
data €regression depending on the number of forces modes. Case of the parametric ROM
4.

where W; and u; are the i*" rows and [f @ f] ; is the jth row of the matrices
defined in (32). The parameter A promotes the sparsity of the solution W
and usually requires fine-tuning. One approach to determine A is to use
model selection criteria combined with the LARS algorithm [40] for finding a
Lasso solution. This allows the generation of a path of Lasso solutions and the
evaluation of criteria, namely the Bayesian information criterion (BIC) along
this path. The regularization coefficient A corresponding to the minimum of
BIC will be chosen. We use the scikit-learn[41] implementation of this
method.

We show in Figure 15 the non-zero terms as a result of the Lasso opti-
mization. We only show the terms associated with the first two outputs (the
first two displacement modes) for the model ROM 4. For brevity, the other
figures associated with the other ROMs are reported in the Appendix. We
can clearly see that only few terms remain after the Lasso optimization. In
addition, two important observations are to be made here, the Lasso opti-
mization confirms the necessity of using as much as 45 modes, since many
terms associated with these modes are considered. Second, terms associated
with interacting modes are also important, showing that modeling the non-
linearity of the force-displacement relationship as a second-degree polynomial
function is indeed an adequate choice.
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Displacement Mode 0 Displacement Mode 1

Pressure mode #

Figure 15: Illustration of the non-zero terms (yellow pixels) among all the 2" degree
polynomial terms. Each row/column represents a pressure mode so that the ij pixel
represents the term corresponding to the product of i*" mode with j** mode, while the
mode 0 represents the term 1. Case of ROM 4 and the first two displacement modes.

4.3.3. ROM-FOM coupling accuracy and speedup

The ROM 4 evaluation results are shown in Figure 17 where we show
the time evolution of the left-most solid tip z-displacement, and similarly for
the right-most tip in 18. We also show the same results in a time-prediction
setting using ROM 1 in Figure 19. The complete deformation with a map
of the PK2 stress field is shown for both the FOM and ROM results in Figure
16. The relative Ly error on the complete displacement field defined as

W -,
O =" o0, >

(34)

is also shown in Figure 21. A highly accurate prediction of the ROM-
FOM model is obtained for each case. For the unseen parameter outside the
training space D (Re = 300), the error is larger, but remains under 10%
for the considered time region. Remarkably, in the case of ROM 1, ROM
2 and ROM 3, where the training was done on a single parameter and
where the evaluation was done on an unseen time range, only 4% of error is
observed, despite the complex dynamics. To further highlight this, we show
the displacement phase-space (ur(t), ugr(t)) in Figure 20, where uy () is the
left-most node displacement and ug(t) is the right-most node displacement.
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Figure 16: The ROM-FOM (using ROM 4) results compared to the FOM-FOM results.
This is taken at t = 5.84 s. The yy component of the PK2 stress field is showed while also
showing the complete solid deformation.
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More precisely, we show the space seen in training (Top) and the one seen in
the testing phase (Bottom) in the case of ROM 3. This figure demonstrates
a good agreement between the FOM-FOM and ROM-FOM results. Again,
the complexity of the dynamics is well handled since a high-fidelity FOM
is kept on the fluid part. We argue that as long as the amplitudes of the
fluid forces are close to those seen in training, the proposed ROM strategy
will enable a good prediction accuracy, even when extrapolating in time and
parametric space, at least when the flow regime remains the same.

As an indicator of the ROM-FOM stability, in Figure 22, we show the
number of coupling iterations needed to convergence, compared to the FOM-
FOM results. We see only 7% additional iterations in the case of ROM 4
evaluation at Re = 300. The other cases are reported in the Appendix. Such
a slight increase in the overall coupling iterations show the good stability of
the ROM-FOM scheme, due to the high accuracy of the solid ROM.

On an 8-Cores Mac M1 laptop, the CPU time of the ROM solid solver is
on average (case of ROM 4 at Re = 300) 0.0028 s as opposed to Ty = 0.724 s
for the solid FOM solver, making the speedup obtained for the solid problem
o =~ 260. The total CPU time for the complete FOM-FOM simulation is
5763 s and 3181 s for the ROM-FOM simulation, making the overall speedup
for the FSI simulation around s ~ 1.81. We should note that the ratio C[Tl
varies during the simulation, since the internal solvers’ convergence takes
different number of nonlinear iterations depending on the simulation time
steps. For a more detailed analysis, we show in Figure 23 the ratio % for
every subiterations and its distribution, while comparing both models, we
can see the large difference when modifying the solid solver to make it much
faster than the fluid solver. Average speedups and CPU time of training the

ROMs are reported in the Appendix.

5. Conclusions

We have presented a ROM-FOM coupling strategy designed to reduce
the computational cost of partitioned FSI simulations, through the reduc-
tion of the solid sub-problem. The proposed approach is data-driven, can be
implemented in a completely non-intrusive framework, and is well-suited for
nonlinear elastic solid problems under quasi-static load. Using a dimension-
ality reduction of the fluid forces as well as the displacement field on linear
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Figure 17: The ROM-FOM left tip x-displacement of the solid body using ROM 4 (eval-
uated at Re = 192 and Re = 300), compared to the FOM-FOM solution.
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Figure 18: The ROM-FOM right tip x-displacement of the solid body using ROM 4
(evaluated at Re = 192 and Re = 300), compared to the FOM-FOM solution.
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Figure 19: The ROM-FOM left tip x-displacement of the solid body using ROM 3 com-
pared to the FOM-FOM solution.
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Figure 21: The ROM-FOM L5 error e(t) as defined in (34) for the previous cases.
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subspaces, a regression model between the two fields is constructed in the la-
tent space, followed by a reconstruction towards the high-dimensional space
of the displacement field using a quadratic manifold approximation, for a re-
construction as much accurate as possible. The obtained ROM can accurately
predict the full displacement field online with a significant speedup compared
to the reference FOM-FOM solution. The performance of the proposed ROM
strategy has been demonstrated on two different test cases where we have
shown a significant accuracy of the ROM-FOM coupling even for complex
dynamics tracking. Finally, the proposed methodology was shown to perform
very well in both time and parametric extrapolated region space. Despite
the novelty of this type of ROM-FOM coupling scheme, and its significant
potential for application on many common FSI problems, improvements can
still be made to enhance the robustness of this method. For example, further
understanding of the instability of the FSI simulations - a property intrinsic
to the partitioned coupling schemes - will allow a better design of the struc-
tural ROMs, avoiding additional coupling iterations, and achieving better
speedups. Nonlinear dimensionality reduction methods, especially for the
fluid forces field, could also make the ROM less complex while maintaining
good generalization properties. Additionally, multidimensional parametric
spaces, including parameters of the solid problem itself (e.g material consti-
tutive law parameters) will also be investigated in the future.
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Appendix A. Appendix: Figures for detailed results of the con-
structed ROMs

Appendixz A.1. Choices of number of forces modes:

As explained in section 4.3.1, a cross-validation is done for every ROM
training, in order to find the optimal latent dimension of the fluid forces
subspace, the results for ROM 4 having been showed in Figure 14, the
results for the other ROMs will be shown in the following Figure A.24. These
results and the energy-criterion for the displacement modes give the optimal
choices that are summarized in Table A.1
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Table A.1: Cross validation results.

ROM 1 ROM 2 ROM 3 ROM 4
# of modes of F || 45 40 50 45
# of modes of U 9
Displacement Mode 0 Displacement Mode 1

Pressure mode #

10 4

Figure A.25: Non-zero polynomial terms. ROM 1

Appendiz A.2. Polynomial terms after the Lasso optimization:
Similarly to Figure 15, we show the equivalent results for the other trained

ROMs.

Appendiz A.3. ROM evaluation: Displacement results:

We show in the following Figure A.28 the results of the ROM-FOM and
FOM-FOM comparisons in terms of displacement values at the tips of the
structure.

Appendiz A.4. ROM evaluation: Coupling iterations:

Similarly to Figure 22, we show the coupling iterations comparison for
the other ROMs in Figure A.29.

Appendiz A.5. ROM evaluation: Speedups:

In this section, we show the average speedup - On an 8-Cores Mac M1
laptop with a 16 GB RAM - achieved by the ROM, on the structural solver
itself and on the total simulation. We note that the displacement field re-
construction (15) is taken into account in the ROM computation time.
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Figure A.26: Non-zero polynomial terms. ROM 2

Table A.2: Speedup results.

ROM1 | ROM 2 | ROM 3 | ROM 4 | ROM 4
(Re =192.3) | (Re = 300)
Training time [s] 20.98 22.08 33.55 52.77
(Training+Cross vali- || 181.9 188.12 242.12 1348.58
dation) time [s]
Average solid speedup || 236.35 183.64 250.75 239.51 259.78
Total speedup 1.814 1.88 1.795 1.656 1.81
Displacement Mode 0 _ Displacement Mode 1

Pressure mode #

Figure A.27: Non-zero polynomial terms. ROM 3
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Figure A.28: The ROM-FOM tips x-displacement of the solid body compared to the FOM-
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