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Abstract—Channel charting builds a map of the radio environ-
ment in an unsupervised way. The obtained chart locations can be
seen as low-dimensional compressed versions of channel state infor-
mation that can be used for a wide variety of applications, including
beam prediction. In non-standalone or cell-free systems, chart loca-
tions computed at a given base station can be transmitted to several
other base stations (possibly operating at different frequency bands)
for them to predict which beams to use. This potentially yields a
dramatic reduction of the overhead due to channel estimation or
beam management, since only the base station performing charting
requires channel state information, the others directly predicting
the beam from the chart location. In this paper, advanced model-
based neural network architectures are proposed for both channel
charting and beam prediction. The proposed methods are assessed
on realistic synthetic channels, yielding promising results.

Index Terms—Channel charting, Cell-Free network, Dimension-
ality reduction, MIMO signal processing, Machine learning.

I. INTRODUCTION

LARGE amounts of available bandwidth in the millimeter
wave (mmWave) frequency bands is a key enabler of

the high throughput requirements of Fifth Generation (5G)
and Beyond 5G (B5G) communication systems. Such high
frequencies allow antenna sizes to decrease, resulting in practical
massive Multiple Input Multiple Output (mMIMO) systems. As
such systems possess high spatial directivity, it is of paramount
importance to have precise beam management methods to benefit
from the associated beamforming gain. Indeed, in mMIMO
systems, a small angular error in the base station’s (BS) beam
steering angle towards the User Equipment (UE) could lead
to a highly degraded link performance [1]. In order to keep
beam selection tractable, 3GPP standardized beam management
procedures for 5G New Radio (5GNR) [2]. The standard imposes
for each BS to possess a codebook of precoders from which
it picks the one that maximizes link performance for each
individual UE. This procedure has to be carried out frequently as
the UEs are likely to be moving. All of those constraints result
in a complex beam management procedure, requiring constant
exchanges between all BSs and UEs.

In the last decade, machine learning (ML) has emerged as
a promising solution in many communication problems such as
channel estimation [3]–[7], detection [8], [9], positioning [10] or
decoding [11]. ML methods have been successfully applied for
location-based beamforming [12] and beam management [13],
[14]. More particularly, approaches combining channel charting
and deep learning have been used for beam prediction and

precoder learning in non-standalone mmWave [13] and Cell
Free (CF) mMIMO systems [15]. Channel charting is a
dimensionality reduction method for channel vectors: it yields
a pseudo-location (i.e. compressed channel) map from channels
in an unsupervised manner.

In CF mMIMO systems, a UE can be served by multiple BSs.
In such scenarios, one can think of the following approach: a
BS generates a pseudo-location from a collected uplink channel
and sends this pseudo-location to other BSs. Then, at each BS,
a neural network is used to infer the best beam in its codebook,
based solely on the received pseudo-location. This approach
only requires to estimate the uplink channel at one BS, resulting
in a great reduction of beam management complexity.
Contributions. In this paper, a model-based neural network is
introduced to learn the mapping from a pseudo-location to the
best beam in a codebook. This can be seen as a classification
network. The proposed approach allows to greatly reduce
the beam management complexity compared to classical
methods. Classification based on discrete codebooks is also
compared to a regression approach, where a precoder is directly
learned without constraining it to come from a given codebook.
Performance is assessed on realistic synthetic channels obtained
via the Sionna [16] and DeepMIMO [17] datasets.
Related work. Inferring a beam in a codebook from a
pseudo-location has recently been proposed in [13]. However,
this paper used a classical multilayer perceptron (MLP) for the
beam prediction network and only considered a small scene
for the UE locations. Directly learning a precoder has also been
studied in [12], [15], [18]. More particularly, [15] proposed
a model-based neural network for the precoder learning task.
However in [15], directly learned precoders were not compared
to a codebook-based classification approach.

II. PROBLEM FORMULATION

In this paper, a CF mMIMO system is considered, as depicted
on Fig. 1, comprising B BSs using uniform planar arrays (UPAs)
with Na antennas, and Nu single-antenna UEs. Multicarrier
transmissions with Ns subcarriers are considered. Note that
the approach could be easily transposed with multi-antenna
UEs as in [13]. The system operates with different uplink and
downlink central frequencies ful and fdl. Let hi,j ∈ CD (resp.
gi,j ∈ CD) be the uplink (resp. downlink) channel between BS
i and UE j. Note that vectorized channels are considered, hence
D = NaNs. The location of UE j is denoted as xj ∈ R3.



Fig. 1: System model (B = 3, Nu = 3)

Each BS uses the same 2D Discrete Fourier Transform (DFT)
codebook C ∈ CNb×Na . It is defined, using the Kronecker
product, as C = 1√

NvNh
Ψv⊗Ψh. Ψv ∈ COvNv×Nv and Ψh ∈

COhNh×Nh , where Nh and Oh (resp. Nv and Ov) represent the
number of antennas and oversampling factor for the horizontal
(resp. vertical) dimension of the BS UPA. Note that the number
of beams in the 2D-DFT codebook is a multiple of the number of
BS antennas: Nb = OvOhNvNh = OvOhNa, as Na = NvNh.
In this paper, Oh = Ov = 2 so that the oversampling factor is
uniformly split between the azimuth and elevation dimensions.
For k = h, v, the 1D-DFT codebook can be defined as follows:
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For each UE u, the best beam in the codebook at BS b is:

ci?b,u ∈ CNa with i?b,u = argmax
i

1

Ns

Ns∑
s=1

∣∣cHi g̃b,u,s

∣∣2
‖g̃b,u,s‖22

, (2)

where g̃b,u,s ∈ CNa is the downlink channel between BS b
and UE u at subcarrier s. In other words, the chosen precoder
maximizes the mean correlation over all subcarriers between the
precoder and the downlink channel. The kth best beam index
at BS b for UE u is denoted by i?,kb,u .
Objective. The pursued objective is to choose an appropriate
precoder based on a low-dimensional representation of the
channel, possibly computed at another BS and/or at a different
frequency. To do so, channel charting is used to obtain a
pseudo-location z ∈ Rd from an uplink channel h ∈ RD

estimated at one BS. Then, that pseudo-location is sent to all
the other BSs that can then infer the best beam in each BS
codebook from that pseudo-location. Formally, the proposed
contribution can be defined as an encoding function whose role
is to compress channels (via channel charting):

C : CD −→ Rd

h −→ z , C (h) ,
(3)

and a decoding function whose role is to map compressed
channels to appropriate beams (beam selection), which solves
a classification problem:

D : Rd −→ N∗

z −→ i , D (z) .
(4)

Our intention is to compare the proposed technique with the
one presented in [15], where a precoder (not constrained to
belong to a codebook) is inferred from the pseudo-location. In
that case the decoding function becomes a precoder decoding
function, which solves a regression problem:

P : Rd −→ CNa

z −→ w , P (z) .
(5)

Note that the precoder is learned only for one subcarrier (e.g.
the central subcarrier): it is possible to learn it for every subcarrier
but it is not done in this paper for the sake of clarity in the
comparisons. One can remark that, due to Eq. (2), the inferred
beam by the classification learner is valid for all subcarriers. This
also holds true for the regression learner under the narrowband as-
sumption. Note that there is only one encoding function at the BS
doing the channel charting, but B decoding functions at every BS.
Performance measures. In order to measure the performance
of the beam decoding function, i.e. decoding the correct beam
index from the pseudo-location at a particular BS b, it is
proposed to use the modified top-k accuracy defined as:

γkb =
1

Nu

Nu∑
u=1

1{D(zu)b∈{i?b,u,i?,2b,u,··· ,i?,kb,u}}. (6)

This metric is between 0 and 1: 0 means that predicted beams are
never among the k best, while 1 means that all predicted beams
are always among the k best. When learning the precoder, the
performance measure at BS b for each UE u is the normalized
correlation between the learned precoder and the downlink
channel (at the central subcarrier denoted f ), as proposed in [12]:

ηb,u =

∣∣∣P (zu)
H
b g̃b,u,f

∣∣∣2
‖g̃b,u,f‖22

. (7)

This metric is between 0 and 1: 0 means that the precoder is
orthogonal to the downlink channel, while 1 means that it is
perfectly aligned (collinear) with the downlink channel.

III. PROPOSED METHOD

This section covers the proposed beam selection method that
can be viewed in two separate stages: inference and training.
A similar approach as in [15], [19] is used in this paper. As
exposed earlier, the encoding stage is done using channel
charting only at one BS, called BS1 for the rest of the paper.
Inference. The inference phase of the proposed method can
be split into three distinct steps:
• Using the ISOMAP algorithm as the channel charting

method, d latent variables (d � D) are computed from
an uplink channel h1,j ∈ CD to form the pseudo-location
z1,j ∈ Cd at BS1. As it is conventional for manifold
learning methods, ISOMAP is computationally intensive
in out-of-sample scenarios. As this inference method is
used for the beam management of each new UE, it is of
paramount importance to optimize it. A way to overcome
this complexity issue has been presented in [15] and is
recalled in Fig. 2. The new pseudo-location z1,j can be
seen as a wisely chosen convex combination of the pseudo-
locations obtained with the calibration uplink channels.



• The computed pseudo-location z1,j is sent to all other BSs
by BS1.

• All BSs use the received pseudo-location to perform beam
selection using their decoding functions.

Fig. 2: Method for out-of-sample h1,j channel charting [15], [19]

A beam management complexity comparison is presented
in Table I. The classical approach is beam sweeping: each BS
has to test each beam of its codebook, meaning that for each of
the B BSs, the estimation of D complex numbers is required.
On the other hand, the proposed approach only requires one
uplink channel estimation, and the transmission of the computed
pseudo-location, of dimension d, to the other BSs, achieving
a substantial complexity reduction.

Beam sweeping Proposed method

Inference complexity O (BD) O (D +Bd)

TABLE I: Inference complexities (d� D)

Training. The main objective of this contribution is to propose
efficient encoding and decoding functions. For the encoding
function, as in [15], the dimensionality reduction algorithm
ISOMAP is used to achieve channel charting. An uplink channel
calibration dataset {h1,n}Ncal

n=1 is collected at BS1. Then, the
ISOMAP algorithm is applied using the phase-insensitive distance
proposed in [20]. This results in a pseudo-location calibration
dataset {z1,n}Ncal

n=1. Two matrices are then defined: D =
(h1,1, · · · ,h1,Ncal) ∈ CD×Ncal , and Z = (z1,1, · · · , z1,Ncal) ∈
Cd×Ncal . Those matrices are used in the fast out-of-sample
channel charting procedure presented in Fig. 2. It is proposed to
use a neural network to learn the encoding function: the input is a
pseudo-location and the output is a probability vector representing
the probability of selection for each beam in the codebook. Note
that, in contrast to Eq. (4), the output of the decoder is not a
scalar. This is simply an implementation detail, as computing
the argmax of this probability vector gives the best beam index.

As the spatial best beam distribution function contains high
frequencies, i.e. there exist regions (e.g. close to the BS) for
which the best beam varies rapidly with the location, one can
use a random Fourier features (RFF) network architecture [21],
[22]. Indeed, it has been shown that classical MLP networks
are biased towards learning low frequency functions [23], [24].
In order to overcome that issue, new architectures such as the
RFF have been proposed. The proposed network architecture
can be seen in Fig. 3, where:

r =

[
cos (2πBz)
sin (2πBz)

]
, (8)

with B ∈ RF×d initialized as B ∼ N
(
0F , σ

2IdF

)
where σ

is a hyperparameter controlling the frequency range of the RFF
embedding layer: the higher the σ the easier it will be for the
network to learn high frequency content. Note that B is learned
during training.

Fig. 3: Proposed RFF architecture

During training, the loss function to minimize at BS b, with
batch size Bs, is the multiclass cross-entropy defined as:

Lb = −
Bs∑
u=1

pb,u log2D (zu) , (9)

where pb,u ∈ [0, 1]
Nb is the true beam probability vector for

UE u at BS b, i.e. (pb,u)l = 1⇔ i?b,u = l.

IV. EXPERIMENTS

Simulation settings. The experiments are carried out on the same
dataset as in [15]. Namely, the DeepMIMO [17] urban outdoor
‘O1’ dataset is used, with B = 2 BSs equipped with UPAs with
Na = 64 antennas. Ns = 16 subcarriers are considered over a 20
MHz bandwidth in both the uplink and downlink. Another dataset
is generated with the same parameters, using the Sionna [16]
ray-tracing library. This dataset is generated in the Etoile scene in
Paris, France. For both scenarios, the uplink central frequency ful
is 3.5 GHz, while the downlink central frequency fdl is 28 GHz.
In the DeepMIMO scene, there are Nu = 4.2k training UEs (UE
spatial density: 0.17 UE/m2), while there are Nu = 7k training
UEs in the Sionna scene (UE spatial density: 0.042 UE/m2).
One can remark that the training UE spatial density is quite low,
making it similar to what could be encountered in actual systems.
Network parameters and baselines. For the proposed
architecture, F = 200 frequencies are considered, and the
hidden layer size is T = 64. The baseline for comparison is an
MLP neural network (with the same number of parameters as
the proposed architecture): it is the same network as in Fig. 3,
but the input layer is replaced by a classical fully connected
layer. Another baseline is the Nearest-Neighbour (1-NN) ML
method: for a given test pseudo-location, the 1-NN predicted
beam will be the best beam of the nearest train pseudo-location.
Best beam spatial distribution. In Fig. 4, the best beam
spatial distribution for the DeepMIMO and Sionna datasets is
depicted. Each precoder in the codebook (Nb = 4Na = 256)
is color-coded with a unique color. One can see that higher
spatial frequencies appear in the DeepMIMO dataset: near BS2
(red triangle), the best beam changes very quickly.
Charting performance. The channel charting map can be seen
in Fig. 5. One can remark that UEs close to BS1 (UEs in purple),
appear more spaced-out in the pseudo-location space: this phe-
nomenon is due to the fact that the angular resolution of antenna
arrays is independent of the distance, but the tangential displace-
ment corresponding to a given angular deviation is proportional to
the distance (ways to quantify this precisely are detailed in [25]).
Channel charting metrics for both datasets are presented in Ta-
ble II (see [14], [20] for proper definitions). All metrics: Trustwor-
thiness (TW), Continuity (CT) and Kruskal-Stress (KS) are within
the [0, 1] range. Both TW and CT are optimal at 1 while KS is
optimal at 0. Globally, those metrics quantify how well the global
structure and neighborhoods in the location space are preserved
in the pseudo-location space. One can remark in Table II that,



Fig. 4: Best beam spatial distribution (a: DeepMIMO, b: Sionna) Fig. 5: Channel charting map (Sionna)

for both datasets, TW and CT are very good, while KS is good
for the Sionna dataset and average for the DeepMIMO dataset.

TW CT KS

DeepMIMO 0.973 0.929 0.471

Sionna 0.960 0.952 0.292

TABLE II: Charting metrics (5% neighbourhoods)

Beam prediction performance. The beam prediction
performance at BS2 (the one not used for channel charting)
can be found in Table III. Note that the proposed RFF network
always outperforms the classical MLP. It is worth noting that the
1-NN approach works well in the Sionna dataset, with slightly
better performances than the RFF network. It is interesting as
it shows that the information contained in the low dimensional
pseudo-location is sufficient for very a simple ML method such
as the 1-NN to have good performance. One can remark that,
even if the top-1 accuracy performance is only passable, the
top-3 performance is good in both datasets. This means that
using the pseudo-locations allows to have good performance
in predicting one of the three best beams in the codebook. This
does not result in a huge performance loss due to the high
beam density in a 256 beams 2D-DFT codebook: the second
and third best beams still have high correlations.

DeepMIMO RFF MLP 1-NN

Top 1 acc. = γ12 (%) 66.07 56.06 61.40

Top 3 acc. = γ32 (%) 90.66 85.09 88.77

Sionna RFF MLP 1-NN

Top 1 acc. = γ12 (%) 66.07 54.07 69.73

Top 3 acc. = γ32 (%) 78.27 69.07 81.87

TABLE III: Beam prediction accuracy

Inference time. It is proposed to compare the inference time
of the different approaches in Table IV: 1-NN (1) refers to
the optimized ball-tree 1-NN, while 1-NN (2) refers to the
brute force 1-NN. One can see that the neural networks have
faster inference times: this is due to their GPU implementation.
Note that a GPU-optimized 1-NN could be interesting as it
has been shown in Table III that this method worked well with
pseudo-locations. However, one has to keep in mind that, when

considering online learning, the neural network approaches
would outperform the 1-NN in inference complexity, as for
each new sample, the 1-NN approach would have to compute
an entire distance matrix whose size would grow with time.

RFF MLP 1-NN (1) 1-NN (2)

Exec. time (ns) 602.6 145.8 4928.2 10913.9

TABLE IV: Inference time

Precoder learning performance. In this experiment, the goal is
to learn the precoder from the pseudo-location. As opposed to the
previous experiment, where the learning task was a classification
task, this is a regression task. A network, called RFF (regr.) is
defined as the same network than in Fig. 3, only dropping the
last softmax non-linearity and adapting the last fully connected
layer size so that the output is a precoding vector w ∈ CNa . The
same holds true for the MLP baseline (MLP (regr.)). The same
correlation-based training as in [12] is used. The 1-NN baseline is
defined as follows: for a given test pseudo-location, the associated
precoder is the normalized downlink channel of the nearest
training pseudo-location. The performance of the beam prediction
networks (RFF (classif.) and MLP (classif.)) are also presented
for this regression task: for a given pseudo-location each network
infer a precoder in the codebook, and then its correlation with
the downlink channel at the central frequency is computed (as in
Eq. (7)). The performance metric is the cumulative distribution
function (CDF) of the normalized correlation between the learned
precoder and the downlink channel at the central frequency.

One can observe in Fig. 6 that, for both datasets, the regression
networks (that learn the precoder) have better performances than
the classification networks (that learn the best precoder in the
codebook). This is easily explainable, as not having any con-
straints on the azimuth and elevation beam steering angle allows
to learn the optimal precoder through regression networks, as
opposed to the classification networks where angular constraints
are defined by the codebook. Moreover, note that, in opposition to
the codebook approach, the precoder learned through regression
networks can be a linear combination of any steering vector.
One can also note that, for the DeepMIMO dataset, RFF and
MLP regression networks outperform the 1-NN approach. The
performance gain of the regression networks can be seen in the
normalized correlation maps of Fig. 7: regression networks offer
a higher correlation coverage than classification networks.
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Fig. 6: CDF of the correlations (BS2, a: DeepMIMO, b: Sionna)

Fig. 7: Correlation maps (η2,u, BS2, Sionna)

V. CONCLUSION AND OUTLOOK

In this paper, a model-based neural architecture was proposed
to learn the mapping between a pseudo-location obtained through
channel charting and the best beam in a codebook. Moreover,
a performance comparison between networks that learn the best
beam in a codebook (i.e. classification networks) and networks
that directly learn a precoder (i.e. regression networks) was
performed. The performance of the proposed architecture was
evaluated on realistic synthetic data obtained from two different
datasets. It has been shown that the proposed architecture outper-
forms the classical MLP architecture for the classification task.
It has also been shown that, on those datasets, directly learning
the precoder, rather than learning a precoder in a codebook, is
beneficial in terms of performance. Finally, it has been shown that
the low-dimensional pseudo-location is descriptive enough so that
very simple methods such as the 1-NN obtain good performance.
Future work will compare the performance of the proposed
architecture when the pseudo-locations are obtained through the
well-studied CSI-compression networks. Moreover, an end-to-end
training is envisioned, where the neural network weights and

biases and the matrices D and Z of Fig. 2 are jointly learned.
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