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Abstract—Online learning algorithms have been successfully
used to design caching policies with regret guarantees. Existing
algorithms assume that the cache knows the exact request
sequence, but this may not be feasible in high load and/or
memory-constrained scenarios, where the cache may have access
only to sampled requests or to approximate requests’ counters.
In this paper, we propose the Noisy-Follow-the-Perturbed-Leader
(NFPL) algorithm, a variant of the classic Follow-the-Perturbed-
Leader (FPL) when request estimates are noisy, and we show
that the proposed solution has sublinear regret under specific
conditions on the requests estimator. The experimental evaluation
compares the proposed solution against classic caching policies
and validates the proposed approach under both synthetic and
real request traces.

Index Terms—Caching, Online learning, Follow-the-Perturbed-
Leader.

I. INTRODUCTION

Caching techniques are extensively employed in computer
systems, serving various purposes such as accelerating CPU
performance [1] and enhancing user experiences in content
delivery networks (CDNs) [2]. The primary objective of a
caching system is to carefully choose files for storage in the
cache to maximize the proportion of file requests that can
be fulfilled locally. This approach effectively minimizes the
dependence on remote server retrievals, which can be costly
in terms of delay and network traffic. The presence of caching
systems facilitates more efficient data delivery in network
traffic and leads to enhanced overall system performance,
especially with the widespread adoption of traffic-intensive
applications such as virtual and augmented reality [3], or edge
video analytics [4].

Caching policies have been thoroughly investigated under
numerous assumptions concerning the statistical regularity of
file request processes [5], [6]. However, real-world request
sequences tend to deviate from these theoretical models,
especially when aggregated over small geographic areas [7].
This deviation has inspired the exploration of online learning
algorithms, beginning with the work of Paschos et al. [8],
which applied the Online Convex Optimization (OCO) frame-
work [9] to caching. These algorithms exhibit robustness to
varying request process patterns, as they operate under the
assumption that requests may be generated by an adversary.

In this context, the main metric of interest is the regret,
which is the difference between the cost—e.g., the number of
cache misses—incurred by a given online caching algorithm
and the cost of the optimal static cache allocation with hind-
sight, i.e., with knowledge of the future requests over a fixed

time horizon. In this framework, the primary objective is to
design no-regret algorithms, i.e., online policies whose regret
grows sublinearly with the length of the time horizon [8].

Several online caching policies have been proposed in the
literature, drawing on well-known online algorithms such as
Online Gradient Descent (OGD) [8], Follow-the-Regularized-
Leader (FRL) [10] or Follow-the-Perturbed-Leader (FPL) [11].
The latter is especially promising, as cache updates can be
performed without the need for computationally intensive
projection operations over the set of feasible cache states.

Caching policies, including no-regret ones, make admission
and eviction decisions based on information from the request
sequence. This can include factors such as the number of past
requests for each file or a list of the most recently requested
files. However, when dealing with a vast file catalog and/or
a high request rate, a cache might have to depend on noisy
information. For instance, limited availability of high-speed
memory can necessitate the use of approximate counters based
on hash functions [12], [13]. Alternatively, request sampling
might be employed to decrease the frequency of counter
updates [14].

Surprisingly, much of the existing literature on no-regret
caching policies overlooks these practical constraints. Typi-
cally, these studies operate under the assumption that caches
have exact knowledge of the request sequences or of its
summaries. A notable exception is the work presented in [15].
However, it exclusively examines the scenario in which the
cache is only aware of requests for files it already contains.

In this paper, we bridge this gap by adapting the FPL
algorithm—renowned for its computational efficiency and no-
regret properties—to manage noisy request estimates. Our
main contributions are the following:

• We modify the FPL algorithm to handle noisy request
estimates and prove that, under specific conditions on
the estimator, the algorithm maintains sublinear regret.
We refer to this extended version as Noisy-Follow-the-
Perturbed-Leader (NFPL).

• We propose two variants of the NFPL algorithm for
the caching problem, namely, NFPL-Fix and NFPL-Var,
where the requests estimator uses sampling. We prove
that NFPL-Fix and NFPL-Var have sublinear regret.

• We prove a new regret bound for the classic FPL caching
policy that is independent of the catalog size.

• We show through experimental analysis the advantage
of the NFPL algorithm over classical caching policies.



We also evaluate the impact of the sampling rate on the
performance of NFPL-Fix and NFPL-Var.

The paper is organized as follows. We describe the system
assumptions and give background details in Section II. The
extension of FPL to deal with noisy requests and its analysis
are described in Section III. Experimental results are presented
in Section IV. Finally, Section V concludes the paper.

II. SYSTEM DESCRIPTION AND BACKGROUND

A. Caching Problem: Model and Notation

We consider a single-cache system in which file requests
for a catalog I with N files can either be served locally by a
cache with finite capacity C or, in the case of a file miss, by
a remote server.
Cache state. The local cache has a capacity C ∈ {1, . . . , N}
and stores files in their entirety. The cache state at time t is
represented by the vector xt = [xt,i]i∈N , which indicates the
files missing in the cache; that is, xt,i = 1 if and only if file i
is not stored in the cache at time t. A feasible cache allocation
is then represented by a vector in the set:

X =

{
x ∈ {0, 1}N

∣∣∣∣∣
N∑
i=1

xi = N − C

}
. (1)

Cache updates. Although caching policies are often assumed
to update their state after each request, in high request
rate regimes or when cache updates are computationally or
communicationally expensive, the cache may update its state
after receiving a batch of B requests [16]. We study caching
policies in this more general setting and consider a time-
slotted operation. At each time slot t = 1, . . . , T , B requests
are collected from the users and the cache state is updated.
The request process is represented as a sequence of vectors
rt = (rt,i ∈ N : i ∈ I) ∀t, where rt,i is the number of
requests received for file i in the t-th batch. Then, each vector
belongs to the set:

B =

{
r ∈ NN

∣∣∣∣∣
N∑
i=1

ri = B

}
. (2)

Cost. At each time slot t, the cache pays a cost equal to the
number of misses, i.e., to the number of requests for files not
in the cache. The cost can be computed as follows:

⟨rt,xt⟩ =
N∑
i=1

rt,ixt,i , (3)

where ⟨r,x⟩ ≜
∑N

i=1 rixi denotes the scalar product of the
two vectors r and x.

For the sake of conciseness, we introduce the following
notation. For any vector r, we denote by M(r) an arbitrary
element of argminx∈X ⟨r,x⟩. Furthermore, given a sequence
of vectors (r1, . . . , rt), we represent their aggregate sum as
r1:t ≜

∑t
s=1 rs.

N catalog size
C cache capacity
B number of requests in each batch
X decision set
B set of request vectors
T time horizon
rt request vector at time step t
xt decision vector at time step t
⟨rt,xt⟩ cost at time step t
r1:t sum of rs for all values of s from 1 to t
M(r) value of x in X that minimizes ⟨r,x⟩
RT (A) regret algorithm A
γt noise vector
r̂t noisy request estimates
B̂ r̂t state space

TABLE I: Table of notation

B. Caching and Online Learning

Caching can be framed as an online learning problem [17],
where an agent (the caching system) chooses an action xt

from the set X at each time slot t before an adversary reveals
a request vector rt from the set B.

The cache state is determined by an online algorithm A
that, at each time slot t, computes the cache state xt+1 for the
next time slot given the current state xt and the sequence of
requests up to time t, that is {rs}ts=1.

The main performance metric used to evaluate an online
deterministic algorithm A choosing action xt at each time
step t is the regret defined as:

RT (A) = sup
{r1,...,rT }

{
T∑

t=1

⟨rt,xt⟩ − OPTT

}
, (4)

where OPTT = ⟨r1:T ,M(r1:T )⟩ is the cost incurred under the
request sequence {r1, . . . , rT } by the optimal static allocation
x∗ = M(r1:T ). When the algorithm A is randomized, one can
define the expected regret:

RT (A) = sup
{r1,...,rt}

{
E

[
T∑

t=1

⟨rt,xt⟩

]
− OPTT

}
, (5)

where the expectation is taken over any random choice of
the algorithm A. The expected regret quantifies then the
performance gap over a time horizon T between the algorithm
A and the best static cache allocation with hindsight.

Given the supremum taken over all request sequences in
both (4) and (5), it is evident that the regret metrics refrain
from making any assumptions regarding the characteristics of
the request sequence, such as any inherent statistical regularity.
The request sequence may be thought to have been generated
by an adversary seeking to degrade the performance of the
caching system. In this setting, one aims for an algorithm
with sublinear regret, RT (A) = o(T ). These algorithms are
commonly known as no-regret algorithms since their time-
average cost approaches the optimal static policy’s cost as T
grows.

Various algorithms, such as Online Gradient Descent
(OGD) and Follow-the-Regularized-Leader (FTRL), can attain
O(
√
T )-regret for caching problems [8], [10]. However, their



Algorithm 1: Noisy-Follow-the-Perturbed-Leader with
Uniform Noise (NFPL)

Input: Set of decisions X ; T ; η
Output: Sequence of decisions: {xt}T1

1 ˆcosts← 0 ,
2 for round t = 1, 2, ..., T do
3 γt ∼ Unif

(
[0, η]

N
, IN×N

)
4 xt ←M( ˆcosts + γt)
5 Pay ⟨rt,xt⟩
6 Observe r̂t
7 ˆcosts← ˆcosts + r̂t
8 end

cache update procedures require a computationally expensive
projection of a tentative solution back onto the feasible set X
(e.g., its cost is O(N2) for OGD [16]).

In the next section, we present a lightweight caching algo-
rithm with O(

√
T )-regret.

C. Follow-the-Perturbed-Leader (FPL)

Within the domain of online learning, the Follow-the-
Perturbed-Leader (FPL) algorithm is a notable projection-
free methodology known to achieve sublinear regret. This
algorithm was initially introduced by Vempala et al. [18], and
later studied within the caching framework by Bhattacharjee
et al. [19].

The FPL algorithm serves as a refined version of the
traditional Follow-the-Leader (FTL) algorithm [20]. The latter
greedily selects the state that would have minimized the past
cumulative cost, i.e., xt+1(FTL) = M(r1:t).

While the FTL algorithm proves optimal when cost func-
tions are sampled from a stationary distribution, it, unfortu-
nately, yields linear regret in adversarial settings [21].

The FPL algorithm improves the performance of FTL by
incorporating a noise vector γt at each time step t. This vec-
tor’s components are independent and identically distributed
(i.i.d.) random variables, pulled from a distinct distribution
(such as the uniform and exponential distributions in [18], and
the Gaussian distribution in [19]). The update process unfolds
similarly to FTL:

xt(FPL) = M(r1:t−1 + γt). (6)

As shown in [19], FPL provides optimal regret guarantees
for the discrete caching problem. Moreover, the cache update,
as specified in equation (6), involves storing the files that cor-
respond to the largest elements of the vector r1:t−1+γt. FPL
cache update necessitates then a sorting operation. Notably,
its computational complexity of O(N logN) is less taxing
than the projection step required by either the FRL or OGD
algorithms, as highlighted in [19].

III. EXTENDING FPL

The traditional FPL algorithm needs to track the request
count for each file in the catalog. As we discussed in the

introduction, in scenarios with a large catalog and/or high re-
quest rate, the cache may only have access to noisy estimates.
For this reason, we introduce the Noisy-Follow-the-Perturbed-
Leader (NFPL), a lightweight variant of FPL that employs
noisy request estimates instead of exact request counts. In
Section III-A, we present the NFPL algorithm in detail along
with its regret analysis. Subsequently, in Section III-B, we
study NFPL when noisy request estimates stem from sampling
the request process as in [14].

A. Noisy-Follow-the-Perturbed-Leader (NFPL)
The NFPL algorithm is described in Algorithm 1. NFPL fol-

lows in the footsteps of FPL with uniform noise but observes
the estimated requests r̂t instead of the real requests rt. In
particular, at each time slot t, the algorithm generates γt from
a multivariate uniform distribution with uncorrelated compo-
nents, constrained within the range [0, η]N , and it updates the
decision vector xt with the minimizer of ⟨x, r̂1:t−1+γt⟩ over
x ∈ X . The cost paid at time slot t is equal to ⟨rt, xt⟩. The
total cost of the NFPL algorithm is

NFPLT =

T∑
t=1

⟨rt,M(r̂1:t−1 + γt)⟩. (7)

We remark that Algorithm 1 is not just confined to the
caching scenario discussed in Section II. Indeed, it is also
applicable to any situation where the agent incurs costs rep-
resented by the equation ⟨rt,xt⟩.

Assumption 1: We assume that r̂t is an unbiased estimator
of rt, which implies that the expected value of r̂t equals rt,
i.e., E [̂rt] = rt.

Assumption 2: Let B̂ be the state space of r̂t. We assume
the existence of the following constants:

Â = sup
r̂∈B̂
∥r̂∥1, R̂ = sup

x∈X ,r∈B̂
⟨r,x⟩, (8)

D = sup
x,y∈X

∥x− y∥1. (9)

Theorem 1 (Regret bound NFPL): Under Assumptions 1

and 2, the NFPL algorithm with η =

√
R̂ · Â · T/D enjoys

sublinear regret:

RT (NFPL) ≤ 2
√
R̂ · Â ·D · T . (10)

Proof: It is convenient to define the following two auxil-
iary quantities

ˆNFPLT =

T∑
t=1

⟨r̂t,M(r̂1:t−1 + γt)⟩, (11)

ˆOPTT = ⟨r̂1:T ,M(r̂1:T )⟩. (12)

We compute the expectation—over {r̂t,γt}T1 —of the dif-
ference between the total cost of NFPL and OPTT =
⟨r1:T ,M(r1:T )⟩ as follows

E [NFPLT − OPTT ]

= E
[
NFPLT − ˆNFPLT

]
+ E

[
ˆNFPLT − ˆOPTT

]
+ E

[
ˆOPTT − OPTT

]
. (13)



We have:

E
[
NFPLT − ˆNFPLT

]
= 0, (14)

E
[

ˆOPTT − OPTT

]
≤ 0, (15)

E
[

ˆNFPLT − ˆOPTT

]
≤ 2

√
R̂ · Â ·D · T . (16)

The random vectors r̂t and M(r̂1:t−1 + γt) are independent,
hence E [⟨r̂t,M(r̂1:t−1 + γt)⟩] = ⟨rt,E [M(r̂1:t−1 + γt)]⟩
and by linearity of the expectation we deduce (14). We have
that ˆOPTT ≤ ⟨r̂1:T ,M(r1:T )⟩, we get then (15).

The quantity ˆNFPLT − ˆOPTT can be seen as the difference
between the cost of an FPL algorithm with uniform noise, that
observes costs {r̂t}T1 , minus the cost incurred by the optimal
static allocation x∗ = M(r̂1:T ). Therefore, applying [18,

Theorem 1.1 a)] with ϵ = 1/η such that η =

√
R̂ · Â · T/D,

we get

E{γt}T
1

[
ˆNFPLT − ˆOPTT

]
≤ 2

√
R̂ · Â ·D · T

for any {r̂t}T1 , and by taking the expectation over the ran-
domness of {r̂t}T1 in both sides of the last inequality, we
find (16). Plugging (14), (15) and (16) in (13), we deduce
that E [NFPLT − OPTT ] ≤ 2

√
R̂ · Â ·D · T for every {rt}T1 ,

concluding the proof.

Remark 1: NFPL regret bound in Theorem 1 can be written
as α · β where α = R̂ · Â/(R · A), β = 2

√
R ·A ·D · T ,

R = supx∈X ,r∈B̄⟨r,x⟩ and A = supr∈B̄∥r∥1. Observe that β
is FPL’s classical regret bound when the algorithm knows the
exact costs [18, Theorem 1.1 a)]. It is easy to verify that α is
greater than or equal to 1 and can then be interpreted as the
performance loss the algorithm incurs due to the noisy costs.

B. NFPL for Caching

We apply NFPL to the caching problem (section II-A),
deriving r̂t from sampled requests. Two methods are explored:
NFPL-Fix, sampling a fixed number of requests within each
batch, and NFPL-Var, independently sampling each request
within the batch with a fixed probability.
NFPL-Fix. The caching system samples b ≥ 1 requests
uniformly at random from a batch of B requests at each time
slot. Let d̂t be the number of requests for each file in the
sampled batch at time step t. NFPL-Fix is Algorithm 1 with
noisy request estimates r̂t given by

r̂t =
B

b
· d̂t. (17)

Corollary 1 (Regret bound NFPL-Fix): NFPL-Fix with
η = B

√
2T/2C has sublinear regret:

RT (NFPL-Fix) ≤ 2
√
2 ·B

√
C · T . (18)

Proof: Observe that with (17), we have that E [̂rt] = rt.
Since ∥d̂t∥1 = b, then Â = B and R̂ ≤ B. We have that
D ≤ 2C, hence by applying Theorem 1 in this setting, the
regret bound readily follows concluding the proof.

NFPL-Var. The caching system samples each request within
the batch of requests with a probability f > 0 at each time
slot. Let ŝt be the number of requests for each file in the
sampled batch at time step t. NFPL-Var is Algorithm 1 with
noisy request estimates r̂t expressed as

r̂t =
1

f
· ŝt. (19)

Corollary 2 (Regret bound NFPL-Var): NFPL-Var with
η = B

√
2T/ (2f · C) has sublinear regret:

RT (NFPL-Var) ≤ 2
√
2 · B

f
·
√
C · T . (20)

Proof: Observe that with (19), we have that E [̂rt] = rt.
Moreover, we observe that the maximum of ∥r̂t∥1 is attained
when the sub-batch includes all the requests from the batch,
i.e., ∥ŝt∥1 = B. It follows that Â = B/f and R̂ ≤ B/f .
We have that D ≤ 2C, hence by applying Theorem 1 in this
setting, the regret bound readily follows concluding the proof.

For b = B and f = 1, request counts are exact, i.e.,
r̂t = rt, and both NFPL-Fix and NFPL-Var coincide with
the classic FPL. Using Corollary 1 or Corollary 2 we deduce
the following corollary.

Corollary 3 (Regret bound FPL caching): FPL with η =
B
√
2T/2C has sublinear regret:

RT (FPL) ≤ 2
√
2 ·B

√
C · T . (21)

The authors of [19] proved regret guarantees for FPL
applied to caching under perfect knowledge of the requests
when B = 1. We report the result here for completeness.

Theorem 2: [19, Thm. 3] FPL applied to the caching
problem with B = 1, learning rate η = 1

4π(lnN)1/4

√
T
C , and

noise vectors {γt}T1 , where γt/η is drawn from a standard
multivariate normal distribution, has sublinear regret. More
specifically

RT (FPL) ≤ 1.51 · (lnN)1/4 ·
√
C · T . (22)

The comparison of Corollary 3 and Theorem 2 shows that
our analysis is also of interest when requests are exactly
known. First, our bound (21) is also valid when the requests
are batched, which is of practical interest since updating the
cache at each request might be computationally impractical.
Second, our bound does not depend on the catalog size, as (22)
does, and in particular it will not diverge as N goes to infinity.

IV. NUMERICAL EVALUATION

We conducted simulations of NFPL-Fix and NFPL-Var
and other existing policies, using both synthetic and real-
world traces. Details about the traces are presented in Sec-
tion IV-A, while Section IV-B discusses the caching baselines.
We evaluate the effectiveness of our proposed algorithms,
NFPL-Fix and NFPL-Var, from two perspectives. First, in
Section IV-C, we compare the NFPL family of algorithms to
traditional caching algorithms. Second, we compare NFPL-
Fix and NFPL-Var and show the effect of sampling on their
performance in Section IV-D.
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Fig. 1: Average miss ratio, C = 100.
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Fig. 2: Average miss ratio vs. sampling probability.

A. Traces

Zipf trace. We generate a total of 5 × 106 requests from a
catalog of N = 104 files following an i.i.d. Zipf distribution
with exponent α = 1. The Zipf distribution is a popular model
for the request process in caching [22].
Akamai trace. The request trace, sourced from Akamai CDN
as documented in [23], encompasses several days of file
requests, amounting to a total of 2×107 requests for a catalog
comprising N = 103 files.
Round-robin trace. We generate a total of 106 file requests
from a catalog comprising N = 104 files in a round-robin
fashion. The round-robin trace is commonly considered as an
adversarial trace [19].

B. Caching policies

We compare our methods (NFPL-Fix and NFPL-Var) with
the optimal static cache allocation with hindsight (OPT),
FPL with perfect knowledge of the requests (equivalent to
NFPL-Var with f = 1), as well as two classic caching
policies: Least-Frequently-Used (LFU) and Least-Recently-
Used (LRU). Upon a miss, LFU and LRU evict from the
cache the least popular file and the least recently requested
file, respectively. FPL and NFPL policies are configured with
T equal to the number of batches in the corresponding trace.

All the aforementioned caching policies are evaluated with
the average miss ratio computed as follows

1

Bt

t∑
τ=1

⟨rτ ,xτ ⟩. (23)

For NFPL-Fix and NFPL-Var, the average miss ratio is aver-
aged over M = 50 runs, considering different noisy request
estimates {r̂t}T1 and noise vectors {γt}T1 . To account for the
variability across the runs, we report the first and ninth deciles
of the average miss ratio. In all experiments, the batch size B
is set to 200.

C. NFPL vs. classical policies

We simulate NFPL-Var, with sampling probability f = 0.5,
FPL, LRU, LFU, and OPT over all the presented traces. In
Figure 1, we show the average miss ratio at each time step t.

In the Zipf trace, files popularity does not change over
time and LFU rapidly discerns the most popular files and
subsequently converges to OPT. However, due to the noise
γt, FPL requires a longer duration to accurately determine the
files to be stored. NFPL, on the other hand, grapples with
two sources of noise: the inherent noise γt and the additional
noise due to sampling. As a result, NFPL takes even longer
to adjust. Nevertheless, both FPL and NFPL outperform LRU,
whose missing ratio fails to converge to OPT.

In the Akamai trace, it is plausible to anticipate fluctuations
in popularity over time, and requests’ temporal correlations.



Such patterns can be advantageous for LRU. In fact, LRU
now performs almost on par with LFU. Notably, both FPL and
NFPL appear to be converging to the performance of OPT.

Under the round-robin trace, optimality can be achieved
with any static allocation of C distinct files. However, both
LRU and LFU demonstrate equally disappointing perfor-
mances. This is because at any time LRU stores the C
most recently requested files, while LFU retains the C most
frequently requested ones, but the next request is not for any
of these cached files.

In contrast, both NFPL-Var and FPL showcase perfor-
mances that are close to optimal. This reaffirms the resilience
and adaptability of online learning policies across request
processes as different as the three traces we considered.
Intriguingly, NFPL-Var, which is inherently “noisier,” outper-
forms FPL to some extent. This phenomenon can be explained:
the noisier r̂1:t + γt, the more the cache tends to store a
random set of files disregarding past requests. Such strategy
is precisely up for the round-robin trace.

D. NFPL-Fix vs. NFPL-Var

We compare the performance of NFPL-Fix, NFPL-Var,
and OPT on all the considered traces for two cache sizes:
C ∈ {10, 200} for the Zipf trace and C ∈ {10, 100} for
the Akamai and round-robin traces. Figure 2 illustrates the
average miss ratio for all the aforementioned caching policies
when varying sampling probabilities, i.e., f for NFPL-Var and
b/B for NFPL-Fix.

Across the various traces we analyzed, the performance
difference between NFPL-Fix and NFPL-Var is consistently
minimal for all the sampling rates. This indicates that the
selection of the sampling method may exert only a marginal
impact on the performance of NFPL.

The influence of the sampling rate varies across the traces,
aligning with the patterns previously noted in Figure 1. For
the Zipf and Akamai traces, the performance of both NFPL-
Fix and NFPL-Var tends towards that of OPT with increasing
sampling rates. This is attributable to the relatively stationary
nature of these traces, where the count of past requests
serves as a good predictor for future requests; thus, more
precise estimates bolster performance. In contrast, the round-
robin trace benefits from noisier estimates, as it is preferable
to overlook past requests in this scenario. As a result, the
performance of NFPL-Fix and NFPL-Var deteriorates with a
rising sampling rate.

V. CONCLUSION

In this paper, we introduce the Noisy-Follow-the-Perturbed-
Leader (NFPL) algorithm, a variant of the Follow-the-
Perturbed-Leader (FPL) algorithm that incorporates noisy cost
estimates, and provide conditions on the cost estimates estima-
tor for which NFPL achieves sublinear regret. In the context
of the caching problem, we propose two NFPL algorithms,
NFPL-Fix and NFPL-Var, based on sampling, that achieve
sublinear regret. By conducting experiments on both synthetic
and real world traces, we show the impact of request sampling

on the performance of NFPL. In future work, we plan to
investigate the regret of NFPL when the request estimator is
based on approximate counting data structures such as the
Count-Min Sketch [13].
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