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Abstract

Modeling large-scale scenes from unconstrained image
collections in-the-wild has proven to be a major challenge in
computer vision. Existing methods tackling in-the-wild neu-
ral rendering operate in a closed-world setting, where knowl-
edge is limited to a scene’s captured images within a training
set. We propose EvE, which is, to the best of our knowledge,
the first method leveraging generative priors to improve in-
the-wild scene modeling. We employ pre-trained generative
networks to enrich K-Planes representations with extrinsic
knowledge. To this end, we define an alternating training pro-
cedure to conduct optimization guidance of K-Planes trained
on the training set. We carry out extensive experiments and
verify the merit of our method on synthetic data as well
as real tourism photo collections. EvE enhances rendered
scenes with richer details and outperforms the state of the art
on the task of novel view synthesis in-the-wild. Our project
page can be found at https://eve-nvs.github.io .

1. Introduction
To draw novel objects and views, humans often rely on a
blend of cognition and intuition, where the latter is built
on a large prior acquired from a long-term continuous ex-
ploration of the visual world. Nevertheless, ablating one of
these two elements results in catastrophic representations.
On the one hand, humans find it particularly difficult to draw
a bicycle based solely on this preconceived prior [14]. How-
ever, once one photograph is observed, drawing novel views
of a bicycle becomes straightforward. On the other hand,
drawing monuments and complex objects based solely on
observed images, and with no preconceived notions of ge-
ometry and physics, is also non-trivial. In computer vision,
recent methods tackling neural rendering, object generation,
and novel view synthesis are exclusively built on either the
former or the latter ablation.

(a) K-Planes (b) EvE (c) GT

Figure 1. Qualitative Results. Given images of the Trevi fountain
from Phototourism [21], as well as a pre-trained generative model
[36], our method leverages the pre-trained model and enriches K-
Planes with more details and information that are under-represented
when optimizing the same K-Planes on the images alone.
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NeRF [29] ✓ ✗ ✓ ✗ NeRF NVS
K-Planes [12] ✓ ✗ ✓ ✓ K-Planes NVS

NFD [39] ✗ ✗ ✓ ✗ Tri-Planes OG
3DGen [17] ✗ ✗ ✓ ✗ Tri-Planes OG
Latent-NeRF [28] ✓ ✓ ✓ ✗ NeRF OG
DreamFusion [35] ✓ ✓ ✓ ✗ NeRF OG

3DiM [44] ✗ ✗ ✓ ✗ — NVS
NerfDiff [16] ✗ ✓ ✓ ✗ Tri-Planes NVS
DiffusioNeRF [46] ✓ ✗ ✓ ✗ NeRF NVS
RealFusion [27] ✓ ✓ ✓ ✗ NeRF NVS
Zero-1-to-3 [25] ✗ ✓ ✗ ✗ — NVS

NeRF-W [26] ✓ ✗ ✓ ✓ NeRF NVS-W
Ha-NeRF [7] ✓ ✗ ✓ ✓ NeRF NVS-W
CR-NeRF[47] ✓ ✗ ✓ ✓ NeRF NVS-W
EvE (ours) ✓ ✓ ✓ ✓ K-Planes NVS-W

Table 1. Related work overview. EvE leverages unconstrained
tourist photo collections [21] and a pre-trained generative prior [36]
to enrich K-Planes, our underlying scene representation, in order to
achieve state-of-the-art performance in in-the-wild scene modeling.

The first class of methods approaches novel view syn-
thesis by learning scenes through rigorous cognition, as in
dense observations of captured images. Although classic
methodologies like structure-from-motion [18] and image-
based rendering [40] have previously tackled this problem,
the field has recently seen substantial advancements thanks
to neural rendering techniques. In particular, Neural Radi-
ance Fields [29, NeRF] learn a scene by observing densely
captured posed images from said scene and optimizing a
neural network to replicate these images thanks to volume
rendering. Chan et al. [4] propose a Tri-Plane representation
enabling faster learning compared to NeRF. Recent methods
extend NeRFs [7, 26, 47] and Tri-Planes [12] to support
learning from unconstrained “in-the-wild” photo collections
by enabling robustness against illumination variations and
transient occluders. NeRFs and Tri-Planes, however, achieve
no generalization across scenes as they are trained from
scratch. This means that these representations are learned
in a closed-world setting, where the information scope is
limited to the training set at hand.

The second class of methods tackles novel view synthesis
and object generation by learning and leveraging priors over
images and scenes, reminiscent of drawing from insights
and intuition. These methods have also recently witnessed
accelerated advancements. Current works either train gener-
ative models to infer some implicit representation [17, 39],
or leverage large-scale pre-trained models [36, 37] for Ob-

ject Generation (OG) [28, 35] and Novel View Synthesis
(NVS) [25, 27]. Liu et al. [25] achieve novel view synthesis
from single images only by simply fine-tuning a pre-trained
latent diffusion model [36]. This proves pivotal significance
related to large-scale pre-trained vision models, as it shows
that, although trained on 2D data, these models learn a rich
geometric 3D prior about the visual world. Nevertheless, as
these models alone have no explicit multi-view geometric
constraints, they tend to suffer from geometric inconsisten-
cies across views [25, 44].

EvE proposal. Our work builds on this discourse and
aims to leverage both the high-fidelity geometrically consis-
tent power of closed-world neural implicit representations
and the rich prior lying within pre-trained generative mod-
els. In this paper, we introduce EvE, a method for enrich-
ing scene representations by leveraging generative priors.
We present an alternating training procedure that iteratively
switches between fine-tuning a large-scale pre-trained gen-
erative model to generate a K-Planes representation, and
correcting this representation by optimizing it on a particular
dataset. This guides the optimization of a particular scene,
by leveraging not only the training dataset at hand but also
the rich information prior lying within the weights of the
pre-trained generative model. Note that a particular advan-
tage of our method is its modularity, as the generative model
is easily interchangeable with any other image generative
model, hence enabling future-proofing.

We carry out extensive experiments and conduct quantita-
tive and qualitative evaluations of EvE on synthetic datasets
as well as challenging in-the-wild photo collections of cul-
tural landmarks. For synthetic scenes, we outperform our
base representation and highlight the robustness of our
method towards the restriction of training data, which proves
the effectiveness of the generative model’s prior. For in-the-
wild datasets, we show superior performance compared to
recent methods tackling novel view synthesis in the wild
(NVS-W), including the representation we base our method
on. Fig. 1 showcases the improvements our method demon-
strates on the Trevi fountain scene from Phototourism [21].
To investigate further, we also present an ablation study of
our method, which illustrates the value of the generative
model’s prior, as well as the value of its fine-tuning.

A summary of our contributions can be found below.
• We introduce EvE, which is, to the best of our knowledge,

the first method leveraging generative priors for in-the-
wild scene modeling.

• By conducting optimization guidance via an alternating
training procedure, EvE further proves the value of large-
scale pre-trained image generative models, particularly
Stable Diffusion, in 3D tasks.

• EvE outperforms the state-of-the-art on the task of novel
view synthesis in-the-wild. The code for EvE will be
publicly available as open-source.
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2. Related Work
EvE achieves geometrically consistent novel view synthesis
in-the-wild by leveraging unconstrained image collections
from Phototourism [21], and a pre-trained generative prior.
Our method is the first to satisfy all of these attributes, as
summarized in Tab. 1. In this section, we develop the various
preceding works from which our method takes inspiration.

Neural rendering. Neural rendering [41] has seen signif-
icant advancements since the introduction of NeRF [29].
At its core, neural rendering blends approaches from clas-
sical computer graphics [8, 42, 45] and machine learning
[13, 32, 33] to reconstruct scenes from real-world observa-
tions. NeRF learns a scene by overfitting the weights of a
neural network on posed images of said scene. This sub-
sequently enables the reconstruction of the scene thanks
to volume rendering [22]. Chan et al. [4] introduce the
Tri-Planes representation as a middle ground between im-
plicit and explicit representations, enabling faster learning
of scenes. More recently, Kerbl et al. [23] tackle real-time
high-quality radiance field rendering on unbounded scenes.
Note that rendering unbounded scenes is dissimilar to our
task of in-the-wild rendering, where the latter consists of
learning scenes from unconstrained internet photo collec-
tions of cultural landmarks, that are also unbounded, but
additionally naturally plagued by illumination variations as
well as transient occluders. This makes learning a scene
particularly challenging, as surfaces can exhibit significant
visual disparities across views.

Neural rendering in-the-wild. Subsequent to NeRFs, sev-
eral techniques emerged to extend the NeRF setup to “in-
the-wild” unconstrained photo collections plagued by illu-
mination variations and transient occluders. NeRF-W [26]
and Ha-NeRF [7] address the challenge of novel view syn-
thesis in the wild (NVS-W) by separately modeling scene
lighting through appearance embeddings, and transient oc-
cluders through transient embeddings. Fridovich-Keil et al.
[12] present K-Planes, which modify and extend Tri-Plane
representations [4] to in-the-wild scenes thanks to learnable
appearance embeddings (similarly to [26]), as well as dy-
namic scenes. Contrary to our work, previous in-the-wild
methods all learn scenes in a closed-world setup, where
knowledge is limited to tourist photo collections [21].

Foundation models as priors. The integration of large-
scale pre-trained models as priors for downstream tasks has
emerged as a prominent trend, as they enable the effective
incorporation of linguistic and semantic knowledge into di-
verse applications. Notably, denoising diffusion probabilistic
models [19, 36] have recently gained particular attention,
and have seen applications as plug-and-play priors [15] and

utilized in various domains such as super-resolution [43]
and more specifically novel view synthesis [25]. Our work
takes another step in this direction, and uses these models to
enrich existing representations learned from multiple images
of the same scene.

Generative models in 3D. Generative models have seen
many applications in 3D object generation and novel view
synthesis. For object generation, Shue et al. [39] learn the
distribution of Tri-Plane occupancy fields of 3D objects in
ShapeNet [5], and subsequently generate new 3D objects by
Tri-Planes diffusion. Poole et al. [35] leverage a pre-trained
diffusion model (Imagen [37]), originally intended for 2D
image generation, to train a NeRF modeling a novel object.
This is done by prompting Imagen with natural language
and training a NeRF from scratch for each caption. The
NeRF’s parameters are then updated by rendering a view,
diffusing it, and then reconstructing it with Imagen. For
NVS, Watson et al. [44] present a pose-conditional image-
to-image diffusion model using a single view. They also
introduce stochastic conditioning that improves 3D consis-
tency compared to other generative models. Gu et al. [16]
tackle single-image NVS by finetuning a NeRF representa-
tion using views synthesized from a jointly-trained diffusion
model. Liu et al. [25] fine-tune Stable Diffusion [36], a pre-
trained latent diffusion model for 2D images, to learn camera
controls over a 3D dataset and thus performing NVS by gen-
eralizing to other objects. These results hold paramount
value, as they highlight the rich 3D prior learned by Sta-
ble Diffusion, even though it has only been trained on 2D
images. This however comes with the issue of geometric in-
consistencies across views, as generative models alone have
no explicit multi-view geometric constraints. As presented,
generative models in 3D have been used to generate novel
objects as well as novel views. However, the exploitation of
pre-trained generative priors for direct in-the-wild scene aug-
mentations remains an unexplored area of research. For an
overview of recent methods, we refer the reader to Table 1.

3. Method
We learn a scene through two alternating stages, as illustrated
in Fig. 2. Scene fitting optimizes our K-Planes representation
Pγ to reproduce the images in the training set, as tradition-
ally done in neural rendering techniques. Scene enriching
finetunes a pre-trained generative prior to this K-Planes rep-
resentation, and then infers a new one Pε, which will subse-
quently be corrected by scene fitting. The main idea behind
this is that we use our 3D implicit model Pγ for optimiz-
ing the scene to the available information in the training set
and adhere to essential geometric constraints, and a prior
for enriching the scene by refining Pγ with inconspicuous
details. In this section, we detail each stage and elucidate
the intuition behind our method.
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Figure 2. Scene learning procedure. The K-Planes Pγ , the MLP with trainable parameters α, and the appearance embeddings ei are
learned during scene fitting. The LoRA parameters ϕ as well as the decoder Dw are learned during scene enriching. The pre-trained U-Net
is frozen. Assets in violet and underlined are intermediate results. At each iteration, new planes Pε are generated and assigned to Pγ , which
are then corrected by scene fitting.

3.1. Scene fitting

The goal at this stage is to fit a 3D scene, adhering to pre-
defined geometric constraints, from posed 2D RGB images.
To fit the scene, we adopt the K-Planes representation [12]
(closely related to Tri-Planes [4] and HexPlanes [3]). As
such, this stage corresponds to doing the optimization proce-
dure of K-Planes representations as presented in [12], from
which we adapt the code.

K-Planes are compact 3D model representations appli-
cable to static scenes, “in-the-wild” scenes (scenes with
varying appearances), and dynamic scenes. These models
allow for fast training and rendering, while maintaining low-
memory usage. K-Planes model a d-dimensional scene with
k =

(
d
2

)
planes, which represent the combinations of every

pair of dimensions. This structure makes K-Planes compat-
ible with a multitude of neural network architectures, and
more particularly image-specialized network architectures.
This enables K-Planes generation by minimally tweaking
generative image architectures. For a static 3D scene, k = 3
and the planes represent the xy, xz, and yz planes. These
planes, each of size N ×N ×C, encapsulate features repre-
senting the density and view-dependent colors of the scene.

The K-Planes model Pγ is originally randomly initialized.
The first goal of scene fitting is then to correct this random
initialization to fit the training set. Note that the first iteration
of scene fitting is especially particular, since it is starting
with a randomly initialized scene, as opposed to a proposed
scene, as we describe in Sec. 3.2.

To render the 3D scene from K-Planes, as done in [12, 29],

we cast rays from the desired camera position through the
coordinate space of the scene, on which we sample 3D points.
We decode the corresponding RGB color for each 3D point
q = (i, j, k) by normalizing it to [0, N) and projecting it
onto the k = 3 planes, denoted as P(xy)

γ ,P
(xz)
γ ,P

(yz)
γ :

f(q)(h) = ψ(P(h)
γ , π(h)(q)) , (1)

where h ∈ H = {xy, xz, yz}, π(h)(q) projects q onto P
(h)
γ ,

and ψ denotes bilinear interpolation on a regular 2D grid.
These features are then aggregated using the Hadamard

product to produce a single feature vector of size M :

f(q) =
∏
h∈H

f(q)(h) . (2)

To decode these features, we adopt the hybrid formulation of
K-Planes [12]. Two small Multi-Layer Perceptrons (MLPs),
gσ and gRGB , map the aggregated features as follows:

σ(q), f̂(q) = gσ(f(q)) ,

c(q,d) = gRGB(f̂(q), γ(d)) ,
(3)

where γ(p) = (sin(20πp), cos(20πp), . . . , sin(2L−1πp),
cos(2L−1πp)) is the positional embedding of p. gσ maps the
K-Planes features into density σ and additional features f̂ .
Subsequently, gRGB maps f̂ and the positionally-encoded
view directions γ(d) into view-dependent RGB colors. This
enforces densities to be independent of view directions.
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These decoded RGB colors are then used to render the
final image thanks to ray marching and integrals from clas-
sical volume rendering [22], that are practically estimated
using quadrature:

Ĉ(r) =

N∑
i=1

Ti(1− exp(−σiδi))ci ,

Ti = exp

− i−1∑
j=1

σjδj

 ,

(4)

where Ĉ(r) is the expected color, Ti is the accumulated
transmittance along the ray, and δi = ti+1 − ti is the dis-
tance between adjacent samples. Proposal sampling is also
employed similarly to [12] to iteratively refine a small in-
stance of K-Planes (using histogram loss [2]) that estimates
densities along a ray. These density estimates are used to
allocate more points in regions of higher densities.

3.2. Scene enriching

Given a fitted scene representation Pγ , scene enriching
learns this implicit representation and proposes a new
enriched representation. To provide scene enriching with
a strong prior from which it can complement a scene, we
employ a large pre-trained latent diffusion model. To this
end, we adopt Stable Diffusion [36, SD] for its proven rich
3D prior, as demonstrated by Liu et al. [25], as well as its
proven performances as prior for downstream tasks, as show-
cased by Wang et al. [43]. Thus, we integrate the U-Net
SDϕ and the decoder Dω into our pipeline, and treat the
K-Planes as 3C-channel N × N images. We also replace
the last layer of the decoder Dω with a randomly initialized
convolutional layer (with no bias), to take into account the
shape of the K-Planes. We then fine-tune the pre-trained
model using the fitted K-Planes Pγ , and generate enriched
K-Planes Pε = Dw(SDϕ(x)) where x ∼ N (0, I).

To achieve this fine-tuning, a significant challenge
presents itself: due to the sheer size of Stable Diffusion,
it would be exceptionally costly to fine-tune all of its train-
able parameters. Moreover, as we only want to modulate
priors embedded into the pre-trained network, we look for
an alternative to doing full fine-tuning. To circumvent these
constraints, we adopt Low-Rank Adaptation [20, LoRA], a
simple yet effective Parameter-Efficient Fine-Tuning (PEFT)
method that has proven great transfer capabilities across
modalities and tasks [10, 24, 48]. LoRA’s relatively minimal
design works directly over weight tensors, which means that
it can be seamlessly applied to most model architectures.
Furthermore, LoRA does not add any additional cost at infer-
ence, thanks to its structural re-parameterization (SR) design.
To achieve this, Hu et al. [20] inject trainable low-rank de-
composition matrices into each layer of a frozen pre-trained
model. Let W0, b0 be the frozen pre-trained weights and

Algorithm 1: Alternating training algorithm.
Input: Nepochs, N1, N2, N , C, n, c, I = {Ici , ci},

Rα, Dw, SDϕ, optimizer
1 x← standard-gaussian(n, n, c)
2 Pγ ← standard-gaussian(N,N, 3C)
3 for Nepochs steps do
4 for N1 steps do // scene fitting

5 γ, α← optimizer.step(Lfitting(Pγ , I))
6 for N2 steps do // scene enriching

7 Pε ← Dw(SDϕ(x))
8 ω, ϕ← optimizer.step(Lenriching(Pε,Pγ))

9 Pγ ← Pε

biases, and x be the input. Fine-tuning a frozen linear layer
f(x) = W0x + b0 comes down to learning the low-rank
decomposition weights ∆W = BA:

f(x) = W0x+∆Wx+ b0

= (W0 +∆W)x+ b0

= WLoRAx+ b0 ,

(5)

where W0,∆W ∈ Rd×k; B ∈ Rd×r; A ∈ Rr×k; and the
rank r ≪ min(d, k).

Thus, to implement scene enriching, we fine-tune the
LoRA parameters ϕ modulating the pre-trained U-Net, as
well as the decoder’s parameters ω, on the fitted scene Pγ .
Subsequently, we query the U-Net with gaussian noise x,
decode its intermediary output latent representation z with
Dω, and generate pε that is reshaped into a new enriched
scene Pε. This scene will then be proposed to the scene
fitting stage and constitutes an improved initialization, which
will, in its turn, correct it.

3.3. Training

We define an alternating training procedure rotating between
scene fitting and scene enriching, as described above, and as
illustrated in Fig. 2.

For scene fitting, we train the K-Planes model as proposed
by Fridovich-Keil et al. [12]. We use spatial total variation
regularization to encourage smooth gradients. This is ap-
plied over all the spatial dimensions of each plane in the
representation:

LTV(P) =
1

|C|N2

∑
c,i,j

(∥Pi,j
c −Pi−1,j

c ∥22

+ ∥Pi,j
c −Pi,j−1

c ∥22) .
(6)

For scenes with varying lighting conditions (e.g. in-the-
wild scenes as in the Phototourism dataset [21]), an M -
dimensional appearance vector ei is additionally optimized
for each image. This vector is then passed as input to the
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Figure 3. Qualitative results. Results on three scenes from Phototourism [21]. EvE enriches K-Planes with richer and finer details, notably
in less frequently captured areas (as tourists mostly tend to capture main facades).

Brandenburg Gate Sacré Coeur Trevi Fountain

PSNR (↑) SSIM (↑) PSNR (↑) SSIM (↑) PSNR (↑) SSIM (↑)

NeRF [29] 18.90 0.8159 15.60 0.7155 16.14 0.6007
NeRF-W [26] 24.17 0.8905 19.20 0.8076 18.97 0.6984
Ha-NeRF [7] 24.04 0.8773 20.02 0.8012 20.18 0.6908
CR-NeRF [47] 26.53 0.9003 22.07 0.8233 21.48 0.7117
K-Planes [12] 25.49 0.8785 20.61 0.7735 22.67 0.7139
K-Planes-SS [12] 24.48 0.8629 19.86 0.7419 21.30 0.6627

EvE-F (ours) 25.39 0.8834 21.41 0.8059 22.54 0.7324
EvE-P (ours) 25.42 0.8822 21.17 0.7978 22.16 0.7251
EvE (ours) 26.64 0.8869 22.26 0.8176 23.42 0.7379

Table 2. Quantitative results. Results on three real-world datasets from Phototourism [21]. The bold and underlined entries respectively
indicate the best and second-best results.

MLP color decoder gRGB at the rendering stepRα. Hence,
the training objective for scene fitting is written as:

min
α,γ
Lfitting ≜ ∥Rα(Pγ ,C)−IC∥22+λTVLTV(Pγ) , (7)

whereRα represents the K-Planes rendering procedure (i.e.
ray marching, feature decoding via a small MLP with train-
able parameters α, and volume rendering), Pγ are the K-
Planes with trainable parameters γ and IC is a ground truth
RGB image with camera position C.

As for the scene-enriching phase, we optimize the de-
coder parameters w as well as the LoRA parameters ϕ, mod-
ulating the frozen U-Net weights, on the fitted scene Pγ .
These parameters are optimized to generate new K-Planes
that will be corrected by scene fitting in the next phase. This
allows the model to be both creative and geometrically self-
consistent when modeling the scene. Thus, the fine-tuning
objective for scene enriching is written as:

min
w,ϕ
Lenriching ≜ ∥Dw(SDϕ(x))−Pγ∥22 , (8)

where x ∼ N (0, I), SDϕ is the frozen Stable Diffusion

model modulated by LoRA with trainable parameters ϕ, and
Dw is the latent K-Planes decoder. Note that, thanks to the
alternating nature of our training and the absence of bias in
the decoder’s convolutional layers, this optimization does not
reach full convergence. This is key because over-fitting the
generative model to generate exactly Pγ leads to resuming
scene fitting from exactly the same point.

At the end of the alternating training procedure, we save
the enriched and corrected representation Pγ for rendering
and testing. Algorithm 1 provides an overview of our training
procedure.

4. Experiments

We evaluate EvE via experiments on synthetic datasets as
well as real Phototourism [21] scenes. Quantitative results
can be found in Tabs. 2 and 3, where we report for each
experiment the Peak Signal-to-Noise Ratio (PSNR) for pixel-
level similarity and the Structural Similarity Index Measure
(SSIM) for structural-level similarity, computed on entire im-
ages. Figs. 1 and 3 illustrate the qualitative improvements of

6



PSNR (↑)

Chair Drums Ficus Hotdog Lego Materials Mic Ship Mean

NeRF [29] 33.00 25.01 30.13 36.18 32.54 29.62 32.91 28.65 31.00
TensoRF [6] 35.76 26.01 33.99 37.41 36.46 30.12 34.61 30.77 33.14
Plenoxels [11] 33.98 25.35 31.83 36.43 34.10 29.14 33.26 29.62 31.71
INGP [31] 35.00 26.02 33.51 37.40 36.39 29.78 36.22 31.10 33.18
K-Planes [12] 34.98 25.68 31.44 36.75 35.81 29.48 34.10 30.76 32.37
K-Planes-SS [12] 33.61 25.27 30.92 35.88 35.09 28.83 33.01 30.04 31.58

EvE (ours) 35.77 25.94 32.45 37.08 36.47 29.39 34.77 31.41 32.91

SSIM (↑)

Chair Drums Ficus Hotdog Lego Materials Mic Ship Mean

NeRF [29] 0.967 0.925 0.964 0.974 0.961 0.949 0.980 0.856 0.947
TensoRF [6] 0.985 0.937 0.982 0.982 0.983 0.952 0.988 0.895 0.963
Plenoxels [11] 0.977 0.933 0.976 0.980 0.975 0.949 0.985 0.890 0.958
INGP [31] — — — — — — — — —
K-Planes [12] 0.983 0.938 0.975 0.982 0.982 0.950 0.988 0.897 0.962
K-Planes-SS [12] 0.974 0.932 0.971 0.977 0.978 0.943 0.983 0.887 0.956

EvE (ours) 0.985 0.937 0.980 0.981 0.984 0.945 0.989 0.903 0.963

Table 3. Quantitative results. Results on static synthetic scenes [29]. The bold and underlined entries respectively indicate the best and
second-best results. Dashes denote values that were not reported in prior work.

our method. For a further look, experimental details includ-
ing hyperparameters and more dataset details can be found
in Appendix A. Additional qualitative results are available
in Appendix B. Please refer to our project page for more
information: https://eve-nvs.github.io .

4.1. Datasets

For synthetic evaluations, as done in prior work [12, 29],
we evaluate EvE on the NeRF synthetic dataset consisting
of eight scenes containing various synthetic objects. As for
real-world datasets, we evaluate EvE similarly to prior work
[7, 12, 26] in novel view synthesis in-the-wild by adopting
three scenes of cultural monuments from Phototourism [21]:
Brandenburg Gate, Sacré Coeur, and Trevi Fountain.

4.2. Implementation details

For a fair comparison, we take similar experimental settings
in scene fitting to [12]. However, due to the nature of our
scene enriching pipeline, we limit the implementation in
our case to a single-scale K-Planes of 512× 512 resolution,
in contrast to the multi-scale approach taken in [12] where
N ∈ {64, 128, 256, 512}. The number of channels in each
plane remains the same (C = 32). Also note that throughout
all the experiments, we consider the hybrid implementation
of K-Planes, where plane features are decoded into colors
and densities by a small MLP. As for the scene enriching
pipeline, we apply no modification to the U-Net in Stable
Diffusion. Yet, we replace the last layer of the decoder Dω

with a new convolutional layer (without bias) to account for

the shape of the K-Planes. Hence, the dimensions we work
with in scene enriching (Fig. 2) are: N = 512, C = 32, n =
64, and c = 4. For an in-depth look at our hyperparameter
settings, we refer the reader to Appendix A.

4.3. Evaluations

Baselines. For synthetic scenes, we evaluate our method
against NeRF [29], TensoRF [6], Plenoxels [11], INGP [31],
and K-Planes [12]. For in-the-wild scenes, we compare
our results against NeRF-W [26] (results from the public
implementation [1]), Ha-NeRF [7], CR-NeRF [47] and K-
Planes [12]. Note that in both cases, for a fair assessment
of the added value of scene enriching, our main point of
comparison would be a single-scale ablation of K-Planes
(dubbed K-Planes-SS). Nevertheless, our method almost
always outperforms both K-Planes-SS and K-Planes.

Comparisons. For synthetic scenes, EvE consistently
demonstrates better performances than K-Planes-SS and al-
most always outperforms K-Planes (Tab. 3), proving the
effectiveness of the scene enriching procedure. As for in-the-
wild scenes, EvE outperforms K-Planes as well as previous
work tackling NVS in-the-wild (Tab. 2). This particularly
highlights the value of the prior in scene enriching, as it has
been trained on large-scale image collections, including real
world images. Figs. 1 and 3 show qualitative comparisons
of EvE with K-Planes, showing the visual improvements
brought by scene enriching. EvE brings finer details to
monuments, notably in less-frequently captured views (as
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\

EvE epochs GT K-Planes

Figure 4. Constrained optimization results. Qualitative results showcasing the optimization progression on EvE, and a comparison with
the ground truth and K-Planes. The training set is constrained to 50% of its initial size for both EvE and K-Planes.

denoted by the left side facade of the Sacré Coeur (Fig. 3)).
Further qualitative results can be found in Appendix B.

4.4. Ablations

To justify our choices and explore further, we compare our in-
the-wild results (Tab. 2) to two main ablations of our method.
EvE-F is a variation of our method without LoRA fine-
tuning. Here, we consider the same exact pipeline (frozen
U-Net, same decoder configuration), except that we don’t
modulate the weights of the frozen U-Net with LoRA. This
means that the prior is kept intact and no fine-tuning is done.
EvE-P ablates the prior of Stable Diffusion by randomly
re-initializing all U-Net weights while leaving all other el-
ements of the scene-enriching pipeline intact. Finally, ab-
lating the entire scene-enriching pipeline leads back to the
K-Planes-SS setting. As illustrated in Tab. 2, we consistently
obtain worse results during the ablation study as compared
to our full model, thus demonstrating the value of the pre-
trained prior, as well as the value of LoRA finetuning. This
proves the importance of extending scene learning beyond
closed-world settings, as a reasonably sized training set can-
not capture all information in a scene, especially in-the-wild.

4.5. Further experiments

To further evaluate our method, and more particularly the
robustness of the scene-enriching pipeline, we train K-Planes
[12] and EvE on the synthetic Lego scene in a constrained
setting: we restrict the training set to half of its original
size. In the case of K-Planes, we qualitatively find that the
reconstruction of the interior of the shovel is particularly
challenging. We speculate that this is because the interior
of the shovel is fully visible only in a few views in the
constrained training set. Here, we observe an increase in
the Mean Squared Error (MSE) from 3.37× 10−4 to 4.36×
10−4. As for EvE, we observe that it gradually manages to

Training Time (↓)

NeRF-W [26] 400 hrs
Ha-NeRF [7] 452 hrs
CR-NeRF[47] 420 hrs
K-Planes [12] 50 mins

EvE (ours) 150 hrs

Table 4. Training times. Comparison of training time among
methods tackling novel view synthesis in-the-wild. Timings are
based on a single NVIDIA V100 GPU.

reconstruct this interior throughout the alternating epochs.
The MSE increases from 2.6× 10−4 to 3.46× 10−4. Fig. 4
qualitatively showcases these findings.

5. Discussions

As presented, EvE utilizes an alternating training procedure
and a large-scale pre-trained generative prior to enrich scenes
with fine details. While EvE demonstrates interesting results,
it exhibits a limitation lying in training time, where our alter-
nating training procedure leads to the repeated fine-tuning
of both scene fitting and scene enriching pipelines. In ad-
dition, in order for this training to converge well, we apply
a relatively small learning rate (10−4) to the LoRA param-
eters, which leads to a slow optimization during the scene
enriching phase. This means that further optimizing the
LoRA finetuning would greatly accelerate our method. Yet,
as our underlying representation is K-Planes, our total train-
ing time is still considerably lower than most in-the-wild
methods (Tab. 4). We leave the exploration of training time
optimizations for future work.
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6. Conclusions
In this paper, we tackle the closed-world constraint of NVS
in-the-wild. We introduce EvE, a method that incorporates a
pre-trained generative prior to enrich scene representations
thanks to an alternating training procedure. Extensive ex-
periments show that EvE exhibits notable improvements,
not only in real monument details, but also in constrained
synthetic setups. In concluding this study, several avenues
of future work emerge as we consider this work to be a
first stepping-stone in eliminating closed-world constraints
in scene learning using generative models. This includes
the exploration of approaches to achieve scene enriching
other than optimization guidance, the application of scene
enriching on multi-scale representations, and the extension
of appearance modeling beyond learnable embeddings.
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EvE: Exploiting Generative Priors for Radiance Field Enrichment

Supplementary Material

A. Experimental Details
A.1. Datasets

Synthetic dataset. For synthetic renderings, we adopt the Real Synthetic 360 ◦ dataset from NeRF [29]. This dataset consists
of eight path-traced scenes containing objects exhibiting complicated geometry and realistic non-Lambertian materials. Each
image is coupled with its corresponding camera parameters. Consistently with prior work, 100 images are used for training
each scene and 200 images are used for testing. All images are at 800× 800 pixels.

In-the-wild dataset. For in-the-wild renderings, we adopt the Phototourism dataset [21] which is commonly used for
in-the-wild tasks. This dataset consists of multitudes of images of touristic landmarks gathered from the internet. Thus,
these images are naturally plagued by visual discrepancies, notably illumination variation and transient occluders. Camera
parameters are estimated using COLMAP [38]. All images are normalized to [0,1]. We adopt three scenes from Phototurism:
Brandenburg Gate (1363 images), Sacré Coeur (1179 images), and Trevi Fountain (3191 images). Testing is done on a
standard set that is free of transient occluders.

A.2. Frameworks

We make use of multiple frameworks to implement our method. Our Python source code (tested on version 3.7.16), based on
PyTorch [34] (tested on version 1.13.1) and CUDA (tested on version 11.6) will be publicly available as open source. We
also utilize Diffusers [9] and Stable Diffusion (tested on version 1-5, main revision). K-Planes also adopt the tinycudann
framework [30]. We run all experiments on a single NVIDIA V100 GPU.

A.3. Hyperparameters

A summary of our hyperparameters for synthetic as well as in-the-wild scenes can be found in Tab. A. Please refer to the
configuration files of our code for more information.

B. Results
Quantitative results. We reproduce the results on K-Planes and K-Planes-SS. In-the-wild results on NeRF-W come from
a public implementation of the paper [1] and are extracted from the K-Planes paper. Ha-NeRF and CR-NeRF results are
extracted from the recent CR-NeRF paper. Remaining results in Tabs. 2 and 3 are extracted from their corresponding papers.

Qualitative results. We present below additional qualitative results for in-the-wild scenes (Figs. A to C) and synthetic
renderings Figs. D and E. Please refer to our project page for animations of our renderings.
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(a) K-Planes (b) EvE (c) GT

Figure A. Qualitative results. Results on the Brandenburg Gate scene from Phototourism [21].

(a) K-Planes (b) EvE (c) GT

Figure B. Qualitative results. Results on the Sacré Coeur scene from Phototourism [21].

(a) K-Planes (b) EvE (c) GT

Figure C. Qualitative results. Results on the Trevi Fountain scene from Phototourism [21].
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Figure D. Qualitative results. EvE results on the NeRF Synthetic scenes.

Figure E. Ground Truth Renderings. Ground truth images from the NeRF Synthetic dataset.
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Hyperparameter Value

Epochs (Nepochs)

200 (synthetic)
20 (Sacré Coeur)

20 (Brandenburg Gate)
10 (Trevi Fountain)

Epochs K-Planes (N1) 1
Epochs LoRA (N2) 3000
Batch size 4096
Optimizer Adam
Scheduler Warmup Cosine
K-Planes Learning Rate 0.01
LoRA Learning rate 0.0001

SD latent resolution 64
SD channel dimension 4
SD prompt “ ”

Number of planes 3
K-Planes resolution 512
K-Planes channel dimension 32

Epochs Appearance Optimization 10
Appearance embeddings dimension 32

Appearance learning rate
0.1 (Sacré Coeur)

0.1 (Trevi Fountain)
0.001 (Brandenburg Gate)

Appearance batch size 512

Table A. Hyperparameters. A summary of the hyperparameters used to train our model. Appearance optimizations only apply in in-the-wild
training. Remaining K-Planes parameters are taken identically to [12].
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