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Abstract. Measuring user influence in social networks is crucial for a va-
riety of applications. While traditional centrality metrics evaluate struc-
tural graph importance, a more recent metric known as the 1-score takes
into account users’ posting and re-posting activities to provide richer in-
formation. The -score is a powerful tool that generalizes PageRank
for non-homogeneous node activity. However, for large datasets with N
users, it becomes computationally expensive, requiring solving N linear
systems of N equations.

To tackle this issue, we propose three new scalable algorithms that can
quickly approximate the t-score. The Power-¢) and Push- algorithms
are based on a novel equation that shows it is sufficient to solve one
system of equations of size IV to calculate the 1-score. These algorithms
take advantage of the fact that the solution of such a system can be
recursively and distributedly approximated. Consequently, the 1-score,
which summarizes the nodes’ structural and behavioral information, can
be computed as quickly as PageRank.

The third proposed algorithm is Push-NF. Despite aiming to solve all N
systems to extract additional information on the information dynamics,
it still manages to converge to the accurate user ranking faster than the
current state-of-the-art alternative.

To validate the effectiveness of our proposed algorithms, we release them
as an open-source Python library and test them on various real-world
datasets.

Keywords: Social Networks - PsiScore - Ranking - Algorithms - Influ-
ence.
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1 Introduction

1.1 Context

Measuring the importance of an individual in a network has been a focus of in-
terest in Social Network Analysis for long. Indeed, a wealth of metrics have been
developed to quantify this idea, including the well-known closeness centrality in
the 1950s [6] or the betweenness centrality in the 1970s [16].

Nowadays, the ubiquitous nature of Online Social Platforms (OSPs) makes
it all the more important to have relevant measurements available. For instance,
it is essential for social scientists to identify the main leaders of opinion in a
network in order to gain a better understanding of the dynamics that determine
the roots of political polarization [I]. Also, it is crucial for companies to identify
the so-called influencers that are believed to play a key role in the emergence
of new trends [20] and thus are targeted to develop effective marketing strate-
gies [7]. From a technical perspective, machine learning algorithms also rely on
the identification of a reduced set of users with features present throughout the
network, which is critical in reducing the number of parameters and avoiding
the curse of dimensionality [28/TT].

In this context, many OSPs may be described using a comparable structure:
users have access to a wall and a news feed, they can publish messages (posts)
on their wall, while their news feed shows the messages posted by other specific
users, known as their leaders (or followees). This archetype is well illustrated
by Twitter, Facebook or Weibo among others. Users can also re-post messages
from their news feed to their wall, which is the main mechanism allowing posts to
spread around the network [I8]. A crucial issue is to quantify the extent to which
their posts and re-posts circulate throughout the network and are accessible to
others, as this process can be understood as the measure of their influence.

To address the aforementioned challenge, a variety of centrality metrics have
been proposed to rank network nodes according to their structural relevance [33].
But given the potentially massive size of these networks, it is crucial that these
measures remain scalable. For instance, betweenness centrality measures to what
extent a node falls on shortest paths between others and thus its potential to
control communication, however the most efficient algorithms have a temporal
complexity in O(NM) [9] (where N is the number of nodes and M the number
of edges) which makes it inappropriate for large OSPs. In addition to that, most
centralities are unsuitable for assessing influence in OSPs, as they rely on a static
description of the social network, while these are known to be dynamic platforms,
where the activity of users is typically bursty. Nonetheless, these scores do not
include user posting and sharing activity. The importance of this information
is emphasized in [12], which demonstrates that people with the most followers
(in-degree) may not necessarily create the most retweets or views. Therefore,
influence is not solely based on the number of followers, which is mainly related to
a user’s popularity. In the same line of inquiry, the authors in [35] ask th question:
“Are social links valid indicators of real user interaction?” and underline the
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difference between these two ideas by examining a significant user trace from
Facebook. It is thus essential to get past simple structural measures.

A new metric, coined as t-score, has been recently introduced in [I7] to
overcome this limitation. The diffusion of information model presented in [17]
takes into account users behaviors by including activity features for each user.
The 1-score results from this model and provides a more accurate ranking metric
of user influence in OSPs by integrating both structural information related to
the graph and user activity. For instance, if users post and re-post content at
different frequencies, the model incorporates this variation in the users’ activity,
thus yielding a more meaningful ranking metric. Furthermore, it was shown in
[I'7, Theorem 5] that the )-score is equivalent to PageRank when user activity is
homogeneous, i.e., when all users create the same number of posts within a given
time interval and share at the same rate within that interval. As a consequence,
the 1-score can be seen as a generalization of the PageRank, which is designed
to situations where we have access to the nodes activity in the network.

1.2 Goal and contributions

A limitation of the w-score calculation as described in [I7] is that it does not
scale to large graphs. Indeed, it requires the resolution of N linear systems of
N equations each, where N denotes the number of users in the network. In
contrast, PageRank only requires finding the solution of a single system with
N variables. This paper addresses this shortcoming by proposing new 1-score
calculation algorithms that solve this issue.

For that purpose, we reorganize these N systems into a single one whose
solution can be used to easily derive the 1-score for all users. Then, we propose
two different algorithms to solve this new system:

— Power-1 which is based on power-iteration rules in order to approximate the
solution (see also the conference version of this work [3]). This process allows
approximating the sum of a geometric series for vectors without computing
any matrix inversion.

— Push-1, an algorithm inspired by the push-flow algorithm for PageRank[34/2].
It uses an approximation vector and a residual representing the difference
between the exact solution and the approximation. During each push itera-
tion, the approximated score of a node is updated and its residual is pushed
to the residual of its neighbors in order to be minimized.

In addition to this contribution, we also propose to use the push method
to make a tool to analyze the influence mechanisms at a finer grain. For this
purpose, we describe another push-based algorithm, named Push-NF, that aims
to solve the original N linear systems presented in [I7] instead of using the new
system. While it does not allow to avoid the scalability issue aforementioned,
by solving all N systems, Push-NF can not only extract the influence of each
user on the entire network but also their influence on a specified individual. This
feature provides valuable information for various applications, such as identifying
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opinion leaders or understanding information flow dynamics between specific
users.

Finally, we provide an open-source software 1ibraryE| to facilitate the imple-
mentation of the ¥-score. This comprehensive library includes its initial baseline
implementation as well as implementations of each of the improved algorithms
proposed in this paper. By making this library available to the community, we
aim to encourage the widespread use of the 1-score in various fields and its adap-
tation to each developer’s specific needs. In particular, the psi-score library
can be used to compare the metric with PageRank, since they are equivalent
when the network activity is homogeneous.

1.3 Related Works

Centrality measures have been largely used in various fields of network science,
including of course social network analysis [23[1427], but also transportation net-
works for example to improve traffic monitoring [30], communication networks
to design routing protocols [19] or to improve network control [31], or even in
biology, where they allow for instance to point out critical proteins in metabolic
networks [4]. Another essential application of centrality measures is information
retrieval: with the expansion of the web, there is an ever-increasing need for
algorithms that allow to look for precise information in a very large database.
Among those, the most famous example is certainly the PageRank [29/24]. Al-
though these metrics are commonly used to rank nodes of a network [33], they
only consider the network structure. For instance, PageRank can be described
in non-technical terms as a random walk on a graph with a probability of tele-
porting on a random node at each step, so it does not take into account aspects
such as node activity.

A standard way to compute the PageRank in a graph is to rely on a power
iteration method [24) Chapter 4]. Various existing algorithms, such as Push [34]
or methods using Chebyshev polynomials [5], exploit the random walk interpre-
tation of PageRank to speed up its calculation. The Push method [34] iterates
through nodes by allowing each of them to update the approximation of its
own PageRank value and its neighbors values. The method proposed in [5] uses
Chebyshev polynomials to approximate the PageRank vector more efficiently
than the known power-method introduced with the metric [29].

In a short version of this work [3], we have investigated the algebraic limita-
tions of the 1-score and proposed a novel approach to have it as scalable as the
PageRank is. However, we acknowledge that other strategies to accelerate graph
eigenvalue-based measures have the potential to further improve the performance
of our method. Moreover, they can also give us insight into the mechanisms of
social influence from an individual to another. Therefore, in this study, we aim
to build upon this work by considering the Push method and integrating it with
our approach. Our goal is to create a novel algorithm that not only addresses

! https://github.com/NouamaneA/psi-score


https://github.com/NouamaneA/psi-score

Scalable Algorithms to Measure User Influence in Social Networks 5

the limitations of the -score but also surpasses the existing methods in terms
of speed.

1.4 Outline of the paper

In Section [2| we describe the principles underlying the definition of the -score
and to what extent it measures the spread of influence on a social platform, as
well as the baseline algorithm to compute it. Section [3] introduces the Power-¢
algorithm, which improves upon the baseline by reducing the number of equa-
tions to solve. In section |4} we present the Push-* approach, which provides an
alternative way to compute the i-score and also allows to compute the influ-
ence between nodes at the individual scale. Finally, in Section [5] we evaluate
numerically the different algorithms under study in terms both of accuracy to
approximate the result and in terms of time efficiency of the process.
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2 Measuring the Influence of OSP Users

The authors of [I7] proposed a model to describe the diffusion of posts on a
generic social platform. Within this model, each user is not only a node of the
social graph, but is also characterized by his or her own Wall and Newsfeed,
as well as his or her own posting and re-posting activities. Using this spreading
model, they compute in closed form the probabilities that a particular user’s
posts will appear on the Wall and Newsfeed of any other user. This allows them
to derive a measure of influence in the network, that they name the t-score of
a node.

In this section, we first give some basic elements of description of the OSP
and the notations, summarized in Table [I} that will be used afterwards. Then,
we detail the spreading model proposed in [I7] and describe how the t)-score
is defined in this context. Note however that this score is not restricted to the
specifics of this model and can be defined on any network where nodes can be
characterized with their activity rate.

Table 1. Notations used in the paper

Notation Description

i 1p-score of user 17

P 1p-score column-vector
pg”) impressions of ¢ on the Newsfeed of n
q£n> (influence) impressions of ¢ on the Wall of n
pPi vector with every pl(-n)

q; vector with every ngn)

P matrix with p; as column %

Q matrix with q; as column 14

b; input vector of normalized posting activity
d; vector with the posting ratio of a user 4
B matrix with b, as column ¢

D diagonal matrix with d; as column ¢

1 column-vector of R™ full of ones, i.e. (11 --- 1)7

2.1 Network user model and notations

Network structure. The platform is represented as a directed and unweighted
graph denoted G = (N, &). Tts vertices represent the users in the OSP and its
edges represent the follower-leader relations: (i,j) € £ means that user ¢ follows
user j. The cardinalities of A" and & are denoted |[N| = N and || = M. Note
that a social platform where the relationships between users are reciprocal (as for
instance, friendships on Facebook) can also be described by this representation,
by connecting users with edges in both directions.
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Posting activity. As mentioned above, users are also characterized by their post-
ing and re-posting activities. Let A\ represent the vector of posting activity over
the vertex set. Thus, \(") represents the number of wall posts per unit of time
(posting frequency) created by user n. Similarly, let p represent the vector of
re-posting activity of the vertices. Then, (™) refers to the frequency with which
user n checks their Newsfeed and selects one of the current posts uniformly at
random for re-posting on their Wall.

2.2 The 1-score: metric of influence

Here we present the v-score following the way it was introduced in [I7]. It
measures the nodes’ influence in the OSP, not only based on the graph structure
but also on the nodes activity, as a user who shares information more frequently
is bound to have more influence than users who don’t. Similarly, a user whose
posts are shared often by their followers is also bound to have higher influence.
The score can be computed from the graph structure and the activity vectors A
and g only, however it is helpful to describe the information spreading process
that inspired it in order to have a better understanding of its meaning.

Information spreading model. In [I7], the authors present the t-score as a natu-
ral way to evaluate influence within the context of a specific information spread-
ing model on the OSP. In short, the model can be described as follows: a user
in the network posts at a constant rate on his or her wall while messages from
their leaders appear on their news feed, replacing a random older post. Regu-
larly, this user selects randomly a post from his or her news feed to re-post it
on the wall. This process is summarized in Figure [[} Again, we underline that
this is not necessarily a lifelike description of information spreading on an OSP,
nonetheless it is realistic enough to give a good intuition of the interpretation of
the 1-score and other intermediary quantities that are defined further.

Precisely, this model is a continuous-time Markov chain relying on the fol-
lowing set of assumptions:

— Poisson arrivals: any user n posts on his/her wall according to a Poisson
process with rate A(™ and re-posts from the news feed to the wall according
to a Poisson process with rate p(").

— Random selection policy: we suppose that when a user checks his/her news
feed, he/she randomly selects one of the listed posts to re-post on their wall.

— Random eviction policy: a new entry on the wall or on the news feed list
replaces an older entry chosen at random.

Influence quantification. Now that the hypotheses of the model are set, we focus
on how to quantify the influence of a user. The authors of [I7] introduce two
vectors related to the influence of user ¢ in N, which can be computed from the
activity attributes of the nodes:

- p; = (pl(-l) pgz) pEN))T where, for n € N, pE”) represents the expected

proportion of posts from user ¢ on the news feed of user n.
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i follows j

Ai) postarrival of
origin i

w@  postarrival from
=, i
newsfeed of i
AG)+ ) post arrival from

wall j to newsfeed i

Fig. 1. A small example of the Online Social Platform from the point of view of user 3.

- q; = (qfl) ql@ qEN))T where, for all n € NV, q§”) represents the expected

proportion of posts from user ¢ on the wall of user n.

So, qZ(") can be understood as the influence of user ¢ on user n, which means
that the more posts from ¢ appear on the wall of n, the greater is i’s influence
on n. This is used to define the influence of user ¢ throughout the whole network
as the average influence of ¢ has on all other users. This concept is formalized
by the 1-score of user i, which is defined as

1 n
%‘:NZ‘]§ )~ (1)

neN

-score computation. In order to calculate the influence score v; of user i, we
have to compute all entries of vector q; as they appear in its definition .
However, q; is not directly available: a system of equations must be solved to

determine the complete vector q;. Precisely, each q(")

3
pl(»"), so we have to compute the vector p;. p; is the solution to a fixed-point
problem, which is determined in [I7, Section III]. This fixed-point problem and
the derivation of the q; vector are summarized in the following linear system,

that we present in a matrix form:

can be obtained from

pi = A.p; +b; (2)
q; =C.p; +d; (3)
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(4)

NXxXN N ;
Ac R+ y Qi = D) ()\<z)+u(£))ﬂ{i€£(3)}7
rec(d)
©)
i ST (AO 1 p@) H{ieL®}s
where ver(d)
NxN L L .
CeRI™, Cii = XD+ Lij=iy
4 N o A0
d; € RY, dji = 5@ Lj=i}-

As shown in [I7, Theorem 4], it is possible to solve using a power itera-
tion method as what is typically done to compute the PageRank. It consists in
applying iteratively the following equation:

pi(t) = Ap;(t — 1) + b; (4)

t being the current iteration. As t — oo, the algorithm converges towards the
solution p,(¢) independently of the initialization p;(0) because A is a sub-
stochastic matrixﬂ The algorithm [1| given in [I7] uses this equation to compute
the vector p;.

Algorithm 1: Power-NF: Power method to compute the news feed
probabilities p; related to user 1.

input : origin user i, N x N matrix A, vector b;, p-tolerance ¢
output: vector p;
pi < bj;
t < 0;
gap < 1;
while (gap > ¢€) do
p{'  pi;
pi < Ap +by;
gap + ||p; — pg*
t—t+1;
end
return p;

b

Now, ranking the N users requires to compute ; for each ¢« € N, i.e., the
complete vector ¥ = (Y1, Yo, -+, ¥n)T € RY. To solve the linear system ,
the iterative approach in must be used N times for each origin i € A/. Then,
mapping each vector p; to q; thanks to and finally using gives the vector
1 with all the 1-score values.

As a side note, which will be useful for comparison purposes, the paper [17]
also establishes a relationship between the -score and the PageRank. Indeed,the
vector @ equals the PageRank vector 7 in the scenario of homogeneous activ-
ity, meaning that Yn € N, A = X and p™ = p. In that specific case, the
PageRank damping coefficient « is given by oo = ﬁ [I7, Theorem 5].

2 A sub-stochastic matrix is a real square matrix having each row summing to a value
strictly lower than 1.
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Problem Statement. The algorithm [I]for the -score vector computation — which
we are going to refer to as Power-NF in this paper — is highly time-consuming.
By contrast with PageRank, which demands solving 1 system of N equations,
we need to solve N systems of N equations separately. This is particularly chal-
lenging when attempting to calculate the i-score in large real-world networks
in a reasonable time.

Consequently, the problem discussed in this work is the following: given a
directed social graph G = (N, &) and the vectors A and g which contain the
information about the nodes posting and sharing activities, can we design an
algorithm that computes the t-score of all nodes in the graph with a comparable
speed to PageRank?
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3 The Power-1 Algorithm

In this section, we provide a first algorithm to compute the 1-score which is faster
than the baseline algorithm [I| The principle here is to reformulate the equations
as presented in Section to reduce the computational cost from solving N
linear systems of size IV to solving a single linear system of size IV that includes all
users. It will allow to use the power iteration method to approximate the solution
of the new linear system, which can also benefit from distributed computing. We
call this process Power-1: an algorithm for the derivation of the w-score that
is comparable to the PageRank in terms of computational complexity, while
benefiting from the score expressiveness because of the addition of the node
activity information.

3.1 Expressing the 1-score with a single linear system

We describe the 1)-score of the network in terms of the matrices P, Q, B, D, which
are defined in Table [1} This matrix notation enables a vectorized expression of
the 1-score vector:

7= 17Q (5)

We remind that the matrix Q contains the q; = (ql(l) qZ@) qu))T

which components qfn) represent the influence of user ¢ on user n. So, the task
of obtaining the 1-score is equivalent to computing a matrix Q, the columns of

which require having the vectors p;, according to Eq. [3]

vectors,

Now, finding each p; is equivalent to solving a linear system, as can be seen
in Eq.. The equations and call to the matrices A and C, which are
themselves derived from the adjacency matrix of the graph and the posting and
re-posting activities of the users (A and p). Using [I7, Lemma 2] each system
solution can be written as

pi=(I-A)"b;=> A'b; (6)
t=0

Eq. @ is a linear equation in b;, which implies that the solution in matrix form
for all users is

P= (I—A)‘lB:iAtB (7)
t=0
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Thus, by using Eq. in its matrix form and the series in eq. , we can develop
Eq. :

1

T _ Ty _ 47T
' =51"Q = 17(CP + D)

=—1"[C(I-A)"'B+D]

C (iAt>B+D

t=0

Ki 1TCAt> B+ 1TD]

- =

T

=

2=

t=0

Let us define ¢’ := 17C and d” := 17D. ¢ and d are vectors in RY (the
diagonals of the matrices C and D). This allows to formulate the following
equation to compute the ¥-score:

e[

t=0

(8)

Eq. demonstrates that it is not essential to solve N linear systems of size N
to calculate the v-score. Instead, it is sufficient to solve a single N-dimensional
linear system, which is written as the infinite sum of matrix-vector multiplica-
tions.

There is a drawback to this new approach, which is the fact that we do
not compute explicitly the values of p; and q;, which quantify the influence
at the individual level. As demonstrates, these are not required any longer
to calculate the 1-score, however they include valuable information for practi-
cal applications, where evaluating the influence of a specific user on others is
important.

3.2 Convergence and truncation of the sum

We state here that the infinite sum in Eq. may be evaluated using a power
iteration method. To show this, let us define:

t
T T AT :
stzg c' A7, s= lim s, (9)
0 t—o00
—

where T' denotes the matrix transpose and ¢ is the iteration index. We emphasize
that Eq. @ converges if A’s spectral radius is strictly lower than 1 (which is a
standard property of geometric series). Lemmas 1 and 2 in [I7] guarantee this
convergence, using the fact that A is a sub-stochastic matrix. Consequently,
the sum in [§] may be truncated to a finite number of terms to approximate the
1p-score.
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Now, let us evaluate the approximation error made when truncating the sum.
The recursive expression associated with the truncated sum is

st =sl A +cT (10)
where sy = c¢. This allows us to define the following gap parameter
g = Hsf — StT—IH (11)

which is used to stop the algorithm. Any norm can be used, we opt for us-
ing the L'-norm because it is standard when approximating series with power
iterations [29]. So practically, we terminate the iterations when the following
condition is met:

et <e (12)

A key question here is to evaluate how the tolerance € impacts the approximation
of the t-score. To answer this question, we define 1; to approximate 1 by
substituting with in ¢ terms. Then, we define the difference §; between
two 1-score approximations truncated at consecutive steps:

0 = |l — i (13)

Now, we describe d; as a function of €; and identify an upper-bound relation
between the two to deduce a convergence condition on the vector ; from the
one on s;. Indeed, we know from that

1 1
Wl = (I B+a) - (s B+ d)
1
= —(s{ —s/_1)B (14)

N
Eq. then allows to deduce that:

1 1
61 = 6T =T B < 87 =T | B
= 5, < 22 (15)

Using this upper bound, we can choose a tolerance ¢ that ensures the y-score evo-
lution does not deviate by more than . Precisely, if the algorithm is terminated
by the condition ¢; ||B|| < ¢, then J; is smaller than %. The corresponding power
iteration algorithm is designated as Power-¢ and described in Algorithm [2}

3.3 Relationship between 1-score and PageRank

In this section, we discuss the relationship between the -score in the homo-
geneous activity scenario and PageRank, which highlights the contrast between
our proposed method and the usual power-iteration algorithm for PageRank.
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Algorithm 2: Power-v: Power method to compute the 1-score vector.

input : N x N matrices A and B, size IV vectors ¢ and d, s-tolerance &
output: vector @ with the 1-score of all users
S« ¢
B_norm + ||B|[;
t <+ 0;
gap  1;
while (gap > ¢) do
Sold < S;
sT «sT, A +c;
gap < B_norm||sciqa — s||;
t—t+1;
end
' — L (s"B+d");
return ;

Let 7 denotes the PageRank vector and W = D, 'L is the random walk

transition matrix, where L is the adjacency matrix of the graph that points to
the leaders and D, is the diagonal matrix whose entries (4, ) are the out-degree
of node i. Theorem 5 in [I7] ensures that, in the homogeneous activity scenario,
where Vi, \() = X and p(9) = p, ¢ = 7 with a = )\i# as the PageRank damping
factor.

In the homogeneous activity case, the vectors and matrices in the -score
equation of Eq. are as follows:

A =aW
B=(1-a)W
c =al
d=(1-a)

So, after replacing A and c by their expression in Eq. , we obtain
sl =as] (W +al” (16)

By substituting the above expression in Eq. and using the homogeneous
values for B and d we get
r_ 1,7 T
P, = N (sf(1—a)W+ (1—a)1")

((as{_ ;W +al1™)(1 — )W + (1 — a)17)

=a (;](sf_l(l — )W + (1 — a)lT)> W + C J_VO‘)1T

(1-a)
N

2=

= ap W + 1’ (17)
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The power method for PageRank computation translates as

7wl =amwl W + 1_70[1:’1. (18)
N
so, we can see that we find similar expressions, consistently with the result
from [I7, Theorem 5].

Now, the proposed Power-1 algorithm in the general case uses a power it-
eration to first estimate the series s up to a truncation based on the desired
tolerance. Following convergence, the product by B and addition of d at the end
of Algo. [2] prevent superfluous matrix-vector multiplications. This is the main
implementation difference compared to PageRank power iteration. As shown
above, both approaches converge to the same result in the homogeneous situa-
tion; however, the tolerance for -score is defined on the s-vector, whereas for
PageRank, it is defined on 7 itself.

3.4 Computational complexity

We analyze the computational complexity of the Power- algorithm. The main
computational cost of the algorithm is the power iteration, which is performed
until the convergence condition is met. Let us denote k(¢) the number of it-
erations required to reach convergence. Each iteration requires a matrix-vector
multiplication, which is of complexity O(M) where M is the number of non-zero
entries in the matrix, i.e. the number of edges in G. There is also a vector addi-
tion, which is of complexity O(NN), and a scalar-vector multiplication, which is in
O(N). So the total complexity of each iteration is in O(M + N). The total com-
plexity of the algorithm is then O(k(e)(M 4 N)). This result is comparable to the
complexity of the PageRank power iteration, which is also in O(k(e)(M + N)).
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4 Push approach for influence quantification

In this section, we design a push-based algorithm approach to our problem of
influence quantification on a social network. This approach can be applied to
two different sets of equations with two distinct purposes. On the one hand,
we can use it on Equation in a similar manner as what has been done for
PageRank [3402]. In this case, the goal is to find more efficiently the vector s,
which in turn allows for the direct calculation of the 1)-score of each node. On the
other hand, the push method can also be employed to solve Equation , and
the purpose here is to compute faster the 1-score of a single user; by providing
p; and q;, it gives much more details about the mechanism of influence on the
network at an individual level. Note that the application of the push approach
to our problem is the main theoretical addition to the shorter version of this
work [3].

4.1 Intuition behind the push approach

The push method can be thought of as a message-passing algorithm. The in-
tuitive general idea is to iteratively propagate information across the graph, in
order to calculate the importance of each node based on its connections to other
nodes.

Practically, it works by initializing a residual value for each node and its
approximate score, where the residual represents the amount of information that
still needs to be propagated from that node to its neighbors. The algorithm then
iteratively updates the approximate score for each node based on the residual
that it gets from its neighbors. At each iteration, a node “pushes” its residual
to its neighbors, proportionally to the strength of the connection between the
two nodes (encoded by the matrix A in the case of 1)-score and the propagation
matrix for PageRank). The node then updates its own approximate score based
on the residuals that it received from its neighbors. This process continues until
the residuals converge towards 0, indicating that the approximate score vector
has converged to the actual score.

Note that the push method can be implemented in a distributed way since
each node updates its own score, making it very efficient at solving linear systems
of a large number of equations.

4.2 General formulation of the approach Push-*
Let us first rewrite equation as follows:
s=ATs+c (19)

so that it has exactly the same form as Eq. (2]). Now, while they contain and
return different quantities, Eq. on p; and ([19)) on s, they allow us to describe
the application of the push method on both of them with some generic notations:

x=Mx+r (20)
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where x € RY is the unknown vector, r € RY and M € RY¥*¥_ In the case of
Eq. ,x:pi,M:Aandr:bi and in the case of Eq. ,x:s,M:AT
and r = c. Taking advantage of this formal similarity, from now on we refer
to the method and algorithm that we develop as Push-*, then we will describe

them as Push-NF for Eq. and Push-1 for Eq. (19) when necessary.
It is important here to notice that Equation (20) does not have the same

form as the one that computes the PageRank since r has different components
while the second term of the PageRank equation is homogeneous. Consequently,
we cannot use the push-based algorithm described in [34] or [2]. Thus we adapt
the method to the specific case under consideration.

Let us first observe that the solution x is a function of the vector r, so that
we can re-write Eq. as

x(r) = Mx(r) +r (21)

Rearranging this equation, it becomes
x(r)=(I-M)"'r=>» M'r (22)
n=0

The next step is key and specific to the push method. Let x, be the unit
vector with only the u-th entry equal to 1 and all the other components equal
to 0. Also, we denote r(u) the u-th entry of r. Using only Eq. and Eq.
(which is linear), we have the following expressions:

x(r) = x (r — r(u)Xxu + r(u)Xu)
= x (r(u)x,) + X (r — r(u)x.)
= MLx(r(u)xu) + r(u)xu + X (r —r(u)Xu)

=M M r(u)xu + r(u)xu +x (r - r(u)xu)
n=0

= > M"Mr(u)xu + r(w)xu + x (r — r(u)x.)

n=0
= x (Mr(u)xu) + % (r — r(u)Xxu) + r(u)Xu
=x(r —r(u)xy + Mr(u)xu.) + r(u)Xxu
= r(u)xu +x(r'), (23)
where we define the vector r’ as
r' =1 —r(u)x, + Mr(u)x,. (24)

So, we have derived a new expression of the solution as the sum of two compo-
nents:

x(r) = r(u)xu + x(r') (25)

where the first part is an approximation of the solution x(r) and the second,
x(r') can be interpreted as a residual and denoted x'.
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4.3 Convergence of the residual

Following the above approach, we can put and in an iterative algorithm
to derive the solution of with a convergence criterion related to the residual.
The problem is that the exact expression of the residual x(r’) is not available.
However, we know its argument r’ from (24)). In addition, r — x(r) is a linear
map, as shown by Eq. , so that x(0) = 0, where 0 is a vector of 0. Thus, we
set a convergence criterion related to the infinite norm of the residual argument
of the form ||| <e.

Now, we investigate if we can bound the volume of the residuals. As long as
IM|| < 1, we have that

()| = (Do M|[ <[> M7 - K]
n=0 n=0
> e
<e ) IM|" = — 0, (26)
2 =M

Note that this inequality is true for the L' norm of a right sub-stochastic matrix,
such as A, and for the L® norm of a left sub-stochastic matrix. In the case of
Eq. (Push-NF), M = A and in the case of Eq. M = AT (Push-7)). So,
we have the following cases of induced norms

— in the case of Push-NF:

e

€
Ix(x)ll; < = : (27)
PT1-AlL T - maxicusy 2ver A, u)
— in the case of Push-:
x(r < c — < 98
() oo = 7= JAT] .~ 1—maxicucn 2 pepq AT (u,0) (28)

Where F(u) designates the set of followers of user u while £(v) is the set of
leaders of user v.
As a consequence, we can choose the tolerance € to be an upper bound of

1—|TMH as a convergence criterion by taking the appropriate norm for M.

4.4 The Push-* algorithm

We propose our Push-* algorithm following this expression to derive the solution
x(r) of the generic equation. Each iteration of Push-* works as follows: the u-th
entry of the approximation vector is incremented by r(u) > &, which will be
then set to 0 as indicated by the first part of (24). Next, for every v follower
(respectively leader) of u for ([2) (respectively for), the value M(v, u).r(u) >
0 is added to r(v) (second part of (24)). The algorithm stops when the value of
the residual is small enough according to what has been discussed in Section [4-3]
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Algorithm 3: Push-*: the Push algorithm for x

input : N x 1 vector r, N x N matrix M, e
output: Calculate the N x 1 vector x(r)
Initialization: z(v) =0, forv=1,...,N ;
FIFO < CreateFIFO();
for user u with x(u) > ¢ do
FIFO.add(u);
Mark(u)
end
while FIFO not empty do
u 4 FIFO.pop() ;
x(u)  x(u) +r(u) ;
for user v in M(:,u) > 0 do

r(v) < r(v) + M(v,u) - r(u);

if r(v) > ¢ and (v not marked) then

FIFO.add(v);
Mark(v);

end
end
r(u) + 0;
Unmark(u);
end
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5 Numerical evaluation

In this section, we evaluate the performances of the three algorithms presented
in this work: Power-1, Push-t¢ and Push-NF. We compare their performances
to the baseline algorithm Power-NF described in [I7]. In the case where the
posting and re-posting activities of nodes are identical for all nodes, the 1-score
is equivalent to the PageRank, it allows us to compare the results to the ones
obtained with the PageRank in this homogeneous scenario.

First, we briefly present the package which has been developed and released
for this project. Second, we describe the different datasets that are investigated in
the experiments. Then we precise some important elements of the experimental
protocol, before reporting the results of the performance evaluation.

5.1 The psi-score Python package

The psi-score project is a software library that we have developed in Python. It
is open source and licensed under the terms of the MIT license, allowing free us-
ability. It is currently available at the address https://github.com/NouamaneA/
psi-score.

This package is a practical tool for the community to easily use the 1-score
metric in projects without the need to develop each algorithm individually. All
methods mentioned in this work are accessible: the baseline Power-NF as well as
the proposed algorithms Power-1, Push-t and Push-NF. To simplify its usage,
the project has a similar Application Programming Interface (API) as the one
used in scikit-network [8] and scikit-learn [10].

5.2 Datasets

For the numerical evaluation of our methods, we choose four real-world datasets
which are listed in Table[2} Three of them are publicly available in the KONECT
projectﬂ [22] which is a network dataset repository. These three datasets do not
include any information about the nodes activity in the network so we decided
to generate A and p uniformly at random. The last dataset has been downloaded
from Kaggle dataset repositoryﬂ [13]. It is a Twitter trace that contains a million
tweets and retweets from 181,621 users during the 2018 Russian elections, we
can therefore derive the actual posting and re-posting activities (respectively A
and p) of all users.

5.3 Experiments

Unit of comparison. The complexity of the methods is compared using the
number of messages required to reach a targeted tolerance &, which is the number
of vector entries updated at each iteration during the process. We use the term

3 http://konect.cc/
4 https://www.kaggle.com
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Table 2. Datasets used for evaluation

Dataset name Type #Nodes|#Edges|Sources
DBLP Citation Network| 12 590 | 49 759 125]
Twitter-ICWSM| Social Network | 465 017 | 834 797 | [15]
ego-Twitter | Social Network | 23 370 | 33 101 [26]
Russian Social Network | 181 621 | 515 419 [13]

=2

“messages” because we can interpret each update as a signal that propagates
across the network from a node to one of its neighbors. By contrast with the
computation time, this measure has the advantage of allowing the comparison
between sequential and distributed algorithms, regardless of the technology used
to implement them.

Note here that each one of the algorithms (Power-1, Power-NF, Push-* and
PageRank) have a different notion of tolerance, depending on the criterion of
convergence. Specifically, for Push-* we name it r-tolerance because the con-
vergence is based on the norm of the residual vector, as expressed by the equa-
tion ||x'|| . < €. For Power-NF we name it p-tolerance because the convergence
is based on the norm of the news-feed p-values. For Power-1 we refer to s-
tolerance because the convergence is based on the norm of the series s-values.
For PageRank we consider 7r-tolerance because the convergence is based on the
norm of the PageRank vector. Also, we underline that further processing is
needed after convergence to eventually derive the resulting -scores. So, when
we set some value € for the z-tolerance according to a specific method, we obtain
some approximation of the ¥-score 1., however we are interested in evaluating
the relative error of this method compared to the exact value ¥, defined as
follows:

error = H"/)true - ¢€||2 (29)

H"/’trueHQ

Note that to compute the ;... vector, we use the solver from the sparse
module of the SciPy Python library [32] which employs matrix factorization to

solve the system .

Design of the experiments. We conducted three series of experiments to eval-
uate the performance of our proposed algorithms. The first series of experiments
aims to validate their ability to approximate the exact i-score by comparing
the approximation error of the algorithms to the exact 1-score value. In the sec-
ond series, we aim at validating the algorithms ability to return the actual user
ranking based on the i)-score. In the third series, we compare the algorithms’
performance with that of Power-NF, in terms of messages, which is the unit of
comparison previously defined. To do this, we used the Kendall 7 correlation
coefficient to compare the rankings returned by each algorithm to the rankings
returned by the true 1-score values.
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Scenarios. For each series of experiments, we consider two scenarios:

(1) In the heterogeneous scenario, we set the activity parameters A and p to
be heterogeneous. It means that in the cases of ego-Twitter, DBLP and
Twitter-ICWSM, where no temporal activity data is available, we draw A
and p uniformly at random in the interval [0,1]. In the case of Russian, we
use the actual activities measured on the dataset.

(#1) In the homogeneous scenario, we set the activity parameters A and p to be
homogeneous, i.e., we set A = 0.15 and p = 0.85 for all nodes. According
to Section this corresponds to the case where the v-score is equivalent
to the PageRank with a damping factor o = 0.85 (which is a typical value
for the damping factor). Besides, we run in this scenario the experiments on
the giant connected component of the graph, as the equivalence between the
1-score and the PageRank is ensured only within these settings, as stated
in [17].

Series 1: quality of the 1>-score approximation. In the first series of exper-
iments, we evaluate the accuracy of our proposed algorithms in approximating
the 1-score vector by measuring the error and comparing them to Power-NF in
both scenarios and to PageRank in the homogeneous scenario only.

The corresponding results for the heterogeneous and homogeneous activity
scenarios are respectively presented in Figure [2] and Figure [3] The x-axis of
the figure represents the fixed p-, s-, r- and m-tolerance for each algorithm,
while the y-axis represents the computed error from equation . Notably,
the Power-1 method exhibits significantly lower approximation error than the
other algorithms, which can be attributed to the fact that the measured gap
at each iteration is multiplied by ||B|| to ensure that the gap in the 1-score
approximation is below the chosen tolerance when the algorithm converges. We
also notice that the power method is systematically more accurate than the
corresponding push method: the error committed with Power-1 is lower than
the one of Push-v and similarly, the error with Power-NF is lower than with
Push-NF. It is expected, as the tolerance is more directly related to the quantity
targeted with a power method than it is with a push method, since the latter
bases its convergence on the norm of the residual. In the homogeneous scenario,
Figure |3| shows that Power-1 is more accurate than PageRank in the sense that
a similar tolerance implies a lower error.

Series 2: quality of the ranking approximation. When using centrality
measures, we are in general less concerned by the absolute value of the score than
we are by the ordering of the nodes. Thus, to evaluate how the error presented
in the first series of experiments translates in terms of ranking, we investigate
in this series the quality of the approximations in view of the ranking that they
produce.

To assess this, we compute the correlation between the rankings produced
by each algorithm to the one generated by the exact i-score using Kendall’s
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Fig. 2. (i) Heterogeneous scenario. Experiment 1 with a) DBLP, b) ego-Twitter, c)
Twitter-ICWSM and d) Russian: Precision assessment of the proposed algorithms com-
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T correlation coefficient. Introduced in [21], this metric is used to measure the
similarity between two rankings. It involves counting the number of concordant
and discordant pairs (resp. nc and np) between the two rankings x and y, as
well as the number of ties ¢, and t, within each ranking. Then, the coeflicient
is computed as follows:

nc —np
(nc +np +tz)(nc+np +ty)

T(z,y) = 7

The results of this series of experiments in the heterogeneous and homoge-
neous scenarios are respectively displayed in Figure |4|and Figure |5} We represent
Kendall’s 7 scores as a function of the tolerance on all four datasets and for each
algorithm. As can be seen, all three proposed algorithms (Push-t), Push-NF,
and Power-t) perform very well in terms of user ranking, in the sense that the
Kendall 7 scores are very close to 1, even with relatively high tolerance values.
This means that the algorithms are able to effectively rank users in the same way
as the actual -score does. In the homogeneous activity scenario, we notice a de-
crease in the ranking quality of Push-NF when increasing the tolerance: a signif-
icant drop occurs around a tolerance of 10~2 in the cases of DBLP, ego-Twitter
and Russian and around a tolerance of 1073 concerning Twitter—ICWSM.

Series 3: message complexity. In the third series of experiments, we focus on
the scalability of these algorithms by evaluating their performance in terms of
the number of messages required to achieve a given level of precision in approx-
imating the result. It is worth noticing that achieving the same precision for all
algorithms is not always possible. This is because, as discussed previously, the
tolerance is not equivalent for all algorithms, so the resulting approximation er-
ror on the exact score may vary. To compare the performances of the algorithms
to the baseline, we run them with various tolerance parameters (the same ones
used in the first series of experiments) and measure the number of messages
required to reach convergence. We then calculate the relative error using
to compare the algorithms performance under a specific level of precision. Note
that the message-based complexity can be simply related to the number of it-
erations of a power method. Indeed, a complete iteration consists of sending M
messages through the network, where M is the number of edges in the network.
So the value k(¢) mentioned in is related to the total number of messages
Nmes sent by the relation k(g) = npes/M.

The results of this series of experiments are respectively reported in Figure[0]
and [7] for the heterogeneous and homogeneous scenarios. Consistently with the
findings of the short version of this work [3], we observe that Power-v signifi-
cantly outperforms Power-NF due to the reduced number of equations to solve.
The Push-* algorithms also bring some very interesting results, as Push-NF re-
quires fewer messages than Power-NF, and Push-1 requires fewer messages that
Power-1). The authors of [5] reported a specificity of push methods, which is that
they are not competitive to obtain very precise approximations as they require a
large number of messages to decrease the error. Such a trend is confirmed by the
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DBLP and Russian datasets. We even notice a peculiar trend in Figure @d) with
Russian, for which we do not succeed in improving the approximation error even
when largely increasing the number of messages of the push methods. This might
be due to the fact that, unlike the other datasets, the activity parameters A and
p are measured from the dataset (see Section itself and we noticed that
almost half of the nodes in this social network are inactive. However, we do not
notice such a dramatic trend with datasets ego-Twitter and Twitter-ICWSM.
An important observation in Figure [7] is that Power-v and Push-1 converge
faster than PageRank in the homogeneous scenario. This makes the 1-score a
very interesting alternative to PageRank for ranking users in social networks as
its complexity has been reduced to the same level as PageRank.

Finally, the overall picture that we draw from these experimental investiga-
tions is that push methods are steadily faster than power methods but allow
less control over the error committed on the i-score. Consequently, we suggest
that both methods will not be used for the same applications, depending on the
precision or speed required for the computation. Also, in the case of the datasets
investigated, the fact that the push methods are limited to larger error does not
significantly impact the algorithms performance at ranking users, as we have
seen in the previous series of experiments.
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6 Conclusion and future work

In conclusion, the i-score is a powerful metric that generalizes PageRank for non-
homogeneous node activities. It combines the structural information of the graph
with the temporal information of the users’ activities to rank their influence in
the social network. In this work, we have proposed three scalable algorithms for
approximating the -score. The Power-v and Push-1 algorithms take advantage
of a novel equation that reduces the system we need to solve for the w-score
calculation, while the Push-NF algorithm provides additional insights on the
information dynamics at the individual level. Through our experiments, we have
shown that these algorithms perform well on various real-world datasets both in
terms of precision of the approximation and in terms of speed; however, someone
interested in controlling the error committed will favor power methods while
someone interested in time efficiency will favor push-methods. We have released
them as an open-source Python package for the research community to use and
improve upon.

This score suits many real-world applications. It has been especially designed
to evaluate the notion of influence on online social platforms, typically micro-
blogging social networks. Indeed, while the PageRank only takes into account the
structural information, the 1-score also considers nodes posting and re-posting
activities, which are known to be important features on these platforms. It could
thus help identify influential users on social networks. However, it could also be
an interesting score to evaluate influence in other contexts, such as scientific
citation networks, where an author posting corresponds to a new publication
and re-posting would be a citation. Here as well, we expect the users’ activity
to have a significant effect on their visibility and influence in the network.

This study opens several interesting avenues for future work. A possibility is
to investigate in what way the heterogeneous patterns of activities in real net-
works affect the spread of influence on the platform: for instance, does it allow
some specific posts to reach some distant users faster? Another one could be to
measure to what extent the idealized process underlying the 1-score definition
differs from the actual diffusion process and possibly identify anomalous behav-
iors from these differences. For instance, we can think that if a post of a user is
largely re-posted while he or she has a relatively low v-score, it might convey a
specific message which is worthy of analysis.
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