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Abstract

In situ wedge splitting tests are conducted on millimeter-size PMMA samples. A method to

determine the material tensile strength and critical energy release rate (ERR) from digital image

correlation (DIC) and a full finite element implementation of the coupled criterion (CC) is proposed.

The best material parameter identification is achieved when the CC implementation based on

measured displacements on a contour of a subdomain is performed, providing the crack initiation

length remains small compared to the subdomain size.

Keywords: Finite fracture mechanics, Digital Image Correlation, small-scale

1. Introduction

Wedge splitting test (WST) [1] consists of the insertion of a wedge in a notched sample. WST

is often used in the study of concrete [2] and of refractories with sample dimensions approximately

equal to hundreds of millimeters [3] [4], as illustrated in Fig. 1 (a). The wedge acts on two rollers

that generate a mode I loading, leading to stable crack propagation under imposed displacement.5

Feilden et al. [5] studied ceramic samples at the millimeter scale, using WST. At this scale, WST

is slightly different from the apparatus used in [3, 4] since no rollers can be inserted to ensure the

mode I loading (sse Fig. 1 (b)). Sernicola et al. [6] performed in-situ WST using a nano-indentor

in a scanning electron microscope on SiC single crystal and SiC bi-crystal micro-scale samples

machined using a focused ion beam. They observed cracks initiating slightly offset from the notch10

tip. They correlated this phenomenon with asymmetry in the testing sample and in the sam-

ple - nano-indentor alignment, more and more prominent as the sample downsizes. It ultimately

increased scattering in results. WST has thus been implemented across the scales, the macro-scale
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Variable name unit
σc : tensile strength MPa
σnn : opening stress MPa
σref
nn : reference σnn in Section 3.2 MPa

σref
c : reference value for σc MPa
W : elastic strain energy J
G : energy release rate J.m−2

Gc : critical energy release rate J.m−2

Ginc : incremental energy release rate J.m−2

Gref
inc : reference Ginc in Section 3.2 J.m−2

Gref
c : reference value for Gc J.m−2

ℓ : crack length mm
ℓc : initiation crack length mm
ℓ : length maximizing Ginc mm

ℓarr : crack arrest length mm
ℓexp : experimentally observed crack length at a given time step mm
ℓmat : Irwin’s length mm
um : experimental sought displacement field µm
Uc : crack initiation imposed displacement µm
upm : Dirichlet boundary condition to apply in the point method µm
ucon : Dirichlet boundary condition to apply in the contour method µm
uap : Dirichlet boundary condition to apply in the adjusted point method µm
uref : Dirichlet boundary condition applied in the reference configuration µm
L : sample length mm
H : sample width mm
a : notch width mm
e : notch tip radius mm
B : sample thickness mm
δ : distance between sample free edge and contour in the contour method mm

Finit : experimental crack initiation force N

Table 1: List of variables and associated units used in the article.

being subjected to less experimental uncertainty but the micro-scale being able to capture local

phenomena, such as single interface delamination. Recently, in-situ WST has been instrumented15

using digital image correlation (DIC) [7-10]. Coupling the capability of WST to initiate a crack

that propagates stably with displacement field measurement using DIC, fracture parameters [7]

or traction-separation profile [8] can be identified. Several methods exist to model fracture using

WST tests and DIC. The most commonly used is cohesive zone models (CZM). They have been

successfully coupled with DIC to determine fracture properties of refractories with sample dimen-20

sions in the order of tens of millimeters, both at room [9] and elevated temperatures [10]. Efforts

have been made to study the influence of the DIC acquisition zone on the identified parameters

[11, 12]. Alfano et al. [11] studied the influence of temporal and spatial discretization on CZM

parameters identification of a double-cantilever beam test using a global DIC approach. On the one

hand, the more pre-fracture images were used in DIC, the enhanced the evaluation of the tensile25
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Figure 1: Schematic of (a): WST specimen with dimensions in the range of hundreds of millimeters. The wedge

pushes two rollers that generate a mode I loading; (b): WST specimen at the millimeter scale with the wedge being

in direct contact with the specimen.

strength σc was. On the other hand, the estimate of the critical energy release rate Gc was more

accurate, provided more images acquired during stable crack propagation phase were used in DIC.

Similarly, the dimensions of the DIC region of interest (ROI) have an opposite influence on σc

and Gc. Enhanced sensitivity in the estimation of σc was observed for smaller ROI, whereas larger

ROI gave higher sensitivity to the estimation of Gc. Rethoré et al. [12] studied crazing in PMMA,30

which is associated with a fracture process zone of tens of micrometers. To adequately capture

this phenomenon, DIC data were acquired on a 1 mm2 zone on a 1000 mm2 sample surface. As

no macroscopic loading information was directly available, crack tip stress intensity factors were

extracted [13]. It allowed tracking the position of the crack tip during the test and deriving a

traction-opening profile and, thus, determining the cohesive zone parameters. Further use of DIC35

for fracture parameter or fracture model identification was applied for instance in conjunction to

the Boundary Element Method for concrete [14] or with cohesive zone model to identify fracture

properties of composites [15] or refractories [16].

CZM are nonlinear models, thus generally time-consuming when employed for fracture property

inverse identifications. They require numerous computations before converging towards adequate40

results [17]. The coupled criterion (CC) [18] is another method to study the initiation and propa-

gation of a crack, thus going beyond classical linear elastic fracture mechanic (LEFM) [19] which

can assess crack propagation based on an energy criterion for an infinitesimal crack advance. In a
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more general framework, including LEFM, the CC is based on a simultaneous fulfillment of both

stress and energy criteria, inducing a finite initiation crack extension. The CC has been successfully45

implemented in both 2D [20] and 3D [21]. In addition, it has proven to be a successful method to

study a wide range of crack initiation configurations, e.g. mode mixity in elastic isotropic materials

[22] [23], nonlinear material behavior [24], and dynamic crack initiation [25], among others. Under

the assumption of linear elasticity and small deformations, fracture parameter inverse identification

using the CC is much faster than using CZM since it only requires some linear elastic finite ele-50

ment (FE) computations. The major advantage of the CC is that the fracture parameters are only

required during the post-processing step, which makes the inverse identification procedure numer-

ically efficient. Both CC and CZM fracture parameters inverse identification procedure converge

to similar values [26] [27] provided that the studied material exhibits a brittle behavior at crack

initiation. Fracture parameter identification using the CC generally relies on idealized boundary55

conditions of the experiments. Nevertheless, the actual boundary conditions may differ from such

idealized prescribed forces or displacements. The latter can actually be estimated using DIC to

measure the displacement fields at the surface sample during the test and better represent the

loading applied to the specimen.

The objective of this work is to implement the CC using boundary conditions based on displace-60

ment fields measured by DIC to determine the tensile strength and critical ERR from WST on

PPMA millimeter-sized samples. The experimental procedure is presented in Section 2. Section

3 presents the CC and its implementation using boundary conditions from displacement fields

measured using DIC. In addition, a parametric study is conducted to determine the methodology

limitations of such an approach. Finally, fracture parameters are identified (Section 4).65

2. Definition of the test

2.1. Sample preparation

Cast PMMA samples are laser-cut from a 3-mm plate using a Trotec Speedy 100 machine

(Trotec Laser GmbH, Marchtrenk, Austria). Dimensions are given in Table 2, i.e. with L, H,

B, e, a and Finit being the sample length, width, thickness, notch tip radius, notch width and70

experimental force to failure respectively. Narrowest notches (i.e. samples S1 and S2) are obtained

by specifying a 0 mm notch radius to the machine (i.e. induced by the laser spot diameter). Larger
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notches (i.e. samples S3, S4, and S5) are obtained by specifying a 0.15 mm notch radius to the

machine. After cutting, a 90°C-120 minutes heat treatment is conducted to relax laser-induced

thermal residual stresses. After heat treatment, samples are cooled down in the oven for 12 hours.75

Sample L (mm) H (mm) B (mm) e ( µm) a/H Finit (N)

S1 8.4 8.5 3.0 86 0.35 69.6

S2 8.4 8.4 3.0 89 0.35 72.2

S3 7.2 7.2 2.9 160 0.38 65.3

S4 7.2 7.2 2.9 150 0.36 64.9

S5 8.4 8.4 3.0 189.5 0.38 68.0

Table 2: Sample geometrical dimensions and experimental forces at crack initiation.

A freckle is applied to perform DIC. First, a homogeneous white layer is applied using acrylic

spray paint. Then, black speckles are deposited using another acrylic spray paint.

2.2. Wedge splitting test

WST is performed using a Microtest 2 kN machine from Deben UK Ltd (London, UK). A

homemade module carrying a tungsten carbide wedge is progressively inserted in the sample notch80

(Fig. 2). To ensure quasi-static loading conditions, a prescribed displacement rate of 33 µm.min−1

is applied. Tests are conducted either up to the complete fracture of the sample or 20 seconds after

crack initiation. Fig. 3 shows the force-displacement curves for the five tested samples. The

material exhibits a linear-elastic behavior up to crack initiation. Crack initiation is followed by

unstable crack propagation, both phenomena inducing a sudden force drop. After unstable crack85

propagation following initiation, the imposed displacement must be increased for further crack

propagation, which means that stable crack propagation occurs.

2.3. Digital image correlation

DIC is a contactless technique to measure displacement on a sample surface. Images are ac-

quired over time. Let f be the reference image grey level field, g be the deformed image grey level

field, and u be estimations of the searched displacement field um that transforms the deformed im-

age into the reference image. An algorithm is used aiming to minimize the sum of the squared grey
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Figure 2: Tested sample, wedge, and pin from the testing apparatus. The scale bar is 1.5 mm long.
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Figure 3: Force-displacement curves for the 5 tested samples.

level difference between the reference image and the deformed image corrected by the displacement

field estimation [28]:

um = Argmin
u

∑
ROI

[f(x)− g(x+ u(x))]2, (1)

The minimization is performed using a FE-based nonlinear least-squares algorithm with a global

approach implemented in the software Ufreckles [29]. The image acquisition device is an optical90

microscope (Hirox Japan Co Ltd, Tokyo, Japan) with a 8 µm physical pixel size. Images are ac-

quired every two seconds.

Undesired acquisition noise is inherent to DIC. This noise is a function of the experimental set-

up, e.g. acquisition apparatus, lightning, speckle quality, DIC mesh size, and ROI contour shape.95

This noise is assessed prior to WST by acquiring images of the sample without applying any load.
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Consequently, the displacement should be null on the whole sample surface. The maximum error

is found to be 0.23 ± 0.06 pixels, or equivalently 1.86 ± 0.53 µm. DIC mesh size element equals

50 pixels, or approximately 400 µm corresponding to a good trade-off between measurement noise

and spatial segmentation. Moreover, to reduce the noise, the DIC FE mesh is taken slightly inside100

the sample and does not encompass the notch. A structured mesh with 4-node quadrilateral ele-

ments is chosen. Examples of displacement and strain fields measured on specimen S2 are shown

in Fig. 4.
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Figure 4: (a): Displacement and (b) strain fields at the surface of specimen S2 just before crack initiation.

3. DIC-based coupled criterion implementation

3.1. The coupled criterion105

The CC is a model dedicated to studying the initiation of a crack. It is based on the simul-

taneous fulfillment of stress and energy conditions. The stress criterion states the opening stress

σnn must be larger than the material tensile strength σc over the whole area corresponding to a

putative crack before initiation. The energy criterion requires that the incremental energy release

rate (IERR) Ginc, defined as −∆W
ℓ in 2D, where ∆W (ℓ) is the elastic strain energy variation due

to crack opening and ℓ the crack length, must be equal to or larger than the critical energy release

rate Gc. These two conditions write: σnn(ℓ, Uc) ≥ σc, ∀ ℓ≤ℓc,

Ginc(ℓc, Uc) ≥ Gc,
(2)
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where ℓc is the crack initiation length and Uc is the applied displacement. Fig. 5 schematically

shows the variation of Ginc and σnn as a function of the crack length for a WST. It can be noticed

that σnn decreases with increasing crack length, whereas Ginc first increases before decreasing, thus

reaching a unique maximum. Solving the CC reverts to determining the minimum U0 = Uc for
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Figure 5: Schematic explanation of the coupled criterion when used with DIC. Ginc and σnn normalized by their

respective critical values as a function of the crack length. As the BC of the FE model corresponds to a situation

of crack initiation, each couple Ginc-σnn is a possible Gc-σc couple if ℓ < ℓ. G and Ginc define the minimum and

maximum crack arrest lengths up to which unstable crack propagation happens.

which both conditions given in Eq. 2 are fulfilled for a length corresponding to ℓc. As a consequence,

the CC predicts that crack initiation occurs as a sudden event with a crack length jumping from

0 to ℓc for an imposed displacement Uc. After initiation, the crack propagation can be assessed

based on LEFM using the energy release rate (ERR) G. The stable crack propagation condition is

defined as G = Gc, with G = −δW
δℓ . In configurations where Ginc exhibits a maximum, ℓc is smaller

than or equal to the length maximizing Ginc [30], denoted ℓ (see Fig. 5). If ℓc maximize Ginc, i.e.

ℓc = ℓ, after initiation:  G(ℓc) = Ginc(ℓc) = Gc,

dG(ℓ)
dℓ < 0 ∀ℓ > ℓc.

(3)

As a consequence, stable crack propagation occurs after initiation. Otherwise, if ℓc is smaller than

ℓ, after initiation:  G(ℓc) > Ginc(ℓc) = Gc,

dG(ℓ)
dℓ > 0 .

(4)

It means that unstable crack propagation occurs just after initiation until an arrest length ℓarr

verifying G(ℓarr) = Gc, where ℓarr is the arrest length schematically defined on Fig. 5.
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Full-field measurement techniques such as DIC allow to have direct access to the displacement field

um, from which FE boundary conditions (BC) can be extracted. The methodology to convert um

in FE BC is detailed in Section 3.2. The FE calculation using the BC extracted from DIC thus

provides σnn before initiation, and Ginc as a function of ℓ for the initiation-imposed displacement.

As a consequence, three unknowns remain: ℓc, σc and Gc. These parameters can be determined

since Eq. 2 is fulfilled at crack initiation, which provides (Gc, σc, ℓc) so that: σc = σnn(ℓc),

Gc = Ginc(ℓc).
with ℓc ∈ [0, ℓ] (5)

Only crack lengths from 0 to ℓ are considered, otherwise, crack initiation at a smaller imposed

displacement would be possible [30].

It must be emphasized that Eq. 5 yields an infinite number of admissible fracture parame-

ter couples (σc, Gc), corresponding to initiation lengths between 0 and ℓ. As a consequence, the

sole knowledge of the initiation loading is not sufficient to determine both the tensile strength110

and critical energy release rate, which requires additional data. It is not trivial to measure ℓc

experimentally since, in most configurations, unstable crack propagation follows crack initiation.

However, the arrest crack length after unstable crack propagation can be measured experimentally

and compared to that obtained using the CC, ℓarr (see Fig. 5). Finally, the final stable crack

propagation can also be used to determine the material critical energy release rate based on LEFM115

crack propagation condition G(ℓexp) = Gc, where ℓexp is the crack length measured experimentally.

It is done by calculating the energy release rate using the displacement measured using DIC as BC.

Ultimately, coupling DIC with a full-FE implementation of the CC amounts to:

1. determining all possible σc(ℓc) and Gc(ℓc) using crack initiation BC determined with DIC in120

a FE model,

2. computing the associated ℓarr,

3. determining Gc based on stable crack propagation phase,

4. among all possible values determined in 1. and based on results from 2. and 3., determining

σc and Gc that best reproduce the initiation loading, arrest crack length and/or stable crack125

propagation.
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3.2. Influence of the boundary conditions

DIC provides the displacement fields at the surface of the specimen, from which BC of the

FE model can be determined. In the literature, different approaches are used to extract BC from

displacement fields obtained by DIC. The displacement acquired over the contour of a given ROI130

can be used. Such an approach has been implemented by Fedele et al. [31] to determine CZM

parameters from a debonding test. The ROI was two orders of magnitude smaller than the corre-

sponding experimental testing sample (i.e. ROI dimensions in the order of the millimeter). DIC

displacements inside the ROI were incorporated in the material parameter identification algorithm

objective function. Similarly, Vargas et al. [32] prescribed BC on a ROI contour and compared the135

resulting displacement field to the full-field results inside the ROI to determine elastic properties

using a finite element model updating approach. In both approaches, the BC are applied along a

closed contour. Another approach is to apply BC in the FE model at the same position where the

testing apparatus applies loading on the testing sample. However, these exact locations might not

be encompassed by DIC. To tackle this issue, Vargas et al. used a local measurement of WST notch140

opening displacement to extrapolate the BC [33]. This extrapolation was made after a relationship

was established in a previous study [34] between the notch opening displacement (NOD) and the

crack mouth opening displacement (CMOD), on a test where both locations were encompassed

by DIC. Then, the CMOD was applied as BC. Using such an approach, they identified fracture

energies in agreement with reference values from experimentally determined work of fracture.145

To assess the influence of the type of BC on the determination of fracture parameters, a parameter

study is conducted. Three different BC application methodologies are tested, namely:

• the point method is the direct application of upm, the displacement at the contact between

the testing apparatus and the sample. This displacement is directly measured from the DIC150

displacement (see Fig. 6 - a).

• the contour method consists of applying BC along a contour taken inside the sample, near the

sample free edges. This displacement data is denoted ucon. The BC are directly extracted

from DIC. The contour is defined by a parameter δ, which defines the distance of the contour

from the sample outer edges.155
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Figure 6: Graphical illustration of: (a) the point method boundary condition extraction, where the three white points

represent the location where BC are extracted. (b) the contour method boundary condition extraction. The exact

displacement values are taken at DIC mesh nodes along a contour that encompasses the notch (dashed white line).

Polynomial interpolations convert these discrete values into a continuous contour displacement.

• the adjusted point method (AP method) is the BC application of a displacement uap at the

contact between the sample and the apparatus, i.e. as for upm. However, uap differs from

upm, since a gradient descent algorithm is used to determine the value of uap that results in

a contour displacement as close as possible from ucon.

The reliability of the three methods is evaluated by generating virtual experimental data from a160

numerical FE simulation. A point displacement uref is imposed at the contact location between

the wedge and the specimen, which enables calculating σnn and Ginc that will be considered as

reference values for the analysis. These values will thus be referred to as σref
nn and Gref

inc.

3.2.1. Point method

In the absence of DIC acquisition noise, point method should provide the actual displacement165

at the contact between the wedge and the specimen. DIC acquisition noise has been estimated as

explained in Section 2.3. In addition to DIC noise, an error can be committed on wedge-specimen

contact coordinate identification from DIC data. Wrong identification of the contact zone can cause

an error up to 0.4 pixels, or 3.2 µm, i.e. twice the DIC acquisition noise. There is no acquisition

noise in the virtual experiments, thus the point method provides the reference configuration.170
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3.2.2. Contour method

In the current section, the influence of the choice of contour is assessed. Different contours are

extracted from the reference configuration, with varying δ (see Section 3.2). Then, gaussian noise

is added to the displacement on the contour. The normal distribution associated with this noise

exhibits a mean value of 0 and a standard deviation equal to 2 %, which is the ratio between the DIC175

acquisition noise (see Section 2) and the maximum observed opening displacement. The resulting

displacement is applied as BC in different simulations. The opening stress and incremental energy

release rate are computed. Fig. 7 shows the variation of
|Ginc−Gref

inc|
max(Gref

inc)
and |σnn−σref

nn |
max(σref

nn )
for increasing δ,

i.e. for a contour defined further and further from the specimen free edges. In this figure, the crack

length is normalized by the maximum computationally admissible crack length, i.e. W −a− δ (see180

Section 2 for definitions of a and δ).
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Figure 7: Variation of (a-b) the IEER and (c) the stress relative error as a function of the normalized crack length

for different contour sizes, with a zoomed view on errors below 5 %.

The computation of σnn is in good agreement with the reference configuration (Fig. 7 - c). It

can be observed a slight influence of δ on the opening stress, even though the maximum relative

observed error, i.e. for short crack lengths and δ = 0.0 is only 1.8 %. The error made on Ginc is

larger, as shown on Fig. 7 - a & b. Indeed, the relative error becomes larger than 5 % as soon as185

ℓ
W−a−δ > 0.02. Moreover, it can be noticed that contrary to |σnn−σref

nn |
max(σref

nn )
where deviation from the

reference values decreases with increasing δ, deviation of
|Ginc−Gref

inc|
max(Gref

inc)
is larger when δ is increases,

i.e. when the subdomain size becomes smaller.

Consequently, using the contour method, CC resolution is expected to remain accurate for crack
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length smaller than 2 % of the sample ligament. As explained in Section 3.1, provided that full-field190

data are acquired at crack initiation (thus fulfilling the CC), FE model allows the determination

of σc-Gc corresponding to ℓc smaller than ℓ. Fig. 8 shows the evolution of ℓc
W−a−δ as a function of

Irwin’s length E′.Gc
σc

2 with E′ = E
1−ν2

. The critical value ℓc
W−a−δ = 0.02 corresponds to ℓmat ≈ 2 mm,

with Young’s modulus E and Poisson’s ration ν equal to 2200 MPa and 0.37 respectively. The

inequality ℓmat < 2 mm assesses that no methodological bias comes from the contour method in195

the study of crack initiation from full-field data. ℓmat is a priori unknown for the PMMA under

study since Gc and σc are both to be determined. However, it is in the range of tens of µm [26].
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Figure 8: Evolution of the normalized critical crack length ℓc
W−a−δ

as a function of ℓmat.

3.2.3. Adjusted point method

To assess the efficiency of the AP method, the displacement applied in the reference configura-

tion is corrupted by noise following a normal law with a standard deviation equal to 12.5 %, which200

overestimates the actual error. Note that virtual tests were also conducted with a noise having a

standard deviation similar to the one applied when assessing the contour method noise robustness,

see Section 3.2.2. For this noise level both Ginc

Gref
inc

and σnn

σref
nn

were below 5.10−3. This value is chosen to

assess the efficiency of the method. The resulting displacement along a contour as defined for the

contour method is extracted. Then, the input displacement is iteratively adjusted using a gradient205

descent algorithm to minimize in a least-squares sense the difference of the displacement taken

along the contour when the reference and corrupted BC are applied. This procedure is repeated 5

times to evaluate statistical effects. Fig. 9 shows Ginc

Gref
inc

and σnn

σref
nn

as the function of ℓ
W−a−δ for one

of the tests. The presented configuration is the one showing the highest deviation with respect to
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Figure 9: Assessment of the AP method in the computation of (a) Ginc

Gref
inc

and (b) Ginc

Gref
inc

.

the reference. Nevertheless, both the Ginc

Gref
inc

and σnn

σref
nn

are less than 5 % different from the reference210

values, whatever the crack length.

4. Fracture property identification

In the present section, the three methods depicted in Section 3 for fracture parameter identifi-

cation are compared on five experimental WST (sample geometries given in Table 2).

4.1. Reference configuration215

To compare the methods relying on the use of DIC BC in a FE model, reference values for Gc

and σc are first determined from 3PB tests on notched (SENB) and plain beams. The dimensions

of the plain beams can be found in Table 3, whereas SENB dimensions are given in Table 4. The

bending sample dimensions are close to the WST sample dimensions, allowing to perform the

bending tests with the same load cell and the same loading rate. For each testing sample type,220

an inverse identification routine based on the CC is conducted (see [35] for methodology details)

leading to different Gc-σc relationships. The reference values Gref
c and σref

c are determined as the

values fulfilling both relationships from plain and SENB samples. The Gc-σc relationships obtained

for each specimen evidence experimental scattering, thus an average Gc-σc relationship is calculated

among all samples of a given geometry. It gives Gref
c = 318 ± 77 J.m−2, and σref

c = 116 ± 5 MPa.225
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Sample L (mm) W (mm) B (mm) Finit (N)

3PB1 14.95 4.3 2.91 438

3PB2 15.06 3.2 2.95 417

Table 3: Sample geometrical dimensions and force to failure for plain specimens in bending.

Sample L (mm) W (mm) B (mm) e (mm) Finit (N)

3PBn
1 14.8 3.49 2.90 0.594 46

3PBn
2 14.95 3.54 2.90 0.604 52

3PBn
3 15.07 3.2 2.97 0.692 58

Table 4: Sample geometrical dimensions and force to failure for notched specimens in bending.

4.2. Crack process

The DIC data can be divided into four categories: in the linear elastic regime, at crack initiation,

during unstable crack propagation that follows crack initiation, and finally during stable crack

propagation, if any. The presence of stable crack propagation is required to identify a single Gc230

value (see Section 3). The transition between unstable and stable crack propagation can be arduous

to determine optically. Consequently, for each DIC frame after crack initiation, FE simulations are

conducted to determine Gc from crack propagation. Similarly to FE simulations for crack initiation

assessment, the BC are extracted from the displacement fields measured using DIC on a contour

and the corresponding ERR is calculated. Since stable crack propagation occurs at this stage, the235

obtained ERR provides an estimate of the material critical ERR. Fig. 10 (a) shows the evolution

of ℓexp and the associated Gc(ℓexp) determined from crack propagation for the contour method for

samples S2 (small notch radius) and S3 (large notch radius). Stable crack propagation starts when

Gc does not vary over time. Consequently, for each sample, Gc is determined as the average of all

values determined for times corresponding to stable crack propagation. The comparison between240

contour, point and AP methods for sample S5 is shown in Fig. 10 (b), where it can be seen that

the methods do not converge towards the same Gc values, with a maximum difference between all

methods equals to 30 J.m−2. The red hatched zone on Fig. 10 (b) corresponds to unstable crack

propagation, where G > Gc.
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Figure 10: (a) Evolution of Gc and ℓexp with time after crack initiation computed with the contour method for

samples S2 and S3 ,in solid and dashed line respectively. (b) Comparison of the computation of Gc on sample S5 for

the contour and point methods.

4.3. Point Method245

Results from point method parameter identification are shown in Fig. 11 - a. The diamond

markers show the Gc values determined with stable crack propagation BC. The point method gives

Gc = 324 ± 84 J.m−2 and σc = 40 ± 22 MPa, see the green hatched rectangle on Fig. 11 - a.

For sample S3, Gc equals 400 J.m−2. For this value, the CC does not predict crack initiation,

thus, no σc can be determined. The determined strength value strongly diverges from the tensile250

strength value estimated with 3PB (i.e. relative error of -59%). However, stable crack propagation

is adequately modeled with the point method, as the error lies below 2 %. Computing the crack

arrest lengths linked to Ginc and G determined at crack initiation also allows to define upper and

lower bounds for Gc as explained in Section 3.1. The computation of G from crack initiation gives

Gc(ℓarr) equal to half the reference value.255

4.4. Contour Method

An example of applied displacement uconx and ucony (see Fig. 6 for the axis definition) at crack

initiation with δ = 0.5 mm can be found on Fig. 12 - a & b respectively. It can be noted that uconx

is not symmetric. It could be caused by misalignment of the sample with respect to the testing

apparatus, or imperfection in the notch laser cutting process. Effect of asymmetry has been checked260

and appears to be insignificant on the identified Gc and σc, as fracture is mode-I dominated, and
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Figure 11: Parameter identification results. Solid lines depict the results obtained from studying the crack initiation.

The unique value extracted from the crack propagation study is depicted with a diamond marker. The green hatched

zones represent the identified Gc and σc for each method, i.e. maximum and minimum values. The reference values

are represented by the red-hatched zones.

thus the effect of ucony dominates over uconx . Results from the fracture parameter identification

using the contour method are presented in Fig. 11 - b. This method gives Gc = 337 ± 101 J.m−2

and σc = 135 ± 32 MPa, see the green hatched rectangle on Fig. 11 - b. As for the point method, the

contour method allows for an acceptable determination of Gc (i.e. relative error of 6 %). However,265

the contour method identifies a strength value with a relative error of 16 %, which is almost 4 times

lower than the error committed using the point method. This behavior can be explained by the

displacement field on the surface sample, and especially the displacement observed near the wedge-

sample contact. Fig 13 shows the displacement along a predefined contour. Solid lines represent

the opening displacement (i.e. ucony) for the contour method, whereas dashed lines represent the270

displacement along the same contour obtained applying the point method. Fig. 13 - a presents

the displacement at crack initiation, whereas Fig. 13 - b presents results obtained during stable

crack propagation. It can be observed that pointwise application of the BC results in a similar

displacement to the displacement extracted from DIC during stable crack propagation. However,

pointwise techniques fail to mimic the displacement from DIC at crack initiation. Indeed, Fig. 13 -275

a shows a linear decrease of ucony for curvilinear abscissa increasing from 0 to 5 mm, see red circle
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in Fig. 12, that cannot be obtained with either the point or the AP method. This difference could

be explained by viscous effects that are disregarded. Computation of Gc from crack initiation
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Figure 12: Displacement along S4 contour for δ = 0.5 mm.
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Figure 13: Displacement applied as BC in contour method (solid line), displacement along the same contour resulting

from point method (dashed line) and AP method (dotted line), (a) at crack initiation; (b) during stable crack

propagation.

gives an incremental energy release rate one order of magnitude below the reference Gc.
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4.5. Adjusted point method280

It can be observed from Fig. 13 that the AP method results in a contour displacement closer

to the one from the contour method with respect to the point method. The AP method gives

307 ± 23 J.m−2 and 74 ± 28 MPa for Gc and σc respectively (see the green hatched rectangle on

Fig. 11 - c), which corresponds to relative errors of -3 % and -36 % respectively as compared to the

reference values identified in bending. For similar reasons as the point method (see Section 4.3),285

the AP method fails to predict accurately the strength. However, the AP method gives a better

Gc determination with respect to the two other methods, by reducing the scattering in the results.

As for the point method, Gc determined from crack initiation is half the reference value.

5. Discussion

5.1. Influence of the sample geometry290

Two sets of notch radii have been tested (see Table 2). Under the present testing condition, this

difference in notch radii does not have an influence on Finit. It seems, however, to have an influence

on the determination of fracture parameters when crack initiation BC are applied. Indeed, Fig.

11 - a, b, c show that the values determined for samples with larger notch radii (S3, S4, S5) are

systematically lower than values determined for samples with smaller notch radii. As the notch295

radius difference is accounted for in the FE models, fracture parameter identification should be

insensitive to this parameter. Thus, this difference might be explained by the FE model, which

does not account for the presence of a process zone ahead of the notch tip. Moreover, this difference

might also emphasize a limitation of the 2D model, i.e. the measured BC may not be constant

along the sample thickness, and/or the laser cutting process may have resulted in non-parallel faces.300

It is in agreement with results reported by Vargas et al. [33]. They reported a 10 % variation in the

computation of Gc and σc if evaluated from the front or the back face on centimeter size refractories

using DIC, WST, and CZM. The testing apparatus used in the present study does not allow for

in-situ image acquisition on both faces. The determination of σc considering only samples with

small notch radius and using the contour method gives a relative error on the strength of 3 %.305

It is 10 times lower than the error committed when considering samples with a big notch radius.

Nevertheless, the difference in notch radii does not have an influence on G computed with BC taken

from stable crack propagation.
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5.2. Full-field data

Virtual experiments performed in Section 3 enabled determining the validity of the different310

approaches tested to apply boundary conditions. Defining BC by extracting displacements over a

contour remains valid to calculate the stress and the IERR provided the crack length remains small

with respect to the contour width. Otherwise, the applied BC provides an erroneous estimate of the

IERR and ERR. As a consequence, the contour method based on the displacement field measured by

DIC just before initiation is accurate for crack initiation assessment since the obtained initiation315

crack length is small. Nevertheless, the crack arrest length cannot be estimated using the BC

based on the displacement field measured just before initiation but requires using the displacement

field measured after unstable crack propagation following initiation. The difference in fracture

properties obtained using either the point or adjusted point methods compared to the reference

fracture properties may indicate that the way the BC are applied in these FE models is not320

representative of the actual BC applied to the specimen. As a consequence, the choice of the

applied BC appears to be crucial for inverse identification of fracture properties based on crack

initiation results. A way to better estimate the BC would consist in measuring the displacement

fields on the two opposite specimen surfaces, as sample asymmetry (possibly arising from the

sample cutting process) or misalignment of the sample with respect to the wedge and the pin (see325

Fig. 2) could induce a non-constant displacement variation through the sample thickness.

5.3. Comparison between the methods

Table 5 sums up the identified parameters from the different methods. Among all methods, the

contour method provides the best agreement with the reference values. The adjusted point method330

improves the point method as it gives more reliable results on the determination of σc, even though

the determined value is lower than the reference one. It should be noted that the AP method

decreases the dispersion of the results with respect to the other methods, especially on the critical

incremental energy release rate.

6. Conclusion335

Boundary conditions from displacement fields measured by DIC during a WST can be imple-

mented by a pointwise application at the wedge-specimen contact location or through application
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Method σc (MPa) Gc (J.m−2)

3PB 116 ± 5 318 ± 77

point 48 ± 36 324 ± 84

contour 135 ± 31 337 ± 92

adjusted point 74 ± 28 307 ± 23

Table 5: Couples σc-Gc identified for all the presented methods.

at the contour of a subdomain. While there is no a priori crack size limitation for the former,

the latter is valid provided the initiation length remains small enough compared to the subdomain

size. Based on the measured BC just before crack initiation, the CC provides admissible strength340

and critical ERR couples corresponding to initiation lengths smaller than the initiation length

maximizing the incremental ERR. Among these admissible fracture properties, the optimal couple

can be selected by measuring the critical ERR during stable crack propagation. Both pointwise or

contour BC application provides critical ERR estimate close to that measured based on three-point

bending specimen testing. The contour BC application also provides an accurate estimate of the345

material tensile strength, whereas it is underestimated using a pointwise BC application. Finally,

an accurate modeling of boundary conditions seems to be of primary importance for a reliable

determination of fracture parameters using the CC.
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