
HAL Id: hal-04316274
https://hal.science/hal-04316274v2

Submitted on 22 May 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Existence of optimal shapes for heat diffusions across
irregular interfaces

Gabriel Claret, Anna Rozanova-Pierrat

To cite this version:
Gabriel Claret, Anna Rozanova-Pierrat. Existence of optimal shapes for heat diffusions across irregu-
lar interfaces. Hafedh Herichi; Maria Rosaria Lancia; Therese-Marie Landry; Anna Rozanova-Pierrat;
Steffen Winter. AMS-SMF-EMS Special Session on Fractal Geometry in Pure and Applied Mathe-
matics, American Mathematical Society, In press, Contemporary Mathematics (CONM) book series.
�hal-04316274v2�

https://hal.science/hal-04316274v2
https://hal.archives-ouvertes.fr


Existence of optimal shapes for heat diffusions
across irregular interfaces

Gabriel Claret ∗ Anna Rozanova-Pierrat†

November, 2023

Keywords: Heat equation, shape optimization, trace operators, exten-
sion domains, fractals, Mosco convergence.

Abstract
We consider a heat transmission problem across an irregular in-

terface – that is, non-Lipschitz or fractal – between two media (a hot
one and a cold one). The interface is modelled as the support of a
d-upper regular measure. We introduce the properties of the interior
and exterior trace operators for two-sided extension domains, which
allow to prove the well-posedness (in the sense of Hadamard) of the
problem on a large class of domains, which contains regular domains,
but also domains with variable boundary dimension. Then, we prove
the convergence in the sense of Mosco of the energy form connected
to the heat content of one of the domains and the heat transfer for
(ε,∞)-domains. Finally, we prove the existence of an optimal shape
maximizing the heat energy transfer in a class of (ε,∞)-domains, al-
lowing fractal boundaries, while that optimum can generally not be
reached in the class of Lipschitz domains.

1 Introduction

Optimizing the efficiency of heat transfers is a problem which often arises in
the design of industrial objects, especially in the context of new technologies
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(for the cooling of microprocessors for example). It is linked to the heat
propagation shortly after the beginning of the cooling of an object. Intu-
itively, the greater the area of the exchange surface, the most efficient the
heat transfer (see Figs. 1 and 2, where the volumes of the initially cold and
hot media are preserved, while the lengths of the interfaces increase). The
idea that the shape of the interface between media has a significant impact
on the speed of the diffusive heat transfer is well known from a physical per-
spective; for instance, it results from notable works by de Gennes [DG82].
The heat propagation can be described by the increase of heat content of
the initially cold medium. The matter of the efficiency of the heat transfer
is then related with the asymptotic expansion of the heat content for small
times t. De Gennes [DG82] stated that the asymptotic behaviour of the heat
content in an n-dimensional domain is proportional to the measure of the
interface multiplied by t(n−d)/2, where d is the Hausdorff dimension of the in-
terface. The heat propagation for the small times is also directly connected
to the area of the interior Minkowski sausage (i.e. the

√
t-neighbourhood of

the interface on the hot side). That argument was investigated experimen-
tally and numerically in the case of prefractal configurations (see [Man83])
in [RPGS12]. It was established analytically in [BGRP16] in the framework
of regular and d-set boundaries for the heat transmission model between two
media, described by different diffusion coefficients and an interface with finite
or infinite resistivity (see (1.1)).

For that matter, it is natural to consider shapes of finite volumes (due
to industrial constraints) but with large or rough surfaces, which is why it
appears consistent to think of objects with boundaries described by frac-
tals [Man67]. Indeed, fractal shapes are self-similar (or scale invariant),
which means they present irregularities at all scales, making the perimeter of
the object infinite: the Hausdorff dimension of the boundary is non-integer.
Therefore, the short-time heat transfer is more efficient across fractal bound-
aries, the Hausdorff dimension of which is superior to n − 1, which is the
dimension of regular (for instance, Lipschitz) boundaries. Figures 1 and 2
illustrate that phenomenon, representing the cooling of a hot domain into
a cold one through generation 0 to 3 Minkowski pre-fractal interfaces. In
Figure 1 (generations 0 and 1), the heat only spreads to the part of the cold
domain sticking to the boundary. Nonetheless, the enhanced cooling near
the angles of the generation 1 curve is already visible. In line with that
observation, the heat transfer appears more efficient as the interface grows
more irregular: in Figure 2 (generations 2 and 3), the heat spreads further
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into the cold domain within the same time frame as in the previous cases,
progressively reaching the overall shape of the fractal boundary rather than
sticking to the interface. Consequently, the hot domain cools down more
efficiently (represented by the yellow areas in the hot domains), and even
more so for the generation 3 interface.

Figure 1: Numerical simulation (with COMSOL Multiphysics) of the cooling
of a hot medium (in red) by a cold medium (in blue) across a generation 0
(on the left) and a generation 1 (on the right) Minkowski pre-fractal curve.
The propagation time is the same for both figures. The heat distributions
satisfy homogeneous Neumann boundary conditions on the outer boundaries
(a thermally insulated cavity) and the diffusion coefficients of two media
are supposed to be distinct. The volume of the media is constant, due the
symmetric property of Minkowski pre-fractal curve.

There are many mathematical results on the asymptotic behaviour of the
heat content in the case of one medium with a hot boundary (i.e., Dirichlet
boundary condition): for a C3 boundary [vdBLG94, vdBG94], for a polygo-
nal boundary [vdBS90] and for a triadic Von Koch snowflake [FLV95]. The
special case of a countable disjoint union of scaled copies of a given open
set in Rn is studied in [LV96]. The case of a continuous Riemannian met-
ric (without discontinuity of the diffusion coefficients across the interface) on
smooth compact n-dimensional Riemannian manifolds with a smooth bound-
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Figure 2: Numerical simulation (COMSOL Multiphysics) of the cooling of a
hot medium (in red) by a cold medium (in blue) across a generation 2 (on
the left) and a generation 3 (on the right) Minkowski pre-fractal curve. The
cooling time and boundary conditions are the same as for Figure 1.

ary was considered in [GK03]. The case of continuous transmission boundary
conditions for the expansion of the heat kernel on the diagonal was studied
in [PNB05]. A survey of results on the asymptotic expansion of the heat
kernel for different boundary conditions can be found in [Vas03].

Although it is not the approach followed in this work, problems regard-
ing heat diffusion have also been widely studied from a probabilistic per-
spective, relying on the connection between the analytical concept of Dirich-
let forms and the probabilistic notion of Feller semi-group [CF12]. More
specifically, it is well known that solutions to the heat equation can be ex-
pressed in terms of Brownian diffusions, see for instance [Hun56, Paragraph
6] and [Doo55, Ros51]. In those papers, the solution to the Dirichlet heat
problem is expressed in terms of the parabolic measure. Given a point in the
domain, the measure of a time interval and a Borel subset of the boundary
can be expressed as the probability for a Brownian motion starting from that
point to reach the boundary subset within the time interval (see also [Wu79]).
With that approach, domain regularity is of little relevance: boundary points
are split into regular points (i.e., starting points for Brownian motions hitting

4



the boundary arbitrarily soon almost surely) and irregular points. The latter
form a null set for the parabolic measure [Doo54] and are connected to the
thinness of the domain. Though the domain under study needs no specific
regularity, the boundary conditions are seen as continuous functions. The
analytical approach however demands some boundary regularity but allows
less smooth conditions. For that matter, rather than strictly equivalent, the
analytical and probabilistic approaches to the heat problem can be regarded
as complementary.

Generally speaking, fractal geometries have been vastly studied for their
potential industrial applications and their omnipresence in nature, see [Man83],
as well as [SRG85] for instance. From a mathematical perspective, various
types of heat models have been studied on irregular and fractal domains.
In [CD21], the heat equation and other diffusion models are studied on ran-
dom Koch snowflakes for Dirichlet, Neumann and Robin boundary condi-
tions by approximation of the fractal shape by the associated pre-fractal
sequence. In [LV14], the existence and uniqueness of solutions to diffusion
problems on Koch domains with Wentzell boundary conditions are proved.
In [CCLRC23] the heat exchange interface consists of a so-called Koch-
mixture. See [Cap10, Lan04, MV03] for other problems set on domains with
Koch fractal boundaries. Those boundaries are examples of d-sets [JW84]
for d = ln 4/ ln 3, which have a fixed Hausdorff dimension (which is d). So
far, from an analytical perspective, problems regarding heat diffusions on
irregular shapes have been set on domains with at least d-set boundaries, see
for instance [BGRP16, CL23]. Other boundary value problems have been
studied on domains with d-set boundaries (see [ARP19] on the Poincaré-
Steklov – or Dirichlet-to-Neumann – operator for Laplacian transport with
Robin boundary conditions), but also boundaries with varying Hausdorff di-
mension. Here, as in [HMRP+21, DRPT22] (see also [LRP21] for a more
detailed discussion), we use boundaries described as the support of a finite
upper-regular Borel measure, as in [HRPT23], where Poisson-type problems
are studied on domains with boundaries of bounded Hausdorff dimension,
with Dirichlet, Neumann and Robin boundary conditions. Recently, prob-
lems with Dirichlet and Neumann boundary conditions were even studied on
extension domains, without a specified boundary measure [Cla23, CHRT24].
However, when the variational formulation of the problem considered con-
tains a boundary integral (as for the heat transmission problem considered
here), the choice of a boundary measure becomes crucial.

In this paper, we model the heat transfer problem as follows (see also [BGRP16]).
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Consider a hot domain Ω+ with boundary ∂Ω and cold complement domain
Ω− (so that Ω+ and Ω− are separated by their boundary ∂Ω). The do-
main Ω+ is characterized by a thermal diffusivity D+ > 0 and its comple-
ment by D− > 0, where those coefficients are assumed to be distinct. The
thermal resistance of the boundary is modelled by a continuous function
Λ : ∂Ω → [0,+∞]. If the heat distribution u is initially unitary on Ω+ and
null on Ω− – modelling the cooling of Ω+ by Ω− – then it is solution to the
following problem:

∂tu
± −D±∆u± = 0 on ]0,+∞[×Ω±,

D−∂u
−

∂ν
= Λ(u− − u+) on ]0,+∞[×∂Ω,

D+∂u
+

∂ν
= D−∂u

−

∂ν
on ]0,+∞[×∂Ω,

u+(0, ·) = 1 on Ω+,

u−(0, ·) = 0 on Ω−.

(1.1)

To consider boundary value problems such as Problem (1.1) on irregular
shapes (for instance, fractals), the first concern regards the definition of the
boundary conditions. On the one hand, the solution we seek is defined on
Ω+ ∪ Ω−, which means it cannot simply be restricted to the boundary. To
generalize that idea, we use the trace operators. In the case of Lipschitz
boundaries, that notion was defined by Agmon in 1965 [Agm10, p. 37] and
studied notably by Nečas in 1967 [Neč12, Subsections 2.4 - 2.6], Adams in
1975 [Ada75, Subsections V.3, VII.9] and Marschall in 1987 [Mar87], and the
trace space (i.e., the range of the trace operators) corresponds to the Sobolev
space H1/2 on the boundary. Then, it was generalized to d-set boundaries
(see [JW84, JW95]) in [Wal91], in which case the trace space can be identified
with the Besov space B2,2

β , where β = 1−(n−d)/2 and with n, the dimension
of the ambient space. Later on, the trace operator was defined for d-upper
regular boundaries [Jon09, Bie09, HRPT21], in which case it is proved the
trace space is a Hilbert space, although it can no longer be identified with
either one of the previous spaces. All three approaches rely on the existence
of a boundary measure (Lebesgue’s measure, a d-measure and a d-upper
regular measure respectively) to define that operator. In 2009, Biegert [Bie09]
relied on the extension property of H1-Sobolev extension domains to define
a trace operator which, in particular, does not depend on the choice of a
boundary measure. On the other hand, fractals are nowhere differentiable,
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which prevents from defining the normal derivatives in the usual way. For
that matter, it is necessary to consider a weak definition of normal derivatives
as in [Lan02] (see also [Cla23] on extension domains) via Green’s formula,
as elements of the dual of the trace space. Altogether, the notions of trace
operators and weak normal derivatives, as well as the functional framework
for domains with irregular boundaries from [CWHM17] allow to consider
boundary value problems such as problem (1.1) from a variational perspective
on a broad class of domains (see Definition 2.1), including domains with
fractal boundaries or with changing Hausdorff boundary dimensions.

In this article, we are interested in the existence of an optimal shape
for the heat transfer problem between two media separated by a resistive
boundary. The shape is optimal in the sense that it minimizes the total
energy of the hot medium as the heat propagates during a fixed time T > 0.
In other words, we are seeking an optimal shape for the interface in some
admissible class (first, in a class of uniform Lipschitz surfaces with uniformly
bounded lengths and then, in a class of surfaces with uniformly bounded
dimensions) to cool the initially hot medium in the most efficient way on
a time interval [0, T ] (the problem is described by (1.1) and the energy to
minimize, by (3.1)). The main interest is for T sufficiently small, however
the results obtained hold for any fixed T > 0.

Regarding the heat equation, the existence of a Lipschitz minimizer to
the heat energy in a class of insulated Lipschitz domains with bounded vol-
ume is proved in [BNNT22]. The existence of an optimal heating boundary
to maximize the heat diffusion is proved in [HS92] in the case of plane do-
mains. Still in the plane, it is proved in [TZZ18] there exists an optimal
shape to approximate a given heat distribution in a class of domains with a
given number of holes and setting a homogeneous Dirichlet condition on the
boundary.

The difficulty of dealing with questions regarding the existence of opti-
mal shapes is highlighted in [BB05, BG16] for problems with Robin bound-
ary conditions, or as soon as the variational formulation displays an integral
with respect to the boundary measure (due to non-homogeneous Robin or
Neumann conditions). The main obstacle arises from the non-continuity of
boundary perimeters for the convergence in the sense of characteristic func-
tions (they are only lower semi-continuous [HP18, Proposition 2.3.7]). As
the shape of a boundary varies, so does its measure. The natural notion
of convergence for those measures is the weak convergence. The complexity
stems from the fact that the weak limit of a sequence of Hausdorff measures
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of co-dimension 1 (which are the ‘natural’ surface measures for Lipschitz
boundaries) is not necessarily a Hausdorff measure itself. To overcome that
problem in the framework of Lipschitz boundaries, relaxation methods have
been developed using free-boundary problems with discontinuities in [HP18,
Proposition 2.3.6]. However, those methods do not preserve compactness
properties and therefore, do not ensure the existence of an optimal shape.
Historically, the framework of compact classes for the existence of optimal
shapes (adapted to boundary problems with homogeneous Neumann condi-
tions) is set by the famous results of Chenais [Che75]. That class of uniformly
Lipschitz domains [Che75] is compact for the three usual types of domain con-
vergence: in the sense of characteristic functions, compact sets and in the
sense of Hausdorff. However, as for Robin-type boundary value problems,
that class is not sufficient for our heat transfer problem.

That problem was recently solved in [MKNORP21, HRPT21, HMRP+21,
HRPT23]. In [MKNORP21] is proved the existence of an optimal Lipschitz
shape on which there exists a measure, equivalent to the perimeter mea-
sure, achieving the infimum of the acoustic energy in the framework of the
Helmholtz equation with a complex-valued Robin-type boundary condition.
The admissible class of domains was chosen with the perimeter measures on
the Lipschitz boundaries. Since the optimal shape, albeit Lipschitz, is pro-
vided with a boundary measure equivalent but not necessarily equal to the
perimeter measure, the infimum of the energy is not necessarily reached. Re-
sults of the same type are obtained in the framework of a non-homogeneous
Neumann type boundary condition in [HRPT21] in the framework of the
linear elasticity system with the aim to maximize the stability of an archi-
tectural structure. The relaxation of the assumption to work in the class of
domains with the uniformly bounded measure of the perimeters is to work
in the class of uniform domains with uniformly bounded d-upper and s-lower
boundary measures [HMRP+21]. This class is compact for the weak conver-
gence of boundary measures and thus allows to provide the existence of an
optimal shape minimizing the energy coming from the stationary elliptic vari-
ational problems corresponding to Robin-type or non-homogeneous Neumann
boundary conditions (see [HMRP+21] for the Helmholtz problem, [HRPT21]
for the linear elasticity system and [HRPT23] for an abstract elliptic prob-
lem). The shape optimization for the time dependant transmission problems,
which we consider in this paper for system (1.1), has never been previously
considered. Here, we use a similar class of admissible shapes to [HRPT21]
and adapt the method to the case of the heat diffusion problem, which is a
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time-dependant transmission problem.
The main results of this paper are the following: on a large class of do-

mains, referred to as ‘two-sided admissible domains’ and which can have
boundaries with varying Hausdorff dimension, we introduce interior and ex-
terior trace operators. We characterize them in terms of isometries with the
Sobolev space H1, which is new in the framework of two-sided admissible
domains. We also identify their kernels as the closures of the sets of C∞

functions with compact supports, as in the regular case (Theorem 2.3). We
define interior and exterior weak normal derivatives in the same spirit as what
is done in [Lan02] on d-sets. In the framework of our two-sided admissible
domains, we prove the well-posedness (in the sense of Hadamard) of a gen-
eralized version of problem (1.1), adding a source term, considering general
initial conditions and without assuming the thermal diffusivity is constant
inside or outside (Theorem 2.7). We introduce the energy form correspond-
ing to the total heat content of the domain Ω+ throughout the diffusion and
the heat transfer from Ω+ to Ω−, and prove the convergence of that energy
form in the sense of Mosco as we approximate (ε,∞)-domains [JW84] (The-
orem 3.2). Finally, similarly to [MKNORP21, Theorem 3.2] but this time in
the new context of the time-depending heat transmission problem, we prove
that the class of Lipschitz domains provides only the infimum of the speed
heat transfer (Theorem 3.6): optimal shapes should be endowed with bound-
ary measures which are not necessarily Hausdorff measures. For that matter,
we extend the class of admissible domains to a class of (ε,∞)-domains (or
uniform domains) with measures of bounded dimensions (initially introduced
in [HMRP+21]), in which we prove the existence of an optimal shape for our
heat transfer framework in Theorem 3.9.

This paper is organised as follows: in Section 2 we introduce the class
of two-sided extension domains, the trace operators and the weak normal
derivatives (Subsection 2.1). We prove the isometric properties of the trace.
In Subsection 2.2, we state a generalized version of problem (1.1) and prove
its well-posedness. In Section 3, we prove the Mosco convergence of the heat
energy form (Subsection 3.1). Then, in Subsection 3.2, we consider the shape
optimization problem: we start with seeking an optimal shape in a class of
Lipschitz domains and then turn to a class of (ε,∞)-domains.

Throughout this paper, n ≥ 2 is the dimension of the ambient space. If
A and B are topological spaces, C(A,B) denotes the set of all continuous
functions mapping A to B. All domains considered coincide with the interior
of their closure.
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2 Framework and well-posedness

2.1 Functional framework

We begin with defining the general class of domains on which our study is
carried out.

Definition 2.1 (Two-sided admissible domains). Let Ω be a bounded do-
main of Rn with connected boundary, such that the Hausdorff dimension of
its boundary ∂Ω is (locally) included in [n− 1, n[. Let µ be a positive finite
Borel measure with suppµ = ∂Ω. The couple (Ω, µ) is called a two-sided
admissible domain if

(i) Ω+ = Ω and its complement domain Ω− := Rn\Ω are H1-extension
domains of Rn [HKT08]: there exist bounded linear extension operators
E± : H1(Ω±) → H1(Rn) with norms depending only on Ω (and n);

(ii) the boundary measure µ is d-upper regular for a fixed d ∈ [n− 1, n[:
there exists cd > 0 such that

∀x ∈ ∂Ω, ∀r ∈]0, 1], µ(Br(x)) ≤ cd r
d, (2.1)

where Br(x) is the open ball of Rn of center x and radius r.

Typical examples of two-sided admissible domains are Lipschitz domains [Cal61,
Ste70], (ε,∞)-domains (defined in Subsection 3.1) in R2 [Jon81] and non-
tangentially accessible (NTA) domains [Nys94, Nys96]. We recall that a
domain Ω = Ω+ is an NTA domain (see [JK82]) if there exist M, r0 > 0 such
that

(i) Ω+ satisfies the corkscrew condition:

∀y ∈ ∂Ω, ∀r < r0, ∃x ∈ Ω+, |x− y| < r and d(x, ∂Ω) > M−1r;

(ii) Ω− satisfies the corkscrew condition as well;

(iii) Ω+ satisfies the Harnack chain condition: there exists C > 0 such
that for all ρ > 0, δ ≥ 1 and x1, x2 ∈ Ω+ with d(x1,2, ∂Ω) ≥ ρ and
|x1 − x2| ≤ δρ, there exist a chain of open balls (Bk)k∈J1,NK with N
bounded by a constant depending only on δ, with x1 ∈ B1 and x2 ∈ BN

and such that

Bk ∩Bk+1 ̸= ∅ and C−1 diam(Bk) ≤ d(Bk, ∂Ω) ≤ C diam(Bk).

10



Condition (2.1) implies that the Hausdorff dimension of the boundary is
bounded below by d. However, unlike for d-sets, that dimension can vary,
which allows to consider domains with boundaries which are partly fractal
and partly Lipschitz for example (see Figure 3). For Lipschitz boundaries,
usual choices are µ = λ(n−1), the (n− 1)-dimensional Lebesgue measure and
µ = H(n−1), the (n− 1)-dimensional Hausdorff measure.

Figure 3: An example of a two-sided admissible domain of R2, lying inside
the blue line. The upper part of the boundary is a Von Koch curve, which is a
ln 4
ln 3

-set (represented by a fifth generation pre-fractal [source: Wikipedia]). The
lower part consists of a portion of a square, which is Lipschitz. The boundary
is endowed with the 1-dimensional Lebesgue measure on the lower part and
the ln 4

ln 3
-dimensional Hausdorff measure on the upper part: condition (2.1) is

satisfied for d = 1.

By [HKT08, Theorem 5], condition (i) from Definition 2.1 implies that
Ω± are n-sets (d-sets for d = n). Roughly speaking, that means the domain
Ω should have neither inward nor outward cusps (see Figure 4).

In this section, whenever (Ω, µ) is a two-sided admissible domain of Rn,
we use the following notations:

• Ω+ := Ω is thought of as the hot domain and its complement domain
Ω− := Rn\Ω is thought of as cold;
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Figure 4: An example of a domain Ω which is not a two-sided extension
domain due to the presence of an inward and an outward cusp: neither Ω+

nor Ω− is an H1-extension domain.

• if u : (t, x) ∈ ]0,+∞[×Rn 7−→ u(t, x) ∈ R, then u± := u|(]0,+∞[×Ω±) are
its restrictions to Ω+ and Ω− respectively.

The H1-extension property of Ω± ensures the existence of bounded linear
interior and exterior trace operators from H1(Ω+) and H1(Ω−) respectively
(as in [Cla23]). The interior trace operator is defined in the same way as
in [Bie09, Section 5] (see also [HRPT21]). Note that its definition does
not depend on the way elements of H1(Ω+) are extended to H1(Rn) [Bie09,
Theorem 6.1]. Therefore, as in the d-regular case [Wal91, Theorem 1], we
use the following equivalent definition:

Definition 2.2 (Trace operators). Let (Ω, µ) be a two-sided admissible do-
main of Rn.
• The interior trace operator Tr+ : H1(Ω+) → Tr+(H1(Ω+)) ⊂ L2(∂Ω, µ) is
defined by

Tr+ u(x) = lim
r→0+

1

λ(n)(Ω+ ∩Br(x))

∫
Ω+∩Br(x)

u(y) dy, x ∈ ∂Ω q.e., (2.2)

where λ(n) denotes Lebesgue’s measure on Rn.
• The exterior trace operator Tr− : H1(Ω−) → Tr−(H1(Ω−)) ⊂ L2(∂Ω, µ) is
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defined by

Tr− u(x) = lim
r→0+

1

λ(n)(Ω− ∩Br(x))

∫
Ω−∩Br(x)

u(y) dy, x ∈ ∂Ω q.e. (2.3)

In that definition, the term quasi-everywhere (q.e.) is understood in terms
of the capacity Cap2 from [Bie09, Section 2]. Unlike the space L2(∂Ω, µ), the
range of the trace operators does not depend on µ. As for [HMRP+21,
Theorem 5.1], it follows from [Bie09, Corollaries 7.3 and 7.4] and the fact
that the measure on ∂Ω is finite (see [AH96, Theorems 7.2.2 and 7.3.2]) that
the limits (2.2) and (2.3) exist µ-a.e.

The following theorem summarizes the main properties of the trace oper-
ators and a characterization of their range (see also [Cla23]). Among those
properties are the characterization of the trace operator as an isometry and
of its kernel, which are new in our framework. Results of a similar nature in
a different setting can be found in [CWHM17] for planar screens, in which
traces on subsets of hyperplanes are considered.

Theorem 2.3 (Trace theorem). Let (Ω, µ) be a two-sided admissible domain
of Rn. Then, the following assertions hold.

1. The trace operators Tr± : H1(Ω±) → L2(∂Ω, µ) are linear and compact.

2. The image of the trace operators

B(∂Ω) := Tr+(H1(Ω+)) = Tr−(H1(Ω−))

is a Hilbert space endowed with either one of the equivalent norms:

∥f∥Tr± := min{∥v∥H1(Ω±) | f = Tr± v}. (2.4)

The embedding B(∂Ω) ⊂ L2(∂Ω, µ) is dense and compact. In what
follows, we denote ∥ · ∥B(∂Ω) := ∥ · ∥Tr+.

3. Ker(Tr±) = H1
0 (Ω±) := C∞

0 (Ω±)
∥·∥H1(Ω±) is the closure in H1 of the set

of indefinitely differentiable functions with compact support in Ω±.

4. The trace operators Tr± : H1(Ω±) → (B(∂Ω), ∥·∥Tr±) are partial isome-
tries with operator norms equal to 1.
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5. Tr± : V1(Ω
±) → B(∂Ω) define isometries, where

V1(Ω
±) =

{
v ∈ H1(Ω±)

∣∣ (−∆ + 1)v = 0 weakly
}

(2.5)

are the spaces of 1-harmonic functions on Ω± endowed with the stan-
dard H1 norms. It holds:

V1(Ω
±) = Ker(Tr±)⊥ = (H1

0 (Ω±))⊥. (2.6)

Proof. Point (1) follows from [HRPT21], see also [Bie09, Corollary 7.4] and [RP21,
Proposition 3]. Point (2) follows partially from the definition, see also [HMRP+21,
Theorem 1],[HRPT21, Theorem 5.1], [DRPT22, Theorem 2], where the norm
was defined as:

∥f∥Tr+ = inf{∥v∥H1(Ω+) | f = Tr+ v}.
Here, we specify that the infimum is reached. To prove that, it is sufficient
to use the continuity of the trace operator from H1(Ω) to its image and
Stampacchia’s theorem [Bre87, Theorem V.6], ensuring the existence of u ∈
H1

f (Ω), where

H1
f (Ω+) :=

{
v ∈ H1(Ω+)

∣∣ Tr+ v = f on ∂Ω
}
, (2.7)

unique minimizer of ∥ · ∥H1(Ω+) on H1
f (Ω+). It is equivalent to the weak

well-posedness on H1(Ω+) of the non-homogeneous Dirichlet boundary value
problem for (−∆ + 1): {

−∆u+ u = 0 on Ω+,

Tr+ u = f.
(2.8)

The weak solution to problem (2.8) is understood in the sense of its varia-
tional formulation on H1

f (Ω+):

∀v ∈ H1
f (Ω+), ⟨u, v⟩H1(Ω+) = ∥u∥2H1(Ω+), (2.9)

which, in particular, implies:

∀v ∈ H1
f (Ω+),

(
∥v∥H1(Ω+) = ∥f∥B(∂Ω) ⇐⇒ u = v

)
. (2.10)

To prove Point (3), we use the following characterization from [FOT10, Corol-
lary 2.3.1 and Example 2.3.1], holding regardless of the boundary regularity:

H1
0 (Rn\∂Ω) =

{
v ∈ H1(Rn)

∣∣ ṽ = 0 q.e. on ∂Ω
}
,
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where ṽ denotes the quasi-continuous version of v. u ∈ H1(Ω+) can be
extended to H1

0 (Rn\∂Ω) if and only if u ∈ H1
0 (Ω+), and it can be extended

to the space on the right hand side of the equality if and only if Tr+ u = 0.
Points (4) and (5) are corollaries of the previous points, of Stampacchia’s
theorem in particular. Let us prove (2.6). For u ∈ H1(Ω+), by Green’s
formula (see Definition 2.5 below), the following equivalences hold:

u ∈ V1(Ω
+) ⇐⇒ −∆u+ u = 0 weakly on Ω+

⇐⇒ ∀v ∈ Ker(Tr+), ⟨u, v⟩H1(Ω+) = 0

⇐⇒ u ∈ Ker(Tr+)⊥.

Since Tr+ : Ker(Tr+)⊥ → B(∂Ω) is bijective, by (2.10), it is an isometry.
Therefore, since Ker(Tr+)⊥ ⊂ H1(Ω+) is a closed Hilbert space endowed with
∥ · ∥H1 (as an orthogonal complement), the trace operator Tr+ : H1(Ω+) →
B(∂Ω) is a partial isometry of operator norm equal to 1. The results regarding
Tr− are proved in the same way.

Remark 2.4. As mentioned before, the trace space B(∂Ω) does not depend
on the boundary measure µ. If ∂Ω is Lipschitz, then B(∂Ω) = H1/2(∂Ω) in
the sense of equivalent norms. If ∂Ω is a d-set for some n − 2 < d < n,
then [JW84, Wal91] B(∂Ω) = B2,2

β (∂Ω) with β = 1 − n−d
2
> 0.

To understand problem (1.1), we also need to define normal derivatives on
Ω. The class of two-sided admissible domains contains fractal shapes, which
are known for being nowhere differentiable. For that matter, we cannot use
the usual definition, which relies on the existence of a normal vector. For
that matter, we use the weak definition of normal derivatives as elements of
the dual of the trace space, similarly to what is done in [Lan02].

Definition 2.5 (Weak normal derivatives). Consider a two-sided admissible
domain (Ω, µ) of Rn.
• Let u ∈ H1

∆(Ω+), where

H1
∆(Ω+) :=

{
v ∈ H1(Ω+)

∣∣ ∆v ∈ L2(Ω+)
}
. (2.11)

The weak interior normal derivative of u is the element φ ∈ B′(∂Ω) such
that:

∀v ∈ H1(Ω+),
〈
φ,Tr+ v

〉
B′,B =

∫
Ω+

(∆u)v dx+

∫
Ω+

∇u · ∇v dx, (2.12)
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denoted by
∂+u

∂ν
:= φ.

• Let u ∈ H1
∆(Ω−) ((2.11) with Ω− instead of Ω+). The weak exterior normal

derivative of u is the element ψ ∈ B′(∂Ω) such that:

∀v ∈ H1(Ω−),
〈
ψ,Tr− v

〉
B′,B = −

∫
Ω−

(∆u)v dx−
∫
Ω−

∇u · ∇v dx, (2.13)

denoted by
∂−u

∂ν
:= ψ.

The sign convention in the definition of the weak exterior normal deriva-
tive corresponds, in the regular case, to choosing the outward normal vector
to Ω+ to define both derivatives. The boundary conditions in the heat trans-
fer equation from problem (1.1) are boundary jumps, defined as follows in
the case of two-sided admissible domains.

Definition 2.6 (Boundary jump values). Consider a two-sided admissible
domain (Ω, µ) of Rn and a thermal diffusivity D ∈ T (Rn), where

T (Rn) :=
{
D ∈ L∞(Rn)

∣∣∣ ess inf
Rn

D > 0 and

∃V neighbourhood of ∂Ω, D|V \∂Ω ∈ C(V \∂Ω, ]0,+∞[)
}
. (2.14)

Let u ∈ V (Rn), where

V (Rn) :=
{
v ∈ L2(Rn)

∣∣ v+ ∈ H1(Ω+), v− ∈ H1(Ω−)
}
, (2.15)

endowed with the norm:

∥ · ∥V (Rn) :=
√
∥ · ∥2L2(Rn) + ∥D∇ · ∥2L2(Ω+∪Ω−)n . (2.16)

The jump in trace of u across ∂Ω is defined by:

JTruK := Tr+ u− Tr− u.

In addition, if u+ ∈ H1
∆(Ω+) (Eq. (2.11)) and u− ∈ H1

∆(Ω−), then the
jump in co-normal derivative of u is denoted by:

s
D
∂u

∂ν

{
:= D+∂

+u

∂ν
−D−∂

−u

∂ν
,

where, for x ∈ ∂Ω, D±(x) = lim
y→x
y∈Ω±

D(y).
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Let (Ω, µ) be a two-sided admissible domain of Rn. We consider the
following heat transmission problem:

∂tu−D∆u = f on ]0,+∞[×(Rn\∂Ω),

D−∂
−u

∂ν
+ ΛJTruK = 0 on ]0,+∞[×∂Ω,

s
D
∂u

∂ν

{
= 0 on ]0,+∞[×∂Ω,

u(0, ·) = u0 on Rn\∂Ω,

(2.17)

where u0 ∈ L2(Rn), f ∈ L2(]0,+∞[, L2(Rn)), D ∈ T (Rn) and Λ ∈ C(∂Ω, [0,+∞]).
Those quantities can be interpreted as follows:

• u is the (time-dependent) heat distribution on Rn;

• u0 ∈ L2(Rn) is the initial heat distribution. In the example of prob-
lem (1.1), u0 = 1Ω+ : the domain Ω+ is initially hot, while its comple-
ment is cold, and the problem models the heat diffusion from Ω+ to
Ω−;

• f ∈ L2(]0,+∞[, L2(Rn)) is the (time-dependent) heat source on Rn;

• D ∈ T (Rn) is the thermal diffusivity. In the example of problem (1.1),
D = D+1Ω+ + D−1Ω− with D+ ̸= D−, which models the diffusion
properties of two homogeneous media;

• Λ ∈ C(∂Ω, [0,+∞]) is the resistivity of the heat conduction by the
boundary. If Λ = 0, then the boundary ∂Ω acts as a thermal insula-
tor. If Λ = +∞, then the heat distribution u is continuous across the
boundary.

In the case of a Lipschitz domain, the measure µ is chosen as the Haus-
dorff measure H(n−1), which is the usual way to measure the perimeter of
those domains. With that choice, the model is consistent with the physical
phenomenon.

2.2 Well-posedness of the model

We begin with proving that our problem is well-posed.
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Let u0∈L2(Rn), f ∈L2(]0,+∞[, L2(Rn)), D∈T (Rn) and Λ∈C(∂Ω, [0,+∞]).
Problem (2.17) is understood in term of its variational formulation, given by:{

∀t > 0, ∀v ∈ V (Rn), ⟨∂tu(t), v⟩L2(Rn) + a(u(t), v) = ⟨f(t), v⟩L2(Rn),

u(0, ·) = u0 ∈ L2(Rn),

(2.18)
where

a(u, v) :=

∫
Rn\∂Ω

D∇u · ∇v dx+

∫
{Λ<+∞}

ΛJTruKJTr vK dµ. (2.19)

Theorem 2.7 (Well-posedness). Let (Ω, µ) be a two-sided admissible domain
of Rn. Let u0 ∈ L2(Rn), f ∈ L2(]0,+∞[, L2(Rn)), D ∈ T (Rn) and Λ ∈
C(∂Ω, [0,+∞]). Then, there exists a unique solution u which is in the space
H1(R+, L

2(Rn))∩L2(R+, V (Rn)) to the variational formulation (Eq. (2.18)).
For all t ≥ 0, that solution satisfies the following energy identity:

1

2

∫
Rn

|u(t)|2 dx+

∫ t

0

a(u(τ), u(τ)) dτ =
1

2

∫
Rn

|u0(x)|2 dx+

∫ t

0

f(τ) dτ .

(2.20)

Proof. For all T > 0, the existence and uniqueness of the solution u in the
space H1([0, T ], L2(Rn))∩L2(]0, T [, V (Rn)) to formulation (2.18) on the time
interval [0, T ] for T > 0 given u0 ∈ L2(Rn) is proved as in [Eva10, Paragraph
7.1.2]. Here, the bilinear form a : V (Rn)×V (Rn) → R satisfies the following
coercivity estimate:

∀v ∈ V (Rn), a(v, v) ≥ ∥v∥2V (Rn) − ∥v∥2L2(Rn).

The uniqueness of the solution on [0, T ] for all T > 0 (given u0 ∈ L2(Rn))
proves the solutions on each time interval are compatible: if u1 is a solution on
[0, T1] and u2 is a solution on [0, T2], then u1 = u2 on [0, T1∧T2]. That allows
to define a unique global solution u ∈ H1(R+, L

2(Rn))∩L2(R+, V (Rn)).

Remark 2.8. Since H1(R+, L
2(Rn)) ⊂ C(R+, L

2(Rn)), u is also an element
of C(R+, L

2(Rn)).

The problem being well-posed, the heat distribution is unique given the
parameters of the problem and it is possible to consider the properties of the
energy form related to the heat content in Ω+ and the heat transfer from Ω+

to Ω−.
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3 Convergence and optimization

In this section, we consider the energy form associated to the heat content
inside a domain Ω and its convergence as we approximate Ω. Throughout
this section, the diffusion time T > 0 is fixed, U denotes a (large) bounded
Lipschitz domain and Λ ∈ C(U, [0,+∞]). In what follows, we assume Λ <
+∞ on U to simplify the expressions. Retrieving the general case can be
done by replacing ‘∂Ω’ with ‘∂Ω∩{Λ < +∞}’ in the definition of the energy
form (Eq. (3.1) below). All the results stated hereafter remain valid once
that modification has been made. We assume the thermal diffusivity D is a
constant D+ > 0 on all the interior domains, and another constant D− > 0
on the exterior domains, as in the case of problem (1.1). Without loss of
generality, we set D+ = 1.

3.1 Mosco convergence of the energy forms

If (Ω, µ) is a two-sided admissible domain of Rn with Ω ⊂ U , we define the
energy functional JT (Ω, µ) on L2(]0, T [, L2(U)) by:

JT (Ω, µ)(u) :=

∫ T

0

∫
Ω

|∇u|2 dx dt+

∫ T

0

∫
Ω

|u|2 dx dt

+

∫ T

0

∫
∂Ω

Λ |JTruK|2 dµ dt. (3.1)

We prove the convergence of the energy form JT defined by (3.1) in the
sense of Mosco [Mos94, Definition 2.1.1] along an approximating sequence of
(ε,∞)-domains for some ε > 0. We recall that Ω is a (ε,∞)-domain [JW84]
if for all x, y ∈ Ω, there exists a rectifiable arc γ drawn on Ω and joining x
and y, of length ℓ(γ) and such that:

(i) ℓ(γ) ≤ |x−y|
ε

;

(ii) for all z ∈ γ, d(z, ∂Ω) ≥ ε |x−z||y−z|
|x−y| .

Mosco convergence is defined as follows.

Definition 3.1 (Mosco convergence). LetH be a Hilbert space. Let (Fm)m∈N
be a sequence of quadratic forms on H. (Fm)m∈N is said to converge in the
sense of Mosco (or M -converge) to a quadratic form F on H if the following
conditions hold:
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(i) if (xm)m∈N ∈ HN and x ∈ H are such that xm ⇀ x, then

F (x) ≤ lim inf
m→∞

Fm(xm);

(ii) for all x ∈ H, there exists (xm)m∈N ∈ HN such that xm → x and

F (x) = lim
m→∞

Fm(xm).

To prove such convergence, if Ω is an H1-extension domain, we denote
by EΩ : H1(Ω) → H1(U) a linear bounded H1-extension operator. If u ∈
L2(]0, T [, H1(Ω)), the extension EΩu is understood as follows:

EΩu : t ∈ [0, T ] 7−→
(
x ∈ U 7−→ [EΩu(t)](x)

)
. (3.2)

In that sense, EΩ is also regarded as L2(]0, T [, H1(Ω)) → L2(]0, T [, H1(U)).
The following theorem states the Mosco convergence of the energy forms (3.1)

along a converging sequence of domains. Its proofs uses similar methods
as those used in [HRPT21, Theorem 8], however the main differences are
twofold: the energy functional considered here is time-dependant and the
boundary term we consider is connected to the jump in trace instead of the
trace value.

Theorem 3.2 (Mosco convergence of the energy forms). Let ε > 0. Let
(Ωm)m∈N be sequence of (ε,∞)-domains included in U and (µm)m∈N be a
sequence of finite Borel measures with suppµm = ∂Ωm, all satisfying (2.1)
for the same d ∈ [n− 1, n[ and the same constant cd > 0. Assume there exist
a domain Ω and a measure µ with suppµ = ∂Ω such that:

(i) (Ωm)m∈N converges to Ω in the sense of characteristic functions and

Hausdorff (denoted by Ωm
1,H−−→ Ω);

(ii) (µm)m∈N converges to µ weakly (denoted by µm ⇀ µ), i.e.,

∀φ ∈ C
(
U,R

)
,

∫
∂Ωm

φ dµm −−−→
m→∞

∫
∂Ω

φ dµ.

Then,
lim

m→∞
JT (Ωm, µm) = JT (Ω, µ) in the sense of Mosco. (3.3)
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Proof. Let (um) ∈ L2(]0, T [, L2(U))N and u ∈ L2(]0, T [, L2(U)) such that
um ⇀ u. We aim at proving condition (i) from Definition 3.1, that is:

JT (Ω, µ)(u) ≤ lim inf
m→∞

JT (Ωm, µm)(um). (3.4)

Up to passing to a subsequence, we may assume:

lim inf
m∈N

JT (Ωm, µm)(um) = lim
m→∞

JT (Ωm, µm)(um),

and
∀m ∈ N, um|Ωm ∈ L2(]0, T [, H1(Ωm)),

so that the limit is finite. Then, from the definition of JT , it holds:

sup
m∈N

∥um|Ωm∥L2(]0,T [,H1(Ωm)) < +∞. (3.5)

By [HRPT21, Proposition 4, Remark 8], there exists a sequence of linear
bounded extension operators (EΩm : H1(Ωm) → H1(U))m∈N and a constant
cE > 0 such that:

∀m ∈ N, ∥EΩm(um|Ωm)∥L2(]0,T [,H1(U)) ≤ cE∥um|Ωm∥L2(]0,T [,H1(Ωm)),

hence, by (3.5), (EΩm(um|Ωm))m∈N (in the sense of (3.2)) is bounded in the
Hilbert space L2(]0, T [, H1(U)). Up to passing to a subsequence, we may
assume there exists u∞ ∈ L2(]0, T [, H1(U)) such that EΩm(um|Ωm) ⇀ u∞
in L2(]0, T [, H1(Ωm)). From the convergence of the domains in the sense of
characteristic functions, we may also assume 1Ωm → 1Ω a.e., hence:

1ΩmEΩm(um|Ωm) ⇀ 1Ωu∞ in L2(]0, T [, L2(U)),

1Ωm∇EΩm(um|Ωm) ⇀ 1Ω∇u∞ in L2(]0, T [, L2(U)n).

Since 1ΩmEΩm(um|Ωm) = 1Ωmum ⇀ 1Ωu in L2(]0, T [, L2(U)) (see also [Eva10,
Paragraph 7.1.2, Theorem 3] for the initial condition), we can deduce:

u∞|Ω = u|Ω. (3.6)

In the same way, up to passing to a subsequence, we can assume that for all
m ∈ N, um|U\Ωm

∈ L2(]0, T [, H1(U\Ωm)), where Ωm denotes the closure of
Ωm, and obtain:

1U\Ωm
um ⇀ 1U\Ω u in L2(]0, T [, H1(U)). (3.7)

21



Using a similar decomposition as in the proof of [HRPT21, Theorem 5]
(i.e., approximating the H1-extensions of u with smooth functions) yields:∫ T

0

∫
∂Ωm

Λ|Tr+∂Ωm
um|2 dµk dt −→

∫ T

0

∫
∂Ω

Λ|Tr+∂Ωu|
2 dµ dt,∫ T

0

∫
∂Ωm

Λ|Tr−∂Ωm
um|2 dµk dt −→

∫ T

0

∫
∂Ω

Λ|Tr−∂Ωu|
2 dµ dt, (3.8)∫ T

0

∫
∂Ωm

Λ(Tr+∂Ωm
um)(Tr−∂Ωm

um) dµk dt −→
∫ T

0

∫
∂Ω

Λ(Tr+∂Ωu)(Tr−∂Ωu) dµ dt,

The limits from Eq. (3.8) along with the lower semi-continuity of the weak
limits from Eqs. (3.6) and (3.7) yield (3.4).

To complete this proof, given u ∈ L2(]0, T [, L2(U)), we seek a sequence
(um) ∈ L2(]0, T [, L2(U))N such that um → u and JT (Ωm, µm)(um) → JT (Ω, µ)(u).
We may assume u|U\∂Ω ∈ L2(]0, T [, H1(U\∂Ω)) so that the limit is finite. We
define

um := (EΩu)|Ωm + (EU\Ωu)|U\Ωm
,

where EΩ : H1(Ω) → H1(U) and EU\Ω : H1(U\Ω) → H1(U) are linear
continuous extension operators. Then, by dominated convergence,∫ T

0

∫
Ωm

(
|um|2 + |∇um|2

)
dx dt −→

∫ T

0

∫
Ω

(
|u|2 + |∇u|2

)
dx dt.

That limit, along with the limits of boundary integrals given by Eq. (3.8) yield
JT (Ωm, µm)(um) → JT (Ω, µ)(u), which is condition (ii) from Definition 3.1.

Given the definition of convergence in the sense of Mosco and Theo-
rem 3.2, we can deduce the Γ-convergence of the energy forms. In particular,
by [DM93, Corollary 7.20], the convergence of the energy forms yields the
following result on convergence of minimizers. Note that those minimizers
depend notably on the diffusion time T > 0.

Corollary 3.3 (Convergence of minimizers). Let ε > 0. Let (Ωm)m∈N be
sequence of (ε,∞)-domains included in U and (µm)m∈N be a sequence of finite
Borel measures with suppµm = ∂Ωm, all satisfying (2.1) for the same d ∈
[n − 1, n[ and the same constant cd > 0. Assume there exists a domain Ω
and a measure µ with suppµ = ∂Ω such that:

22



(i) (Ωm)m∈N converges to Ω in the sense of characteristic functions and
Hausdorff;

(ii) (µm)m∈N converges to µ weakly.

If (um)m∈N ∈ L2(]0, T [, L2(U))N is such that for all m ∈ N, um is a minimizer
of JT (Ωm, µm), then any accumulation point u of (um)m∈N is a minimizer of
JT (Ω, µ) and it holds:

JT (Ω, µ)(u) = lim sup
m→∞

JT (Ωm, µm)(um).

If (um)m∈N converges to u in L2(]0, T [, L2(U)), then u is a minimizer of
JT (Ω, µ) and it holds:

JT (Ω, µ)(u) = lim
m→∞

JT (Ωm, µm)(um).

Consequently, if (Ωm, µm)m∈N is a sequence of (ε,∞)-domains for some
ε > 0 converging to (Ω, µ) in the sense of Theorem 3.2, then energy mini-
mizers for (Ωm, µm)m∈N allow to determine energy minimizers for the limit
domain. In the next section, we prove the existence of an optimal shape in
a class of (ε,∞)-domains. In particular, that shape can be fractal: Corol-
lary 3.3 allows to approximate an energy minimizer u (and the associated
energy) on the optimal shape with minimizers on regular shapes.

3.2 Shape optimization

We wish to prove the existence of a domain Ω along with a boundary measure
which maximize the heat transfer from Ω+ to Ω− in a class of domains of
fixed volume. To that end, we consider the following energy functional:

JT (Ω, µ) := JT (Ω, µ)(u(Ω,µ)), (3.9)

where (Ω, µ) is a two-sided admissible domain of Rn, JT is defined by (3.1)
and u(Ω,µ) is the unique weak solution to problem (2.17) for (Ω, µ) (in the
sense of Theorem 2.7). To prove the existence of an optimal shape (Ω∗, µ∗):

JT (Ω∗, µ∗) = min
(Ω,µ)∈U

JT (Ω, µ),

we consider several classes of admissible domains U : a class of Lipschitz
domains on the one hand (Paragraph 3.2.1), and a class of uniform domains
on the other hand (Paragraph 3.2.2).
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3.2.1 In a class of Lipschitz domains

We start with seeking an optimal shape in a class of Lipschitz subdomains
of U (which is still a large bounded Lipschitz domain). More specifically, we
wish to prove the existence of an optimal domain Ω which satisfies the ε-cone
property [HP18, Definition 2.4.1] for a given ε > 0, i.e. for all x ∈ ∂Ω, there
exists ξx ∈ Rn unitary such that for all y ∈ Ω ∩Bε(x), it holds:{

z ∈ Rn | ⟨z − y, ξx⟩ > cos(ε)|z − y| and 0 < |z − y| < ε
}
⊂ Ω.

A bounded domain Ω of Rn is Lipschitz if and only if it satisfies the ε-cone
property for some ε > 0 [HP18, Theorem 2.4.7]. For ε > 0, let Θ(U, ε) be
the set of subdomains of U with connected boundary satisfying the ε-cone
property.

We also require the domain Ω to be of fixed volume (with respect to λ(n)),
its boundary to be confined in G where G ⊊ U is a domain of Rn and such
that, for a given ĉ > 0, it holds:

∀r > 0, ∀x ∈ ∂Ω, H(n−1)(∂Ω ∩Br(x)) ≤ ĉ rn−1, (3.10)

where H(n−1) is the (n− 1)-dimensional Hausdorff measure (here, with sup-
port ∂Ω). Note that, by boundedness of U , this implies there exists M
depending on ĉ such that H(n−1)(∂Ω) ≤M . Condition (3.10) is a restriction
on the perimeter of the domains considered both globally (for r large enough)
and locally (for r small), as illustrated by Figure 5.

From those conditions, we may define the class of admissible Lipschitz
domains as follows (see Figure 6).

Definition 3.4 (Admissible Lipschitz domains). Let ε > 0, V > 0 and ĉ > 0.
Let G ⊊ U be a bounded domain of Rn. The class of admissible Lipschitz
domains is defined by:

UU,ε(G, V, ĉ) :=
{

Ω ∈ Θ(U, ε)
∣∣ λ(n)(Ω) = V, ∂Ω ⊂ G,

and ∀r > 0, ∀x ∈ ∂Ω, H(n−1)(∂Ω ∩Br(x)) ≤ ĉ rn−1
}
. (3.11)

A key ingredient in optimization problems is the compactness of the class
of admissible domains with respect to some domain topology. In our case,
the class of admissible Lipschitz domains is compact with respect to the
convergence in the sense of characteristic functions, Hausdorff and compact
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Ω1 Ω2

Figure 5: Two Lipschitz domains, Ω1 and Ω2. The domain Ω1 has a greater
perimeter than Ω2, but the boundary of Ω2 presents oscillations at a higher
frequency than that of Ω1. Altogether, there exists a constant ĉ > 0 such
that (3.10) holds with ĉ for Ω1, but not for Ω2.

sets [HP18, Definitions 2.2.3, 2.2.8 and 2.2.21]. However, it is not compact
with respect to the weak convergence of boundary measures, in the sense
that the weak limit of a sequence of Hausdorff measures is not necessarily a
Hausdorff measure itself.

Theorem 3.5. Let ε > 0, V > 0 and ĉ > 0. Let G ⊊ U be a bounded domain
of Rn. Then, the class of admissible Lipschitz domains UU,ε(G, V, ĉ) is com-
pact for the convergence in the sense of characteristic functions, Hausdorff
and compact sets.

Proof. We follow the proof of [MKNORP21, Lemma 3.1], in dimension n ≥
2 and considering the Hausdorff measure H(n−1) instead of the Lebesgue
measure λ(n−1) (which coincide for n = 2). Such a modification can be seen
as rescaling the constant ĉ.

Since the class of admissible Lipschitz domains is compact with respect
to domain convergence, it is possible to find optimal shapes in it for problems
with homogeneous Dirichlet or Neumann boundary conditions. However, in
our case, the energy form JT also takes the boundary measure into account
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Figure 6: An example of an admissible Lipschitz domain, lying inside the red
boundary ∂Ω. U is the interior of the black rectangle. G lies between the
blue dashed lines ∂G.

and we prove in the following theorem that although an optimal geometry
exists in that class, its boundary is not necessarily endowed with the Haus-
dorff measure. Considering a boundary measure which is not the Hausdorff
measure for a Lipschitz domain can be seen as measuring the perimeter of the
volume in an unusual manner, in particular one which is not consistent with
the physical modelling of heat diffusion problems. A similar phenomenon
can be highlighted in the setting of [MKNORP21, Theorem 3.2], in which a
Helmholtz problem in the plane with a Robin boundary condition is studied.
Note that the optimal shapes discussed in the following theorem depend on
the parameters which were set at the beginning of this section, notably the
transfer time T .

Theorem 3.6 (Lipschitz optimal shape). Let ε > 0, V > 0 and ĉ > 0. Let
G ⊊ U be a bounded domain of Rn. Then, there exists Ω∗ ∈ UU,ε(G, V, ĉ)
and a finite (n−1)-dimensional positive measure µ∗ on ∂Ω∗ equivalent to the
Hausdorff measure H(n−1) such that, for all Borel set Γ ⊂ ∂Ω∗:

µ∗(Γ) ≥ H(n−1)(Γ), (3.12)
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and

JT
(
Ω∗,H(n−1)

)
(u(Ω∗, µ∗)) ≤ inf

Ω∈UU,ε(G,V,ĉ)
JT

(
Ω,H(n−1)

)
= JT (Ω∗, µ∗) ,

where JT is defined by (3.9) and u(Ω∗, µ∗) denotes the solution to problem (2.17)
on (Ω∗, µ∗) in the sense of Theorem 2.7.

Proof. Let (Ωm)m∈N ∈ UU,ε(G, V, ĉ)
N be such that:

JT (Ωm,H(n−1)) −−−→
m→∞

inf
Ω∈UU,ε(G,V,ĉ)

JT (Ω,H(n−1)) ≥ 0.

Then, by compactness of the class of admissible Lipschitz domains (The-
orem 3.5), we may assume (up to passing to a subsequence) there exists
Ω∗ ∈ UU,ε(G, V, ĉ) such that

Ωm
1,H,K−−−→
m→∞

Ω∗,

where K stands for convergence in the sense of compact sets. Minor changes
in the proof of [MKNORP21, Lemma 3.1, Point 3] (i.e., considering subsets
of the boundary instead of the whole boundary) yields the existence of µ∗
supported by ∂Ω∗ satisfying (3.12). For m ∈ N, let um be the solution
to problem (2.17) on (Ωm,H(n−1)) in the sense of Theorem 2.7. Since the
problem is well-posed (see Eq. (2.20)) and by uniform boundedness of the
extension operators EΩm : H1(Ωm) → H1(U), (EΩmum)m∈N forms a bounded
sequence of L2(]0, T [, H1(U)) and (EΩm(∂tum))m∈N forms a bounded sequence
of L2(]0, T [, H1(U)′). Hence, there exists u∞ such that (up to passing to a
subsequence):

um −−−⇀
m→∞

u∞ in L2(]0, T [, H1(U)),

∂tum −−−⇀
m→∞

∂tu∞ in L2(]0, T [, H1(U)′).

Proceeding as in the proof of Theorem 3.2 leading to Eq. (3.6), we prove
u∞|Ω = u∗|Ω, where u∗ is the weak solution to problem (2.17) on (Ω∗, µ∗).
Up to passing to a subsequence, we may assume the convergence in the
sense of characteristic functions in an a.e. pointwise convergence. Hence, by
dominated convergence (for the integrals on the bulk) and using the boundary
integral convergences from Eq. (3.8), we can deduce:

JT (Ωm,H(n−1)) = JT (Ωm,H(n−1))(um) −−−→
m→∞

JT (Ω∗, µ∗)(u∗) = JT (Ω∗, µ∗).

27



Since µ∗ ≥ H(n−1), it follows that:

JT (Ω∗,H(n−1))(u(Ω∗, µ∗)) ≤ JT (Ω∗, µ∗) .

3.2.2 In a class of uniform domains

As it was proved in Theorem 3.6, the measure on the boundary of an optimal
Lipschitz geometry is not necessarily the Hausdorff measure H(n−1), which
means, in some sense, that the energy infimum can be reached outside of
the class of Lipschitz admissible boundaries (implicitly endowed with the
Hausdorff measure as explained before). For that matter, we extend the class
of admissible domains: as of now, we wish to find an optimal domain Ω which
is an (ε,∞)-domain for some ε > 0 (defined in Subsection 3.1). For ε > 0,
let O(U, ε) be the set of (ε,∞)-domains included in U and with a connected
boundary. We also require the boundary to be the support of a measure µ
satisfying the d-upper regularity condition (2.1) for some d ∈ [n − 1, n[ and
cd > 0, as well as the s-lower regularity condition for some s ∈ [n− 1, n[ and
cs > 0:

∀x ∈ ∂Ω, ∀r ∈]0, 1], cs r
s ≤ µ(Br(x)), (3.13)

which means the Hausdorff dimension of the boundary cannot exceed s. Nat-
urally, it must hold d ≤ s for such a measure to exist. From those conditions,
we may define the class of admissible uniform domains as follows (see Fig-
ure 7).

Definition 3.7 (Admissible uniform domains). Let ε > 0, V > 0, d, s ∈
[n− 1, n[ with d ≤ s and cd, cs > 0. Let G ⊊ U be a bounded domain of Rn.
The class of admissible uniform domains is defined by:

U∗
U,ε(G, V, d, s, cd, cs) :=

{
(Ω, µ)

∣∣ Ω ∈ O(U, ε), λ(n)(Ω) = V, ∂Ω ⊂ G,

suppµ = ∂Ω and µ satisfies (2.1) and (3.13)
}
. (3.14)

It follows from [HRPT21, Theorem 3] that the class of admissible uniform
domains is compact with respect to the convergence in the sense of charac-
teristic functions, Hausdorff and compact sets, but also with respect to the
weak convergence of boundary measures.

Theorem 3.8. Let ε > 0, V > 0, d, s ∈ [n− 1, n[ with d ≤ s and cd, cs > 0.
Let G ⊊ U be a bounded domain of Rn. Then,
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Figure 7: An example of a admissible uniform domain which is not an admis-
sible Lipschitz domain. The domain lies inside the blue Von Koch curve (rep-
resented by a fifth generation pre-fractal [source: Wikipedia]) and its boundary
is endowed with the ln 4

ln 3
-dimensional Hausdorff measure. U is the interior of

the black rectangle. G lies between the red dashed lines ∂G.

(i) the class U∗
U,ε(G, V, d, s, cd, cs) of admissible uniform domains is compact

in the sense of characteristic functions, Hausdorff and compact sets, as
well as in the sense of weak convergence of boundary measures.

(ii) if (Ωm, µm)m∈N ∈ U∗
U,ε(G, V, d, s, cd, cs)

N is such that (µm)m∈N converges
weakly, then (Ωm)m∈N converges in the sense of characteristic functions,
Hausdorff and compact sets.

In light of Theorem 3.8, the proof of Theorem 3.6 can be adapted on
the class of admissible uniform domains to prove the existence of an optimal
shape. Note that, once again, the optimal shapes discussed in the following
theorem depend on the parameters which were set at the beginning of this
section, notably the transfer time T .

Theorem 3.9 (Uniform optimal shape). Let ε > 0, V > 0, d, s ∈ [n− 1, n[
with d ≤ s and cd, cs > 0. Let G ⊊ U be a bounded domain of Rn. Then,
there exists (Ω∗, µ∗) ∈ U∗

U,ε(G, V, d, s, cd, cs) such that

JT (Ω∗, µ∗) = min
(Ω,µ)∈U∗

U,ε(G,V,d,s,cd,cs)
JT (Ω, µ),
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where JT is defined by (3.9).
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Birkhäuser, Boston, MA, 1993 (en).

[Doo54] Joseph L. Doob, Semimartingales and subharmonic func-
tions, Transactions of the American Mathematical Society
77 (1954), no. 1, 86–121 (en).

[Doo55] , A probability approach to the heat equation, Transac-
tions of the American Mathematical Society 80 (1955), no. 1,
216–280 (en).

[DRPT22] Adrien Dekkers, Anna Rozanova-Pierrat, and Alexander
Teplyaev, Mixed boundary valued problems for linear and
nonlinear wave equations in domains with fractal boundaries,

32



Calculus of Variations and Partial Differential Equations 61
(2022), no. 2, 75 (en).

[Eva10] Lawrence C. Evans, Partial Differential Equations, American
Mathematical Society, 2010 (en).

[FLV95] Jacqueline Fleckinger, Michael Levitin, and Dmitri Vassiliev,
Heat Equation on the Triadic Von Koch Snowflake: Asymp-
totic and Numerical Analysis, Proceedings of the London
Mathematical Society s3-71 (1995), no. 2, 372–396 (en).

[FOT10] Masatoshi Fukushima, Yoichi Oshima, and Masayoshi
Takeda, Dirichlet Forms and Symmetric Markov Processes,
De Gruyter, December 2010 (en).

[GK03] Peter B. Gilkey and Klaus Kirsten, Heat Content asymptotics
with transmittal and transmission boundary conditions, Jour-
nal of the London Mathematical Society 68 (2003), no. 02,
431–443 (en).

[HKT08] Piotr Haj lasz, Pekka Koskela, and Heli Tuominen, Sobolev
embeddings, extensions and measure density condition, Jour-
nal of Functional Analysis 254 (2008), no. 5, 1217–1234 (en).

[HMRP+21] Michael Hinz, Frédéric Magoulès, Anna Rozanova-Pierrat,
Marina Rynkovskaya, and Alexander Teplyaev, On the exis-
tence of optimal shapes in architecture, Applied Mathematical
Modelling 94 (2021), 676–687 (en).

[HP18] Antoine Henrot and Michel Pierre, Shape variation and opti-
mization: a geometrical analysis, EMS tracts in mathematics,
no. 28, European Mathematical Society, Zürich, Switzerland,
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