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Optimal control of the temperature by the laser path and1

the thermal treatment time in selective laser melting2

process3

Hiba HMEDE∗, Serge NICAISE†, Luc PAQUET‡, Ali WEHBE§
4

5

Abstract6

Additive manufacturing by laser fusion on metal oxides powder bed such as e.g. alumina (Al2O3) or aluminium7

titanate (Al2T iO5) has developed considerably in the last few years and allows today the production of a wide8

range of complex objects. The mathematical problem considered is to control the temperature inside some part9

Ω of a powder layer. This phenomenon is governed by a parabolic initial boundary value problem with a heat10

source corresponding to the laser trajectory on some part of the boundary ∂Ω. The main questions concern the11

optimization of the trajectories scanned by the laser on the boundary ∂Ω according to given criteria: imposing12

that during the thermal process the temperature reaches a melting value in the structure to be built, a desired13

temperature distribution at the end of the thermal process, minimizing the thermal gradients, all this in the14

shortest possible thermal treatment time. To achieve this goal, we start by proving the existence of an optimal15

control, followed by first order necessary optimality conditions. Finally, we establish a second order sufficient16

optimality condition.17

Keywords. Optimal control problems, parabolic equations, heat equations with moving source, trajectories, time18

of thermal treatment, cost functionals, existence of an optimal control, adjoint problem, first order necessary19

optimality conditions, second order sufficient optimality conditions.20

1 Introduction21

Additive manufacturing is a method used to produce 3D objects from metal oxides powder, layer by layer, by22

applying a Gaussian laser beam to each slice as a heat source to glue together the powder. However, the main23

problem is that repeated and rapid heating and cooling cycles of the metal oxide powder during this process cause24

high temperature gradients that contribute to inner stresses and sometimes cracks in the fabricated part.25

Our purpose in this current article is to study a laser path optimization model aiming to design laser paths such26

that during the thermal process the temperature reaches a melting value everywhere in the structure to be built.27

We also seek to perform the thermal process with a minimum of thermal gradients and temperature distribution28

adjustment time. Related problems but with fewer requirements have been considered in [1, 2, 5]. Requirement29

about the shortest treatment time has been considered in the context of tumor treatment by cytotoxic drugs in [3].30

∗Lebanese University, Khawarizmi Laboratory for Mathematics and Applications, Hadath, Mont Liban, Beirut, Lebanon,
hiba.hmede.1@st.ul.edu.lb and Université Polytechnique Hauts-de-France, INSA Hauts-de-France, CERAMATHS-Laboratoire de
Matériaux Céramiques et de Mathématiques, F-59313 Valenciennes, France.

†Université Polytechnique Hauts-de-France, INSA Hauts-de-France, CERAMATHS-Laboratoire de Matériaux Céramiques et de
Mathématiques, F-59313 Valenciennes, France, Serge.Nicaise@uphf.fr

‡Université Polytechnique Hauts-de-France, INSA Hauts-de-France, CERAMATHS-Laboratoire de Matériaux Céramiques et de
Mathématiques, F-59313 Valenciennes, France, Luc.Paquet@uphf.fr

§Lebanese University, Khawarizmi Laboratory for Mathematics and Applications, Hadath, Mont Liban, Beirut, Lebanon,
ali.wehbe@ul.edu.lb

1



The necessity of a preheating phase for a ceramic powder during the process of SLM has been motivated by [17]31

where the importance of this first phase is highlighted to reduce cracks and achieve higher density, inspiring the32

formulation of an appropriate cost functional, see (1.1) below.33

In practical applications, the powder bed layer Ω = Γ1 × (−h, 0), where h > 0 is its thickness and Γ1 ⊂ R2 is34

its upper surface. The industrial goal is to solidify ΓS × (−h, 0), by using a laser path γ : t ∈ [0, T ] −→ γ(t) ∈ ΓS ,35

where ΓS is a closed subset of Γ1 and T > 0 is a fixed maximal global time for the laser thermal process. We aim to36

reach all these purposes by using the following control optimization problem described below.37

In mathematical sense, we are interested in proving the existence of optimal controls and give necessary first38

order and sufficient second order optimality conditions for the following optimal control problem with a parabolic39

PDE constraint on the state variable y and a box of constraints on the control variable γ defined by:40

41

(OCP) Minimize the cost functional Jr : W (0, T ) ×H1(0, T ;R2) × [3r, T ] 7→ R defined by42

Jr(y, γ, τ) =λQ

2
1
r

∫ τ
2 + r

2

τ
2 − r

2

∫
Ω

|y(x, t) − yQ(x, t)|2dxdt+ λΩ

2
1
r

∫ τ

τ−r

∫
Ω

|y(x, t) − yΩ(x, t)|2dxdt

+ 1
2

∫ T

0

∫
Ω

|∇y(x, t)|2dxdt+ λγ

2 ||γ||2H1(0,T ;R2) + βT τ

(1.1)

where r ∈]0, T
3 [ is fixed, λQ, λΩ are positive constants and λγ , βT are non-negative constants (thus allowed to be 0).43

subject to:44

• the parabolic linear initial boundary value problem with Robin boundary conditions:45



ρc∂ty − κ∆y = 0 in Q = Ω×]0, T [,
−κ∂νy = hy − gγ on Σ1 = Γ1×]0, T [,
−κ∂νy = hy on Σ2 = Γ2×]0, T [,
−κ∂νy = h(y − yB) on Σ3 = Γ3×]0, T [,
y(x, 0) = y0(x) for x ∈ Ω,

(1.2)

• γ to belong to the set of admissible trajectories Uad, where46

Uad := {γ ∈ H1(0, T ;R2);R(γ) ⊂ ΓS , |γ′(t)| ≤ cad for a.e. t ∈ [0, T ]}, (1.3)

and ΓS is a closed subset of Γ1. This set takes into account the constraint on the laser path range: R(γ) :=47

γ([0, T ]) ⊂ ΓS . This constraint physically describes that γ must ensure that the region outside ΓS is not affected48

by the fusion process. Here, Γ3 is the bottom of the powder layer and Γ2 its lateral surface. As well as the other49

constraint, cad > 0 is the given fixed upper bound on the velocity of the trajectories. In addition, the positive50

constants ρ, c, κ and h represent respectively the mass density, the heat capacity, the thermal conductivity and the51

heat transfer coefficient. Also, y0(x) denotes the initial temperature at x ∈ Ω, yB represents the temperature of the52

built platform or of the upper surface of the previous layer and gγ denotes the heat source on Γ1 given by53

gγ(x, t) = α
2P
πR2 exp

(
− 2 |x− γ(t)|2

R2

)
, for all (x, t) ∈ Σ1 := Γ1×]0, T [, (1.4)

where P is the laser power, R is the radius of the laser spot, α the absorbance of the powder.54

Given a fixed r ∈]0, T
3 [, our goal is to find, using the theory of optimization with parabolic partial differential55

equations constraints [24, Chapter 3], an optimal trajectory γ inducing in Ω the given target temperature distribution56

yQ in the mid time interval
]

τ
2 − r

2 ,
τ
2 − r

2
[

of length r and also the given target temperature distribution yΩ in the57

disjoint end time interval ]τ − r, τ [ of length r as well, minimizing the thermal gradients in the whole time interval58

[0, T ] and the minimized time τ ∈ [3r, T ]. In other words, we look for (γ, τ) in59

Wad := Uad × [3r, T ] = {(γ, τ); γ ∈ Uad and τ ∈ [3r, T ]}, (1.5)
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solution of60

min
(γ,τ)∈Wad

Jr (y(γ), γ, τ) (1.6)

where y(γ) ∈ W (0, T ) denotes the temperature distribution, weak solution of the initial boundary value problem61

(1.2) with heat source gγ given by (1.4).62

Remark 1.1. Let us observe that our cost functional (1.1) Jr is different from that one studied in [1]. One possible63

interpretation of our actual cost functional is the following. The first two terms in the r.h.s. of (1.1) correspond to64

a two steps heating process, the first one being interpreted as a preheating of time length r around the time τ
2 by65

choosing yQ less than the melting temperature in ΓS × (−h, 0) and the second as the fusion one of time length r66

before time τ by choosing yΩ larger than the melting temperature in ΓS × (−h, 0), so that the temperature adjustment67

process is finished at time τ. In this context, choosing λΩ larger than λQ would seem a reasonable choice in order to68

guarantee that the powder inside ΓS × (−h, 0) has been fused together.69

Remark 1.2. In the definition of the cost functional, we can replace the term λγ

2 ∥γ∥2
H1(0,T ;R2) by λγ

2 ∥γ−γd∥2
H1(0,T ;R2),70

where γd is an estimation of the trajectory given by the engineer based on his physical intuition. During discretization,71

it would be more likely to converge.72

1.1 General Assumptions73

In its full generality, we now assume Ω ⊂ R3 to be a bounded lipschitz domain with boundary Γ decomposed into74

Γi, i = 1, 2, 3, disjoint open subsets of Γ such that
⋃3

i=1 Γ̄i = Γ, and let T > 0 a fixed final time. We assume that75

ρ, c κ and h are all positive constants with respect to (x, t). We consider that the initial temperature y0 ∈ L2(Ω),76

yQ, yΩ and yB are functions of (x, t). We assume yQ, yΩ ∈ L2(Q) and that yB the distribution of temperatures on77

the top of the previous layer or on the built platform belongs to L2(Σ3). In (1.3), we assume that ΓS ̸= ϕ.78

Remark 1.3. In (1.2), in the Robin boundary conditions has been implicitly assumed that the ambient temperature79

is supposed to be constant ya = 0 (the temperature of the exterior of Ω). It is always possible to reduce the problem80

to that setting by considering as new unknown y − ya.81

2 Existence and Uniqueness of a Weak Solution to (1.2)82

For further purposes, we define83

W (0, T ) := {u ∈ L2(0, T ;H1(Ω)); du
dt

∈ L2(0, T ;H1(Ω)⋆)}. (2.1)

Firstly, let us define the variational formulation of Problem (1.2). Multiplying the first equation of (1.2) by84

ξ ∈ H1(Ω), formally integrating by parts over Ω by Green’s formula and using the boundary conditions in (1.2), this85

suggests to define the variational problem associated to our initial boundary value problem (1.2) as follows:86

Definition 2.1. Let y ∈ W (0, T ). We shall say that y is a weak solution of Problem (1.2), if and only if for all87

ξ ∈ H1(Ω) :88

ρc <
dy

dt
, ξ >H1(Ω)⋆,H1(Ω) +κ

∫
Ω

∇y · ∇ξdx+ h

∫
Γ
y · ξdS(x) =

∫
Γ1

gγ · ξdS(x) + h

∫
Γ3

yB · ξdS(x), (2.2)

in L2([0, T ]), i.e. (2.2) is true for a.e. t ∈ [0, T ].89

We can then say that y is a weak solution of Problem (1.2) with initial condition y(0) = y0 ∈ L2(Ω), which has90

sense as W (0, T ) ↪→ C([0, T ];L2(Ω))1
91

Proposition 2.2. Under our general assumptions, for every given initial datum y0 ∈ L2(Ω), Problem (1.2) has a92

unique weak solution with initial condition y(0) = y0.93

Proof. The existence and uniqueness of a weak solution to (1.2) with initial condition y(0) = y0 ∈ L2(Ω), follows94

easily from the general results for linear initial boundary value problems for parabolic equations [8, Theorem 11.795

p.192] or [10, pp.512-513] applied to the variational formulation (2.2).96

1Here and below, X ↪→ Y means that X is continuously embedded into Y .
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3 Existence of an Optimal Control97

This section is devoted to prove the existence of at least one optimal control to (1.6), where the source term γ and98

the final adjustment time τ will act as controls.99

Proposition 3.1. Uad is a weakly closed subset of H1(0, T ;R2).100

Proof. Essentially based on Mazur’s theorem, see [1], [2] for further details.101

Definition 3.2. By the control to state mapping, we mean the operator associated with the state equation (1.2)102

G : Uad → W (0, T ) : γ 7→ G(γ) = y(γ), (3.1)

where y(γ) denotes the weak solution of the initial boundary value problem (1.2).103

Proposition 3.3. The control to state operator G : Uad −→ W (0, T ) is strongly continuous.104

Proof. The continuity follows from the compact embedding of H1(0, T ;R2) into C([0, T ];R2) and from [24, Theorem105

3.13, p.150].106

Concerning the weak topologies, we have the following107

Proposition 3.4. The control-to-state mapping G : Uad → W (0, T ) is weakly sequentially continuous.108

Proof. Consider a sequence (γn)n∈N in Uad weakly convergent to γ in H1(0, T ;R2). We prove that (G(γn))n∈N is109

weakly convergent to G(γ) in W (0, T ) by using the Lions-Aubin Compacity Theorem. See [1, 2] for the details.110

Definition 3.5. By the reduced cost functional, we mean the mapping:111

Ĵr : Uad × [3r, T ] → R : (γ, τ) 7→ Ĵr(γ, τ) = Jr(G(γ), γ, τ),

where112

Jr(G(γ), γ, τ) = λQ

2
1
r

∫ τ
2 + r

2

τ
2 − r

2

∫
Ω

|G(γ)(x, t) − yQ(x, t)|2dxdt+ λΩ

2
1
r

∫ τ

τ−r

∫
Ω

|G(γ)(x, t) − yΩ(x, t)|2dxdt

+ 1
2

∫ T

0

∫
Ω

|∇G(γ)(x, t)|2dxdt+ λγ

2 ||γ||2H1(0,T ;R2) + βT τ.

(3.2)

Theorem 3.6. (Existence of a global minimizer)
There exists (γ̄, τ̄) ∈ Uad × [3r, T ] such that

Ĵr(γ̄, τ̄) ≤ Ĵr(γ, τ) for every (γ, τ) ∈ Uad × [3r, T ],

i.e. the optimal control problem admits at least one global minimizer.113

Proof. First, we can observe that Ĵr is non-negative in Uad × [3r, T ], hence Ĵr is bounded from below and admits a114

finite infimum L115

L := inf
(γ,τ)∈Wad

Ĵr(γ, τ). (3.3)

Thus, let us consider a minimizing sequence {(γn, τn)}n∈N in Uad × [3r, T ] such that116

lim
n−→+∞

Ĵr(γn, τn) = L ≥ 0. (3.4)

Since |γn
′(t)| ≤ c for a.e. t ∈ [0, T ] and Γ1 is bounded, then the sequence (γn)n∈N is bounded in Uad ⊂ H1(0, T ;R2)117

and by the compactness of the embedding H1(0, T ;R2) ⊂ C([0, T ];R2), there exists a subsequence (γnj
)j∈N such118

that119

γnj
−−−−⇀
j−→∞

γ̄ in H1(0, T ;R2) and γnj
−−−−→
j−→∞

γ̄ in C([0, T ];R2). (3.5)
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The sequence
(
τnj

)
j∈N is such that 3r ≤ τnj

≤ T , so that (τnj
)j∈N is bounded in R. Therefore, there exists a120

subsequence (τnjk
)k∈N that we rename (τnj )j∈N, and τ̄ ∈ [3r, T ], such that121

lim
n∈N

τnj
= τ̄ ∈ [3r, T ]. (3.6)

Using Proposition 3.4 and (3.5) so that y(γnj
) weakly converges to y(γ̄) in W (0, T ). Thus, in particular:122

y(γnj
) −−−−⇀

j−→∞
y(γ̄) in L2(0, T ;H1(Ω)) and a fortiori in L2(0, T ;L2(Ω)). (3.7)

Also, ∇ : L2(0, T ;H1(Ω)) → L2(0, T ;L2(Ω)3) is a linear continuous operator, so that the sequence (∇y(γnj
))j∈N123

converges also weakly to ∇y(γ̄) in L2(0, T ;L2(Ω)3). This implies:124 
∥γ̄∥H1(0,T ;R2) ≤ lim infj ∥γnj

∥H1(0,T ;R2) ≤
√

2L
λγ

||y(γ̄)||L2(0,T,L2(Ω)) ≤ lim infj ||y(γnj )||L2(0,T,L2(Ω))

||∇y(γ̄)||L2(0,T,L2(Ω)3) ≤ lim infj ||∇y(γnj
)||L2(0,T,L2(Ω)3),

(3.8)

Now, let us prove by Fatou’s lemma that:125 ∫ τ̄
2 + r

2

τ̄
2 − r

2

∫
Ω

|y(γ̄) − yQ|2dxdt ≤ lim inf
j

∫ τnj
2 + r

2

τnj
2 − r

2

∫
Ω

|y(γnj
) − yQ|2dxdt. (3.9)

Firstly,126 ∫ τnj
2 + r

2

τnj
2 − r

2

∫
Ω

|y(γnj ) − yQ|2(x, t)dxdt =
∫ T

0

∫
Ω

|y(γnj ) − yQ|2(x, t)1[
τnj

2 − r
2 ,

τnj
2 + r

2 ](t)dxdt. (3.10)

Then, using (3.7), we get that (y(γnj ))j∈N admits a subsequence that we rename still (y(γnj ))j∈N such that

y(γnj )(x, t) −−−→
j→∞

y(γ̄)(x, t) for almost every (x, t) ∈ Q.

This implies that
∣∣y(γnj ) − yQ

∣∣2(x, t) converges to
∣∣y(γ̄) − yQ

∣∣2(x, t) for a.e (x, t) ∈ Q. We also have for a.e t ∈ [0, T ],127

1[ τnj
2 − r

2 ,
τnj

2 + r
2

](t) −−−→
j→∞

1[ τ̄
2 − r

2 , τ̄
2 + r

2 ](t) (3.11)

and thus also for a.e. (x, t) ∈ Q by Fubini’s theorem. So, for almost evert (x, t) ∈ Q,128

|y(γnj )(x, t) − yQ(x, t)|21[ τnj
2 − r

2 ,
τnj

2 + r
2

](t) −−−→
j→∞

|y(γ̄)(x, t) − yQ(x, t)|21[ τ̄
2 − r

2 , τ̄
2 + r

2 ](t) (3.12)

Applying Fatou’s Lemma [13, Theorem 2.10.5], we obtain (3.9). In the same way we also have129 ∫ τ̄

τ̄−r

∫
Ω

|y(γ̄) − yΩ|2dxdt ≤ lim inf
j

∫ τnj

τnj
−r

∫
Ω

|y(γnj
) − yΩ|2dxdt (3.13)

After passing to the limit in Ĵr(γnj
, τnj

) we get130

L ≥ λQ

2
1
r

lim inf
j

∫ τnj
2 + r

2

τnj
2 − r

2

∫
Ω

|y(γnj )(x, t) − yQ(x, t)|2dxdt

+ λΩ

2
1
r

lim inf
j

∫ τnj

τnj
−r

∫
Ω

|y(γnj
)(x, t) − yΩ(x, t)|2dxdt

+ 1
2 lim inf

j

∫ T

0

∫
Ω

|∇y(γnj
)(x, t)|2dxdt+ λΩ

2 lim inf
j

||γnj
||2H1(0,T ;R2) + βT lim inf

j
τnj

≥ Ĵr(γ̄, τ̄).

(3.14)

Thus by the definition of L in (3.3), we get that L = Ĵr(γ̄, τ̄).131
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4 Fréchet Differentiability of the Path-to-State Operator132

Let U be the open neighbourhood of Uad in H1(0, T ;R2) given by133

U := {γ ∈ H1(0, T ;R2); γ ([0, T ]) ⊂ Γ1}. (4.1)

As there is no difference between our state operator G with that one considered in [1], we have the following result134

from [1]:135

Theorem 4.1. The control to state mapping G : U → W (0, T ) is a continuously Fréchet differentiable mapping,136

and for all γ ∈ U and all δγ ∈ H1(0, T ;R2):137

v(γ, δγ) := DG(γ) · δγ = 2acR σ
(
exp(w(γ))γ̃(γ) · δγ

)
, (4.2)

where a = α 2P
πR2 , cR = 2

R2 , γ̃(γ)(x, t) := x− γ(t) for all (x, t) ∈ Γ̄1 × [0, T ], w is defined by138

w : U → C(Γ̄1 × [0, T ]) : γ 7→ −cR|γ̃(γ)|2, (4.3)

and σ is the linear continuous mapping defined by139

σ : L2(Σ1) → W (0, T ) : δv 7→ δy2, (4.4)

where δy2 is the unique weak solution of140 
ρc∂tδy2 − κ∆δy2 = 0 in Q,

−κ∂νδy2 = hδy2 − δv on Σ1,

−κ∂νδy2 = hδy2 on Σ2 ∪ Σ3,

δy2(·, 0) = 0 in Ω.

(4.5)

Remark 4.2. The proof of Theorem 4.1 in [1] proceeds by writing G as the composition of the three continuously141

Fréchet differentiable mappings w (4.3), g and q where:142

g : C(Γ̄1 × [0, T ]) → L2(Σ1) : u 7→ a exp(u) (4.6)

with a = α 2P
πR2 , and143

q : L2(Σ1) → W (0, T ) : v 7→ y (4.7)

where y denotes the weak solution of the initial boundary value problem:144 

ρc∂ty − κ∆y = 0 in Q = Ω×]0, T [
−κ∂νy = hy − v in Σ1 = Γ1×]0, T [
−κ∂νy = hy in Σ2 = Γ2×]0, T [
−κ∂νy = h(y − yB) in Σ3 = Γ3×]0, T [
y(x, 0) = y0(x) for x ∈ Ω.

(4.8)

by proving that:145

Dw(γ) · δγ = 2cRγ̃(γ) · δγ, for all δγ ∈ H1(0, T ;R2) (4.9)
146

Dg(u) · δu = a exp(u)δu for all δu ∈ C(Γ̄1 × [0, T ]), (4.10)
147

Dq(g) = σ for all g ∈ L2(Σ1). (4.11)

Remark 4.3. If we suppose that the datum yB ∈ Ls(Σ3) for some s > 4, and the initial condition y0 ∈ C(Ω̄), then148

the control to state mapping G is also continuously Fréchet differentiable from U ⊂ H1(0, T ;R2) into C(Q̄). This149

can be proved by modifying somewhat the proof in [1]: we must rather consider g as a mapping from C(Γ̄1 × [0, T ])150

into itself, and q as an affine continuous mapping from Ls(Σ1) into C(Q̄) as result from [15, Theorem 1.40 p.49]151

applied to (1.2).152
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5 Fréchet Differentiability of the Reduced Cost Functional153

In this section, using the fact that G is continuously Fréchet differentiable, we will begin by proving by composition,154

that the reduced cost functional Ĵr : U × [3r, T ] → R : (γ, τ) 7→ Jr(G(γ), γ, τ) is also continuously Fréchet155

differentiable in γ and τ separately. Then, we will prove that Ĵr is in fact continuously Fréchet differentiable.156

5.1 Fréchet differentiability of the reduced cost functional with respect to the path157

In this subsection, we consider τ ∈ [3r, T ] fixed in the expression of the reduced cost functional (3.2). Our aim is to158

prove that the mapping γ 7→ Jr(G(γ), γ, τ) from an open neighborhood U of Uad into an appropriate state space R159

is continuously Fréchet differentiable. We want to show that this mapping is continuously Fréchet differentiable and160

to compute Dγ Ĵr(γ, τ), for every γ ∈ U .161

Proposition 5.1. The mapping Ĵr(·, τ) : γ 7→ Ĵr(γ, τ) from U into R is continuously Fréchet differentiable and its162

derivative is given by the following expression163

Dγ Ĵr(γ, τ) · δγ = λQ

r

∫ τ
2 + r

2

τ
2 − r

2

∫
Ω

(
G(γ)(x, t) − yQ(x, t)

)
· v(γ, δγ)(x, t)dxdt

+ λΩ

r

∫ τ

τ−r

∫
Ω

(
G(γ)(x, t) − yΩ(x, t)

)
· v(γ, δγ)(x, t)dxdt

+
∫ T

0

∫
Ω

∇G(γ)(x, t) · ∇v(γ, δγ)(x, t))dxdt+ λγ(γ, δγ)H1(0,T ;R2),

(5.1)

for all δγ ∈ H1(0, T ;R2), where we recall that v(γ, δγ) := DG(γ) · δγ is given by (4.2).164

Proof.165

Step 1: First term in Ĵr.166

Firstly, the mapping F : u ∈ L2(0, T ;L2(Ω)) 7→ λQ

2 ||u− yQ||2L2(Ω×] τ
2 − r

2 , τ
2 + r

2 [) ∈ R is continuously Fréchet differen-167

tiable, and168

DF (u) · h = λQ(u− yQ, h)L2(Ω×] τ
2 − r

2 , τ
2 + r

2 [) , ∀h ∈ L2(0, T ;L2(Ω)). (5.2)
In fact, from this expression it is obvious that DF is a continuous mapping from L2(0, T ;L2(Ω)) into L2(0, T ;L2(Ω))⋆.169

By composition F ◦G is a continuously Fréchet differentiable mapping from U ⊂ H1(0, T ;R2) into R and170

Dγ

(
λQ

2 ||G(γ) − yQ||2L2(Ω×] τ
2 − r

2 , τ
2 + r

2 [)

)
· δγ = λQ (G(γ) − yQ, v(γ, δγ))L2(Ω×] τ

2 − r
2 , τ

2 + r
2 [) . (5.3)

Step 2: Second term in Ĵr.171

In a similar way, one proves that the mapping from U ⊂ H1(0, T ;R2) into R which sends γ onto λΩ
2 ∥G(γ) −172

yΩ∥2
L2(Ω×]τ−r,τ [) is continuously Fréchet differentiable and that:173

Dγ

(
λΩ

2 ||G(γ) − yΩ||2L2(Ω×]τ−r,τ [)

)
· δγ = λΩ (G(γ) − yΩ, v(γ, δγ))L2(Ω×]τ−r,τ [) . (5.4)

Step 3: Third term in Ĵr.

Also, the mapping H from L2(0, T ;H1(Ω)) to R which sends u to 1
2 ||∇u||2L2(0,T ;L2(Ω)3) is Fréchet differentiable and

DH(u) · h = (∇u,∇h)L2(0,T ;L2(Ω)3), ∀h ∈ L2(0, T ;H1(Ω)).

It is continuously Fréchet differentiable as, for every u1, u2 belonging to L2(0, T ;H1(Ω)),

∥DH(u2) −DH(u1)∥L2(0,T ;H1(Ω))∗ ≤ ∥∇u2 − ∇u1∥L2(0,T ;L2(Ω)3) ≤ ∥u2 − u1∥L2(0,T ;H1(Ω))

so that DH : L2(0, T ;H1(Ω)) → L2(0, T ;H1(Ω))∗ is continuous. So by composition, the mapping from U ⊂174

H1(0, T ;R2) into R, which sends γ onto 1
2 ||∇G(γ)||2L2(Q)3 is continuously Fréchet differentiable and175

Dγ(1
2 ||∇G(γ)||2L2(Q)3) · δγ =

(
∇G(γ),∇v(γ, δγ)

)
L2(Q)3 . (5.5)
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Step 4: Fourth term in Ĵr.176

The mapping γ 7→ λγ

2 ||γ||2H1(0,T ;R2) is continuously Fréchet differentiable from H1(0, T ;R2) to R with derivative177

Dγ

(λγ

2 ||γ||2H1(0,T ;R2)
)

= λγ(γ, ·)H1(0,T ;R2). (5.6)

where from that formula, it is clear that the mapping γ 7→ Dγ

(λγ

2 ||γ||2H1(0,T ;R2)
)

is continuous from H1(0, T ;R2)178

into H1(0, T ;R2)∗.179

180

As the sum of Fréchet differentiable mappings is continuously differentiable, Ĵr(·, τ) is Fréchet differentiable181

and its derivative is given by (5.1).182

Proposition 5.2. The mapping Dγ Ĵr : (γ, τ) 7→ Dγ Ĵr(γ, τ) from U × [3r, T ] into H1(0, T ;R2)⋆ is continuous.183

Proof. Let us prove that the first term in the right hand side of equation (5.1) depends continuously on (γ, τ) ∈184

U × [3r, T ].Let us fix (γ′, τ ′) ∈ U × [3r, T ] and let us prove that185 ∫ τ
2 + r

2

τ
2 − r

2

∫
Ω

(G(γ)(x, t) − yQ(x, t)) v(γ, δγ)(x, t)dxdt →
∫ τ′

2 + r
2

τ′
2 − r

2

∫
Ω

(G(γ′)(x, t) − yQ(x, t)) v(γ′, δγ)(x, t)dxdt (5.7)

as (γ, τ) tends to (γ′, τ ′) uniformly in δγ for ∥δγ∥H1(0,T ;R2) ≤ 1.186

187

By the triangular inequality, we have188 ∣∣∣∣∣
∫ τ

2 + r
2

τ
2 − r

2

∫
Ω

(G(γ) − yQ) (x, t)v(γ, δγ)(x, t)dxdt−
∫ τ′

2 + r
2

τ′
2 − r

2

∫
Ω

(G(γ′) − yQ) (x, t)v(γ′, δγ)(x, t)dxdt
∣∣∣∣∣

≤
∫ T

0

∫
Ω

|(G(γ) − yQ) (x, t)v(γ, δγ)(x, t) − (G(γ′) − yQ) (x, t)v(γ′, δγ)(x, t))| dxdt

+
∫

T

∫
Ω

|(G(γ′) − yQ) (x, t)v(γ′, δγ)(x, t)| dxdt,

(5.8)

where T =
[

τ
2 − r

2 ,
τ
2 + r

2
]

∆
[

τ ′

2 − r
2 ,

τ ′

2 + r
2

]
and I∆J = (I\J) ∪ (J\I).189

190

For the first term in the right-hand side of (5.8), again by the triangular inequality, we get191 ∫ T

0

∫
Ω

|(G(γ) − yQ)(x, t)v(γ, δγ)(x, t) − (G(γ′) − yQ)(x, t)v(γ′, δγ)(x, t)| dxdt

≲ ∥(G(γ) − yQ)DG(γ)δγ − (G(γ′) − yQ))DG(γ′)δγ∥C([0,T ];L1(Ω))

≲ ∥(G(γ) −G(γ′))DG(γ)δγ∥C([0,T ];L1(Ω)) + ∥(G(γ′) − yQ) (DG(γ)δγ −DG(γ′)δγ)∥C([0,T ];L1(Ω))

≲ ∥G(γ) −G(γ′)∥C([0,T ];L2(Ω)) ∥DG(γ)∥L (H1(0,T ;R2);W (0,T ))

+ ∥G(γ′) − yQ∥C([0,T ];L2(Ω)) ∥DG(γ) −DG(γ′)∥L (H1(0,T ;R2);W (0,T )) −→ 0 as γ → γ′

(5.9)

by Theorem 4.1. Now let us look at the second term in the right-hand side of (5.8). As v(γ, δγ) = DG(γ) · δγ, we192

obtain193 ∫
T

∫
Ω

|(G(γ′ − yQ)(x, t)v(γ′, δγ)(x, t)|dxdt

≲ ∥(G(γ′) − yQ)∥C([0,T ];L2(Ω)) ∥DG(γ′)∥L (H1(0,T ;R2);W (0,T )) meas(T ) → 0 as τ → τ ′, since meas(T ) → 0.
(5.10)

The proof for the continuity of the second term is similar. Thus, we obtain (5.7).194

That the third term in (5.1) depends continuously on (γ, τ), follows from the proof of the previous proposition as in195

fact this mapping does not depend on the variable τ .196
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5.2 Fréchet differentiability of the reduced cost functional with respect to time τ197

We suppose in the following that the mappings yQ and yΩ belong to C([0, T ];L2(Ω)). Let us set:198

fQ(x, t) := λQ

2
1
r

|G(γ)(x, t) − yQ(x, t)|2,

g1(τ) :=
∫ τ

2 + r
2

0

(∫
Ω
fQ(x, t)dx

)
dt and g2(τ) := −

∫ τ
2 − r

2

0

(∫
Ω
fQ(x, t)dx

)
dt.

(5.11)

We know that G(γ) ∈ C([0, T ];L2(Ω)) by the compact embedding of W (0, T ) in C([0, T ];L2(Ω)), and also yQ and
yΩ by hypothesis, so that the mapping hQ : t ∈ [0, T ] 7→

∫
Ω fQ(x, t)dx ∈ R is continuous on [0, T ]. Consequently, g1

and g2 are differentiable at every point τ ∈ [3r, T ], with

Dτg1(τ) = 1
2hQ( τ

2 + r
2 ) = 1

2

∫
Ω
fQ(x, τ

2 + r
2 )dx,

Dτg2(τ) = −1
2hQ( τ

2 − r
2 ) = −1

2

∫
Ω
fQ(x, τ

2 − r
2 )dx.

Thus Dτ

∫ τ
2 + r

2
τ
2 − r

2

∫
Ω fQ(x, t)dx dt exists and199

Dτ

∫ τ
2 + r

2

τ
2 − r

2

∫
Ω
fQ(x, t)dx dt = λQ

4
1
r

[ ∫
Ω

|G(γ)(x, τ
2 + r

2 ) − yQ(x, τ
2 + r

2 )|2dx−
∫

Ω
|G(γ)(x, τ

2 − r
2 ) − yQ(x, τ

2 − r
2 )|2dx

]
.

(5.12)
Using similar arguments with

fΩ(x, t) := λΩ

2
1
r

|G(γ)(x, t) − yΩ(x, t)|2,

it follows that Dτ

∫ τ

τ−r

∫
Ω fΩ(x, t)dx dt exists and at every point τ ∈ [3r, T ]:200

Dτ

∫ τ

τ−r

∫
Ω
fΩ(x, t)dxdt = λΩ

2
1
r

[ ∫
Ω

|G(γ)(x, τ) − yΩ(x, τ)|2dx−
∫

Ω
|G(γ)(x, τ − r) − yΩ(x, τ − r)|2dx

]
. (5.13)

Consequently, Dτ Ĵr(γ, τ) exists and201

Dτ Ĵr(γ, τ) = λQ

4
1
r

[ ∫
Ω

|G(γ)(x, τ
2 + r

2 ) − yQ(x, τ
2 + r

2 )|2dx−
∫

Ω
|G(γ)(x, τ

2 − r
2 ) − yQ(x, τ

2 − r
2 )|2dx

]
+ λΩ

2
1
r

[ ∫
Ω

|G(γ)(x, τ) − yΩ(x, τ)|2dx−
∫

Ω
|G(γ)(x, τ − r) − yΩ(x, τ − r)|2dx

]
+ βT .

(5.14)

Using L2(Ω) norms, this formula may be rewritten equivalently:202

Dτ Ĵr(γ, τ) = λQ

4
1
r

[∣∣∣∣G(γ)(·, τ
2 + r

2 ) − yQ(·, τ
2 + r

2 )
∣∣∣∣2

L2(Ω) −
∣∣∣∣G(γ)(·, τ

2 − r
2 ) − yQ(·, τ

2 − r
2 )
∣∣∣∣2

L2(Ω)

]
+ λΩ

2
1
r

[∣∣∣∣G(γ)(·, τ) − yΩ(·, τ)
∣∣∣∣2

L2(Ω) −
∣∣∣∣G(γ)(·, τ − r) − yΩ(·, τ − r)

∣∣∣∣2
L2(Ω)

]
+ βT .

(5.15)

G being in particular a continuous mapping from U to W (0, T ) and thus a fortiori from U to C([0, T ];L2(Ω)) and203

the mappings yQ and yΩ belonging to C([0, T ];L2(Ω)) by hypothesis, it follows from formula (5.15) that the mapping204

Dτ Ĵr is also continuous from U × [3r, T ] in R. We have thus obtained the following proposition:205

Proposition 5.3. Supposing that the mappings yQ and yΩ belong to C([0, T ];L2(Ω)), then the partial derivative206

Dτ Ĵr(γ, τ) exists for every γ ∈ U and τ ∈ [3r, T ]. Moreover the mapping Dτ Ĵr : U × [3r, T ] → R is also continuous.207
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5.3 Continuous Fréchet differentiability of the reduced cost functional208

By Propositions 5.2 and 5.3, using [11, (8.9.1)] or [7, Theorem 3.7.1], we obtain the following corollary:209

Corollary 5.4. The reduced cost funtional Ĵr is continuously Fréchet differentiable and for every (γ, τ) ∈ U × [3r, T ],210

we have:211

D(γ,τ)Ĵr(γ, τ) · (δγ, δτ) = Dγ Ĵr(γ, τ) · δγ +Dτ Ĵr(γ, τ) · δτ

for every (δγ, δτ) ∈ H1(0, T ;R2) × R+([3r, T ] − τ) with Dγ Ĵr(γ, τ) given by (5.1) and Dτ Ĵr(γ, τ) given by (5.15).212

6 Adjoint System and Necessary Optimality Conditions213

Our purpose is to derive first order necessary conditions as variational inequalities for an admissible control to be an214

optimal one.215

If we suppose ΓS convex, then Uad is a closed convex subset of H1(0, T ;R2). In this case, provided that (γ̄, τ̄)216

is a minimizer of Problem (1.6) (even local minimizer), the reduced functional Ĵr should satisfy the variational217

inequalities218

Dγ Ĵr(γ̄, τ̄)(γ − γ̄) ≥ 0 for all γ ∈ Uad (6.1)
and219

Dτ Ĵr(γ̄, τ̄)(τ − τ̄) ≥ 0 for all τ ∈ [3r, T ], (6.2)
given that Ĵr is continuously Fréchet differentiable.220

But in our setting, in general, the condition of convexity of Uad is not necessary verified. Then, (6.1) is no more true.221

Therefore, we must introduce at any point γ ∈ Uad the cone of admissible directions and the related variational222

inequality (6.4). More precisely, we recall from [9, pp.211-212] the following definition and result. We start by223

introducing the cone of admissible directions:224

Definition 6.1. Let V be a normed vector space and U a non-empty subset of V . For every u ∈ U , the cone of225

admissible directions at u is226

C(u) := {0V }∪{d ∈ V \ {0}; ∃(uk)k≥0 ⊂ U, such that uk ̸= u ∀k ≥ 0,

lim
k→+∞

uk = u and lim
k→+∞

uk − u

||uk − u||
= d

||d||
}

(6.3)

In the particular case of a closed convex subset of a normed space, we have [4, pp.107-108]:227

Proposition 6.2. Let V a normed vector space and U a convex closed subset of V . For every u ∈ U , the cone of228

admissible directions C(u) at u is R+(U − u).229

Theorem 6.3. [9, p.212] Let V be a normed vector space and U a non-empty subset of V . Let f : O ⊂ V → R, a230

function defined on an open set O of V such that U ⊂ O. If f has at ū ∈ U a relative minimum compared to the231

subset U and is Fréchet differentiable at ū, then232

Df(ū) · δū ≥ 0, for all δū ∈ C(ū). (6.4)

Let us now come back to our present setting with V = H1(0, T ;R2) and U = Uad. Since Ĵr is Fréchet233

differentiable, Theorem 6.3 is applicable and (6.4) implies the necessary conditions Dγ Ĵr(γ̄, τ̄)δγ ≥ 0 for all234

δγ ∈ C(γ̄) and Dτ Ĵr(γ̄, τ̄)(τ − τ̄) ≥ 0 for all τ ∈ [3r, T ], for an admissible control (γ̄, τ̄) ∈ Uad × [3r, T ] to be optimal.235

However, condition Dγ Ĵr(γ̄, τ̄)δγ ≥ 0 for all δγ ∈ C(γ̄), would not be practical due to the appearance of v(γ̄, δγ)236

in (5.1). Indeed, to check this condition for each δγ ∈ C(γ̄), we have to solve the initial boundary value problem237

(4.5) with v = exp(w(γ̄))γ̃(γ̄) · δγ. To remedy this difficulty, it is classical to introduce the “adjoint system” whose238

solution p is called the adjoint state [24] of ȳ. We claim that the adjoint system of our problem is the following239

linear backward parabolic boundary value problem:240 
ρcpt + κ∆p = ∆ȳ − 1

r

(
λQ1[ τ̄

2 − r
2 , τ̄

2 + r
2 ](t)(ȳ − yQ) + λΩ1[τ̄−r,τ̄ ](t)(ȳ − yΩ)

)
in Q = Ω×]0, T [,

κ∂νp+ hp = ∂ν ȳ on Σ = Γ×]0, T [,
p(·, T ) = 0 in Ω.

(6.5)
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In fact, we have guessed the adjoint problem by using the formal Lagrange method described in [24, pp.120-122],241

which at first gives242

DyL(ȳ, γ̄, τ̄ , p)(y − ȳ) ≥ 0, (6.6)

for all y smooth functions satisfying y(·, 0) = y0. Renaming y− ȳ by y, it leads to the following variational inequality:243

DyL(ȳ, γ̄, τ̄ , p)y = 0, (6.7)

for all smooth functions y such that y(·, 0) = 0. We want the folowing necessary optimality conditions to be verified:244 
DyL(ȳ, γ̄, τ̄ , p)y = 0 for all y with y(·, 0) = 0,
DγL(ȳ, γ̄, τ̄ , p)δγ ≥ 0 for all δγ ∈ C(γ̄),
Dτ L(ȳ, γ̄, τ̄ , p)(s− τ̄) ≥ 0 for all s ∈ [3r, T ].

(6.8)

Note that we define L as the Lagrangian function associated with the problem (1.1)-(1.2)-(1.5)-(1.6), with respective245

Lagrangian multipliers p1 and p2:246

L(y, γ, τ, p1, p2) = Jr(y, γ, τ) −
∫ ∫

Q

(ρcyt − κ∆y) · p1dxdt

−
∫ ∫

Σ
(κ∂νy + hy − gγ1Σ1 − hyB1Σ3) · p2dS(x)dt.

(6.9)

The first necessary optimality condition leads to the adjoint equation.247

DyL(ȳ, γ̄, τ̄ , p1, p2)y = λQ

r

∫ τ̄
2 + r

2

τ̄
2 − r

2

∫
Ω

(ȳ − yQ).ydxdt+ λΩ

r

∫ τ̄

τ̄−r

∫
Ω

(ȳ − yΩ) · ydxdt

+
∫ T

0

∫
Ω

∇ȳ · ∇ydxdt− ρc

∫ ∫
Q

yt · p1dxdt+ κ

∫ ∫
Q

∆y · p1dxdt

− κ

∫ ∫
Σ
∂νy · p2dS(x)dt− h

∫ ∫
Σ
y · p2dS(x)dt.

(6.10)

We integrate by parts using Green’s formula in time and space with y(0) = 0 to get248

λQ

r

∫ τ̄
2 + r

2

τ̄
2 − r

2

∫
Ω

(ȳ − yQ).ydxdt+ λΩ

r

∫ τ̄

τ̄−r

∫
Ω

(ȳ − yΩ) · ydxdt−
∫ ∫

Q

∆ȳ · ydxdt+
∫ ∫

Σ
∂ν ȳ · ydS(x)dt

+ ρc

∫ ∫
Q

y · p1,tdxdt− ρc

∫
Ω
y(T ) · p1(T )dx+ κ

∫ ∫
Q

∆p1 · ydxdt− κ

∫ ∫
Σ
∂νp1 · ydS(x)dt

+ κ

∫ ∫
Σ
∂νy · p1dS(x)dt− κ

∫ ∫
Σ
∂νy · p2dS(x)dt− h

∫ ∫
Σ
y · p2dS(x)dt = 0.

(6.11)

For all y ∈ C∞
0 (Q) the terms with y(0), y(T ), and y, ∂νy vanishes in Ω and on Σ respectively. Therefore, (6.11)249

implies250

λQ

r

∫ ∫
Q

1[ τ̄
2 − r

2 , τ̄
2 + r

2 ](t)(ȳ − yQ).ydxdt+ λΩ

r

∫ ∫
Q

1[τ̄−r,τ̄ ](t)(ȳ − yΩ) · ydxdt

−
∫ ∫

Q

∆ȳ · ydxdt+ ρc

∫ ∫
Q

y · p1,tdxdt+ κ

∫ ∫
Q

∆p1 · ydxdt = 0, ∀y ∈ C∞
0 (Q).

(6.12)

C∞
0 (Q) being dense in L2(Q), we should have:

ρcp1,t + κ∆p1 − ∆ȳ + 1
r

(
λQ1[ τ̄

2 − r
2 , τ̄

2 + r
2 ](t)(ȳ − yQ) + λΩ1[τ̄−r,τ̄ ](t)(ȳ − yΩ)

)
∈ C∞

0 (Q)⊥L2(Q) = {0}.

Thus,251

ρcp1,t + κ∆p1 = ∆ȳ − 1
r

(
λQ1[ τ̄

2 − r
2 , τ̄

2 + r
2 ](t)(ȳ − yQ) + λΩ1[τ̄−r,τ̄ ](t)(ȳ − yΩ)

)
in Q. (6.13)
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In particular, the sum of the integrals over Q in equation (6.11) vanishes. Now, consider the set of all functions252

y ∈ C1(Q̄) such that ∂y
∂ν

∣∣∣
Σ

= 0, y|Σ = 0, and y(·, 0) = 0. For such functions, it follows from (6.11) that253 ∫
Ω
y(T )p1(T )dx = 0 in Ω. (6.14)

The possible values y(T ) form a dense subset of L2(Ω), so that (6.14) implies254

p1(T ) = 0 in Ω. (6.15)

Now, we do not need to have y|Σ = 0, ∂y
∂ν

∣∣∣
Σ

= 0 any more, so we consider the functions y ∈ C1(Q̄) such that255

y(·, 0) = 0 to obtain:256 ∫ ∫
Σ
κ(p1 − p2)∂νydS(x)dt+

∫ ∫
Σ

(∂ν ȳ − κ∂νp1 − hp2) · ydS(x)dt = 0. (6.16)

The set {(y|Σ ,
∂y
∂ν

∣∣∣
Σ

); y ∈ C1(Q̄)} being dense in L2(Σ) × L2(Σ), we conclude that257 {
κ∂νp1 + hp2 = ∂ν ȳ on Σ ,

p1 = p2 on Σ .
(6.17)

Renaming p1 by p, as p2|Σ = p1|Σ = p|Σ, we obtain (6.5) for the adjoint system.258

Definition 6.4. Let (γ̄, τ̄) be an optimal control of the minimizing problem (1.2)-(1.5)-(1.1)-(1.6) with associated259

state ȳ = G(γ̄). A function p ∈ W (0, T ) is said to be a weak solution to the adjoint problem (6.5), if p(·, T ) = 0 in260

Ω and261

−ρc
∫ ∫

Q

pt(x, t).v(x, t)dxdt+ κ

∫ ∫
Q

∇p(x, t)∇v(x, t)dxdt+ h

∫ ∫
Σ
p(x, t).v(x, t)dS(x)dt

=
∫ ∫

Q

∇G(γ̄)(x, t) · ∇v(x, t)dxdt+ λQ

r

∫ τ̄
2 + r

2

τ̄
2 − r

2

∫
Ω

(G(γ̄) − yQ)(x, t) · v(x, t)dxdt

+ λΩ

r

∫ τ̄

τ̄−r

∫
Ω

(G(γ̄) − yΩ)(x, t) · v(x, t)dxdt,

(6.18)

for every v ∈ L2(0, T ;H1(Ω)).262

Theorem 6.5. Let (γ̄, τ̄) be an optimal control and ȳ = G(γ̄) be the corresponding state. Then the backward263

parabolic problem (6.5) has a unique weak solution p ∈ W (0, T ), i.e. a unique solution of the variational problem264

(6.18) satisfying the terminal condition p(·, T ) = 0.265

Proof. First we start by a change of variables in (6.5) to get a classical parabolic forward problem. Let us set266

p̃ : Ω × [0, T ] → R : (x, ξ) 7→ p(x, T − ξ) and ṽ : Ω × [0, T ] → R : (x, ξ) 7→ v(x, T − ξ). Then, p̃(x, 0) =267

p(x, T ), p̃(x, T ) = p(x, 0), ṽ(x, 0) = v(x, T ), ṽ(x, T ) = v(x, 0), p̃(x, ξ) = p(x, T − ξ), and ṽ(x, ξ) := v(x, T − ξ). Also268

ρc

∫ ∫
Q

pt(x, t)v(x, t)dxdt = ρc

∫ ∫
Q

pt(x, T − ξ)v(x, T − ξ)dxdξ = −ρc
∫ ∫

Q

p̃ξ(x, ξ)ṽ(x, ξ)dxdξ.

Then, the variational formulation (6.18) is equivalent to the following classical forward one: p̃(·, 0) = 0 and269

ρc

∫ ∫
Q

p̃ξ(x, ξ)ṽ(x, ξ)dxdξ + κ

∫ ∫
Q

∇p̃(x, ξ)∇ṽ(x, ξ)dxdξ + h

∫ ∫
Σ
p̃(x, ξ).ṽ(x, ξ)dS(x)dξ

=
∫ ∫

Q

∇˜̄y(x, ξ).∇ṽ(x, ξ)dxdξ + λQ

r

∫ T − τ̄
2 + r

2

T − τ̄
2 − r

2

∫
Ω

(˜̄y − ỹQ)(x, ξ).ṽ(x, ξ)dxdξ

+ λΩ

r

∫ T −τ̄+r

T −τ̄

∫
Ω

(˜̄y − ỹΩ)(x, ξ).ṽ(x, ξ)dxdξ, ∀ṽ ∈ L2(0, T ;H1(Ω)),

(6.19)
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where we have set G(γ̄)(x, t) = ȳ(x, t) and ˜̄y(x, ξ) = ȳ(x, T − ξ). This variational formulation is still equivalent to270

(the proof of this equivalence is analogous to that of [15, Theorem 1.33]): p̃(·, 0) = 0 and271

ρc

∫
Ω
p̃ξ(x, ξ)w(x)dx+ κ

∫
Ω

∇p̃(x, ξ)∇w(x)dx+ h

∫
∂Ω
p̃(x, ξ).w(x)dS(x)

=
∫

Ω
∇˜̄y(x, ξ).∇w(x)dx+ λQ

r
1[T − τ̄

2 − r
2 ,T − τ̄

2 + r
2 ](ξ)

∫
Ω

(˜̄y − ỹQ)(x, ξ).w(x)dx

+ λΩ

r
1[T −τ̄ ,T −τ̄+r](ξ)

∫
Ω

(˜̄y − ỹΩ)(x, ξ).w(x)dx,∀w ∈ H1(Ω), for a.e. ξ ∈]0, T [.

(6.20)

We define the bilinear form:272

a : H1(Ω) ×H1(Ω) → R : (q, w) 7→ a(q, w),

where
a(q, w) = κ

∫
Ω

∇q(x).∇w(x) dx+ h

∫
Γ
q(x).w(x) dS(x).

273

a(·, ·) is a bilinear and continuous form on H1(Ω) ×H1(Ω) and coercive on V = H1(Ω) from [24, (2.14)]. Therefore,274

by the Lax-Milgram’s Theorem , a(·, ·) defines an isomorphism A from H1(Ω) onto H1(Ω)∗ such that a(q, w) =<275

Aq,w >H1(Ω)∗,H1(Ω), for all (q, w) ∈ H1(Ω) ×H1(Ω).276

Now, let us prove that:277

L : [0, T ] → H1(Ω)⋆ : ξ 7→ L(ξ),

where278

L(ξ) : H1(Ω) → R : w 7→ L(ξ)w,

with279

L(ξ)w =λQ

r
1[T − τ̄

2 − r
2 ,T − τ̄

2 + r
2 ](ξ)

∫
Ω

(˜̄y(x, ξ) − ỹQ(x, ξ)).w(x)dx+ λΩ

r
1[T −τ̄ ,T −τ̄+r](ξ)

∫
Ω

(˜̄y(x, ξ) − ỹΩ(x, ξ)).w(x)dx

+
∫

Ω
∇˜̄y(x, ξ).∇w(x)dx,

belongs to L2(0, T ;H1(Ω)⋆). Indeed, L(ξ) is a linear and continuous form on H1(Ω) since by Cauchy-Schwarz280

inequality:281

|L(ξ)(w)| ≤
(
||˜̄y(·, ξ)||H1(Ω) + λQ

r
||(˜̄y − ỹQ)(·, ξ)||L2(Ω) + λΩ

r
||(˜̄y − ỹΩ)(·, ξ)||L2(Ω)

)
||w||H1(Ω), (6.21)

so that
||L(ξ)||H1(Ω)⋆ ≤ ||˜̄y(·, ξ)||H1(Ω) + λQ

r
||(˜̄y − ỹQ)(·, ξ)||L2(Ω) + λΩ

r
||(˜̄y − ỹΩ)(·, ξ)||L2(Ω).

Thus282

||L||L2(0,T ;H1(Ω)⋆) ≤ ||˜̄y||L2(0,T ;H1(Ω)) + λQ

r
||˜̄y − ỹQ||L2(Q) + λΩ

r
||˜̄y − ỹΩ||L2(Q). (6.22)

Applying [8, Theorem 11.7, p.192] there exists a unique p̃ ∈ W (0;T ) such that283

ρc
d

dξ

∫
Ω
p̃(ξ)(x)w(x)dx+ a(p̃(·, ξ), w) = L(ξ)(w) in D′(]0, T [), for all w ∈ H1(Ω). (6.23)

By [8, Theorem 11.6 p.191],

d

dξ

∫
Ω
p̃(ξ)(x)w(x)dx =

〈dp̃
dξ

(ξ), w
〉

H1(Ω)⋆,H1(Ω)
in D′(]0, T [), for all w ∈ H1(Ω),
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so that by the previous definitions of the bilinear continuous form a(·, ·) and of the linear continuous form L(ξ) on284

H1(Ω), we obtain285

ρc
〈dp̃
dξ

(ξ), w
〉

H1(Ω)⋆,H1(Ω)
+ κ

∫
Ω

∇p̃(ξ).∇w(x)dx+ h

∫
∂Ω
p̃(x, ξ).w(x)dS(x)

=
∫

Ω
∇˜̄y(x, ξ).∇w(x)dx+ λQ

r
1[T − τ̄

2 − r
2 ,T − τ̄

2 + r
2 ](ξ)

∫
Ω

(˜̄y − ỹQ)(x, ξ).w(x)dx

+ λΩ

r
1[T −τ̄ ,T −τ̄+r](ξ)

∫
Ω

(˜̄y − ỹΩ)(x, ξ).w(x)dx

(6.24)

for all w ∈ H1(Ω) and for a.e. ξ ∈]0, T [, i. e., (6.20).286

Proposition 6.6. If (γ̄, τ̄) ∈ Uad × [3r, T ] is an optimal control to the minimizing problem (1.6) with associated state287

ȳ and p ∈ W (0, T ) the corresponding adjoint state that solves (6.5), then (γ̄, τ̄) verifies the variational inequalty:288

Dγ Ĵr(γ̄, τ̄) · δγ̄ =2acR

∫ ∫
Σ1

exp
(
w(γ̄)(x, t)

)
γ̃(γ̄)(x, t) · (δγ̄)(t)p(x, t)dS(x)dt

+ λγ

∫ T

0
γ̄(t) · δγ̄(t)dt+ λγ

∫ T

0
γ̄′(t) · δγ̄′(t)dt ≥ 0, for all δγ̄ ∈ C(γ̄),

(6.25)

where C(γ̄) denotes the cone of admissible directions to Uad at γ̄ defined by (6.3) with V = H1(0, T ;R2).289

(γ̄, τ̄) verifies also the variational inequality:290

Dτ Ĵr(γ̄, τ̄)(s− τ̄) =λQ

4
s− τ̄

r

[∣∣∣∣G(γ̄)(·, τ̄
2 + r

2 ) − yQ(·, τ̄
2 + r

2 )
∣∣∣∣2

L2(Ω) −
∣∣∣∣G(γ̄)(·, τ̄

2 − r
2 ) − yQ(·, τ̄

2 − r
2 )
∣∣∣∣2

L2(Ω)

]
+ λΩ

2
s− τ̄

r

[∣∣∣∣G(γ̄)(·, τ̄) − yΩ(·, τ̄)
∣∣∣∣2

L2(Ω) −
∣∣∣∣G(γ̄)(·, τ̄ − r) − yΩ(·, τ̄ − r)

∣∣∣∣2
L2(Ω)

]
+ βT (s− τ̄) ≥ 0, for all s ∈ [3r, T ].

(6.26)

Proof. If (γ̄, τ̄) is an optimal control of the minimizing problem then from Theorem 6.3, the optimal control γ̄ must291

satisfy the following first order necessary optimality condition with respect to γ :292

Dγ Ĵr(γ̄, τ̄) · δγ̄ ≥ 0, ∀ δγ̄ ∈ C(γ̄). (6.27)

By equation (5.1), we have:293

Dγ Ĵr(γ̄, τ̄) · δγ̄ = λQ

r

∫ τ̄
2 + r

2

τ̄
2 − r

2

∫
Ω
G(γ̄)v(γ̄, δγ̄)dxdt− λQ

r

∫ τ̄
2 + r

2

τ̄
2 − r

2

∫
Ω
yQv(γ̄, δγ̄)dxdt+ λΩ

r

∫ τ̄

τ̄−r

∫
Ω
G(γ̄)v(γ̄, δγ̄)dxdt

− λΩ

r

∫ τ̄

τ̄−r

∫
Ω
yΩv(γ̄, δγ̄)dxdt+

∫ T

0

∫
Ω

∇G(γ̄) · ∇v(γ̄, δγ̄)dxdt+ λγ

∫ T

0
γ̄(t) · δγ̄(t)dt+ λγ

∫ T

0
γ̄′(t) · δγ̄′(t)dt ≥ 0

(6.28)
Using equation (6.18) with v = v(γ̄, δγ̄), we obtain:294

Dγ Ĵr(γ̄, τ̄) · δγ̄ = − ρc

∫ ∫
Q

pt(x, t)v(γ̄, δγ̄)(x, t)dxdt+ κ

∫ ∫
Q

∇p(x, t) · ∇v(γ̄, δγ̄)(x, t)dxdt

+ h

∫ ∫
Σ
p(x, t)v(γ̄, δγ̄)(x, t)dS(x)dt+ λγ

∫ T

0
γ̄(t) · δγ̄(t)dt+ λγ

∫ T

0
γ̄′(t)δγ̄′(t)dt ≥ 0,

(6.29)

for all δγ̄ ∈ C(γ̄), where v(γ̄, δγ̄) is the weak solution of the following system:295 
ρc∂tv(γ̄, δγ̄) − κ∆v(γ̄, δγ̄) = 0 in Q,

κ∂νv(γ̄, δγ̄) + hv(γ̄, δγ̄) = 2acR exp(w(γ̄))γ̃(γ̄).δγ̄ on Σ1,

κ∂νv(γ̄, δγ̄) + hv(γ̄, δγ̄) = 0 on Σ2 ∪ Σ3,

v(γ̄, δγ̄)(·, 0) = 0 in Ω,

(6.30)
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and p the weak solution of (6.5). We now use the fact that v(γ̄, δγ̄) is the weak solution of (6.30), and considering296

p(·, ·) as a test function of the weak formulation of (6.30), we integrate by parts in W (0, T ) using [24, Theorem 3.11297

p.148] noting that v(γ̄, δγ̄)(·, 0) = 0 and p(·, T ) = 0, and obtain:298

−ρc
∫ ∫

Q

pt(x, t) · v(γ̄, δγ̄)(x, t)dxdt+ κ

∫ ∫
Q

∇p(x, t) · ∇v(γ̄, δγ̄)(x, t)dxdt

+h
∫ ∫

Σ
p(x, t) · v(γ̄, δγ̄)(x, t)dS(x)dt = 2acR

∫ ∫
Σ1

exp
(
w(γ̄)(x, t)

)
γ̃(γ̄)(t) · (δγ̄)(t)p(x, t)dS(x)dt.

(6.31)

Substituting the above identity in (6.29) we obtain (6.25).299

300

From Theorem 6.3, the optimal control (γ̄, τ̄) must also satisfy the following first order necessary optimality301

condition with respect to time given by302

Dτ Ĵr(γ̄, τ̄)(s− τ̄) ≥ 0, ∀s ∈ [3r, T ], (6.32)

as [3r, T ] is a closed convex subset of R. Owing to (5.14), we obtain (6.26).303

Remark 6.7. The condition (6.32) can be simplified by taking the following arguments on s :304

• If τ̄ ∈]3r, T [, we consider s = τ̄ + h or s = τ̄ − h where h > 0, and obtain Dτ Ĵr(γ̄, τ̄) = 0305

• If τ̄ = 3r then s− τ̄ ≥ 0, for any s ∈ [3r, T ], so we have Dτ Ĵr(γ̄, τ̄) ≥ 0.306

• If τ̄ = T , then s− τ̄ ≤ 0, and deduce that Dτ Ĵr(γ̄, τ̄) ≤ 0.307

Corollary 5.4 and the previous proposition imply the following corollary:308

Corollary 6.8. If (γ̄, τ̄) ∈ Uad × [3r, T ] is an optimal control to the minimizing problem (1.6), then309

D(γ,τ)Ĵr(γ̄, τ̄)(δγ̄, δτ̄) ≥ 0 for every (δγ̄, δτ̄) ∈ C(γ̄,τ̄). (6.33)

We have introduced the Lagrangian functional previously, rather informally, in order to guess the adjoint problem.310

Let us now define it rigorously:311

Definition 6.9. The Lagrangian functional associated with Problem (1.1)-(1.2)-(1.5)-(1.6) is the mapping

L : W (0, T ) ×H1(0, T ;R2) × [3r, T ] × L2(0, T ;H1(Ω)) → R

which sends (y, γ, τ, p) ∈ W (0, T ) ×H1(0, T ;R2) × [3r, T ] × L2(0, T ;H1(Ω)) onto the real number:312

L(y, γ, τ, p) = Jr(y, γ, τ) −
∫ ∫

Q

(ρcytp+ κ∇y · ∇p)dxdt−
∫ ∫

Σ
(hy − gγ1Σ1 − hyB1Σ3) · p dS(x)dt. (6.34)

This rigorous defintion allows us to reformulate our first order necessary optimality conditions obtained in313

Proposition 6.6 in terms of the Lagrangian functional:314

Proposition 6.10. If (γ̄, τ̄) ∈ Uad × [3r, T ] is an optimal control to the minimizing problem (1.6) with associated315

state ȳ and p ∈ W (0, T ) the corresponding adjoint state to ȳ that solves (6.5), then (γ̄, τ̄) verifies the variational316

inequalty:317

DγL(ȳ, γ̄, τ̄ , p)δγ̄ ≥ 0 for all δγ̄ ∈ C(γ̄), (6.35)

where C(γ̄) denotes the cone of admissible directions to Uad at γ̄ defined by (6.3) with V = H1(0, T ;R2).318

319

(γ̄, τ̄) verifies also the variational inequality:320

Dτ L(ȳ, γ̄, τ̄ , p)(s− τ̄) ≥ 0 for all s ∈ [3r, T ]. (6.36)
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Proof. In view of the definition of the Lagrangian function, we have to prove that the mapping F : H1(0, T ;R2) → R :321

γ 7→
∫∫

Σgγ(x, t)1Σ1(x, t)p(x, t)dS(x)dt =
∫∫

Σ1
gγ(x, t)p(x, t)dS(x)dt =

∫ T

0
∫

Γ1
gγ(x, t)p(x, t)dS(x)dt is continuously322

Fréchet differentiable and that at every point γ ∈ H1(0, T ;R2):323

F ′(γ) · δγ = 8αP
πR4

∫∫
Σ1
e− 2

R2 |x−γ(t)|2
(x− γ(t)|δγ(t))R2 p(x, t)dS(x)dt, for every δγ ∈ H1(0, T ;R2).

Let us firstly compute its Gâteaux derivative at point γ ∈ H1(0, T ;R2). Let us consider a sequence of positive real324

numbers (hn)n∈N converging to zero.325 ∫∫
Σ1

gγ+hnδγ(x, t) − gγ(x, t)
hn

p(x, t)dS(x)dt = 2αP
πR2

∫∫
Σ1

1
hn

(e− 2
R2 |x−γ(t)−hnδγ(t)|2

− e− 2
R2 |x−γ(t)|2

)p(x, t)dS(x)dt.

We want to apply Lebesgue dominated convergence theorem. We have:326

d

dh
e− 2

R2 |x−γ(t)−hδγ(t)|2
= 4
R2 e− 2

R2 |x−γ(t)−hδγ(t)|2
[(x− γ(t)|δγ(t))R2 + |δγ(t)|2R2h],

so that:327

1
hn

(e− 2
R2 |x−γ(t)−hnδγ(t)|2

− e− 2
R2 |x−γ(t)|2

) = 1
hn

∫ hn

0
4

R2 e
− 2

R2 |x−γ(t)−hδγ(t)|2
[(x− γ(t)|δγ(t))R2 + |δγ(t)|2R2h]dh

→ 4
R2 e

− 2
R2 |x−γ(t)|2

(x− γ(t)|δγ(t))R2 as n → +∞.

Also by 1
hn

(e− 2
R2 |x−γ(t)−hnδγ(t)|2

−e− 2
R2 |x−γ(t)|2

) = 1
hn

∫ hn

0
4

R2 e
− 2

R2 |x−γ(t)−hδγ(t)|2
[(x− γ(t)|δγ(t))R2 + |δγ(t)|2R2h]dh328

follows that:329

|e
− 2

R2 |x−γ(t)−hnδγ(t)|2
− e− 2

R2 |x−γ(t)|2

hn
| ≤ 4

R2

[
| (x− γ(t)|δγ(t))R2 | + |δγ(t)|2R2

hn

2

]
.

Thus, the hypotheses of Lebesgue dominated convergence theorem are verified and330 ∫∫
Σ1

gγ+hnδγ (x,t)−gγ (x,t)
hn

p(x, t)dS(x)dt → 2αP
πR2

∫∫
Σ1

4
R2 e

− 2
R2 |x−γ(t)|2

(x− γ(t)|δγ(t))R2 p(x, t)dS(x)dt
= 8αP

πR4

∫∫
Σ1
e− 2

R2 |x−γ(t)|2
(x− γ(t)|δγ(t))R2 p(x, t)dS(x)dt.

Consequently, the directional derivative F ′(γ) · δγ exists and:331

F ′(γ) · δγ = 8αP
πR4

∫∫
Σ1
e− 2

R2 |x−γ(t)|2
(x− γ(t)|δγ(t))R2 p(x, t)dS(x)dt. (6.37)

Since p ∈ W (0, T ), p|Σ1 ∈ L2(0, T ;L2(Γ1)) and from H1(0, T ;R2) ↪→ C([0, T ];R2), it follows that F ′(γ) is a332

continuous linear form on H1(0, T ;R2). Thus, the Gâteaux derivative of F at point γ ∈ H1(0, T ;R2) exists and333

is given by (6.37). Let us show that the mapping H1(0, T ;R2) → H1(0, T ;R2)⋆ : γ 7→ F ′(γ) is continuous. This334

will imply that the Fréchet derivative exists and is equal to the Gâteaux derivative. Let γ0 ∈ H1(0, T ;R2). For335

δγ ∈ H1(0, T ;R2) such that ∥δγ∥H1(0,T ;R2) ≤ 1, we have:336

|F ′(γ) · δγ − F ′(γ0) · δγ| ≲ |
∫∫

Σ1
e− 2

R2 |x−γ(t)|2
(γ0(t) − γ(t)|δγ(t))R2 p(x, t)dS(x)dt|

+|
∫∫

Σ1
(e− 2

R2 |x−γ(t)|2
− e− 2

R2 |x−γ0(t)|2
) (γ0(t)|δγ(t))R2 p(x, t)dS(x)dt|

≲
∫∫

Σ1
∥γ0 − γ∥C([0,T ];R2) |p(x, t)|dS(x)dt+

∫∫
Σ1

|e− 2
R2 |x−γ(t)|2

− e− 2
R2 |x−γ0(t)|2

| |p(x, t)|dS(x)dt
≲ ∥γ0 − γ∥C([0,T ];R2)

∫∫
Σ1

|p(x, t)|dS(x)dt ≲ ∥γ0 − γ∥H1(0,T ;R2) ,

showing that F ′(γ) tends to F ′(γ0) in
[
H1(0, T ;R2)

]∗ as γ → γ0 in H1(0, T ;R2). Consequently, F is continuously337

Fréchet differentiable and F ′(γ) · δγ is given by formula (6.37). Thus by (6.9):338

DγL(ȳ, γ̄, τ̄ , p)δγ̄ = λγ

∫ T

0 γ̄(t) · δγ̄(t)dt+ λγ

∫ T

0 γ̄′(t) · δγ̄′(t)dt+ F ′(γ̄) · δγ̄, (6.38)

which by formula (6.37) coincides with the r.h.s. of (6.25).339

Let us now prove that (γ̄, τ̄) verifies also the variational inequality:340

Dτ L(ȳ, γ̄, τ̄ , p)(s− τ̄) ≥ 0 for all s ∈ [3r, T ]. (6.39)

It follows immediately from the definition of the Lagrangian function that Dτ L(ȳ, γ̄, τ̄ , p) = DτJr(ȳ, γ̄, τ̄ , p) =341

Dτ Ĵr(γ̄, τ̄ , p), so that the variational inequality (6.26) is equivalent to the variational inequality (6.39).342
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7 Second order Fréchet differentiability of the control-to-state operator343

In this section, we aim to find explicitly the second order differential of G. To do that we proceed in the following344

steps:345

Step 1: Finding the second order differential in a formal way.346

We already know the first order differential from (4.2). Giving an increment δγ2 to γ in G, we formally get the347

following by using the first order finite Taylor expansion,348

ew(γ+δγ2)γ̃(γ + δγ2) · δγ1 = ew(γ)+2cRγ̃(γ)·δγ2+o(||δγ2||H1(0,T ;R2))[x− (γ + δγ2)(t)] · δγ1 by (4.9)
= ew(γ)[1 + 2cRγ̃(γ) · δγ2 + o(||δγ2||)](γ̃(γ) − δγ2) · δγ1

= ew(γ)γ̃(γ) · δγ1 + ew(γ)(− δγ1 · δγ2 + 2cRγ̃(γ) · δγ1γ̃(γ) · δγ2
)

+ o(||δγ2||) · δγ1

(7.1)

where lim
x→0

o(∥δγ2∥)
||δγ2|| = 0, then349

D2G(γ)(δγ1, δγ2) = 2acRσ
[
ew(γ)(2cRγ̃(γ) · δγ1γ̃(γ) · δγ2 − δγ1 · δγ2)

]
(7.2)

Step 2: Let us prove that the right-hand side of (7.2) is well defined.
Let δγ1, δγ2 ∈ H1(0, T ;R2). As H1(0, T ;R2) ↪−→ C([0, T ];R2), we get that δγ1, δγ2 ∈ C([0, T ];R2).Therefore
δγ1 · δγ2 ∈ L2(0, T ;R) being continuous on a compact interval and thus bounded.
In addition, we also have that γ̃ : (x, t) 7→ γ̃(γ)(x, t) = x− γ(t) ∈ R2 is continuous on Σ̄1 = Γ̄1 × [0, T ] and also δγi

which can be viewed as defined on Σ̄1 by (x, t) 7→ t 7→ δγi(t) ∈ R2 for all (x, t) ∈ Σ̄1 (i = 1, 2). Thus,

2cRγ̃(γ) · δγ1γ̃(γ) · δγ2 − δγ1 · δγ2 ∈ C(Σ̄1;R) ↪−→ L2(Σ1).

Further, as ew(γ) := e−cR|γ̃(γ)|2 is bounded from above by 1 on Σ1, it belongs to L∞(Σ1). Consequently

ew(γ)(2cRγ̃(γ) · δγ1γ̃(γ) · δγ2 − δγ1 · δγ2) ∈ L2(Σ1).

Now σ, as defined in (4.4), being a linear and continuous operator from L2(Σ1) into W (0, T ), we get350

σ(ew(γ)(2cRγ̃(γ) · δγ1γ̃(γ) · δγ2 − δγ1 · δγ2)) has sense (7.3)

and belongs to W (0, T ), in particular to L2(0, T ;H1(Ω)).

Step 3: If the second derivative of G at point γ, D2G(γ), exists then D2G(γ) belongs to the space

L (H1(0, T ;R2); L (H1(0, T ;R2);W (0, T )))

which is identified to the space of bilinear continuous mappings from H1(0, T ;R2)2 into W (0, T )

L2(H1(0, T ;R2);W (0, T )).

From this comes the idea that we must prove that the mapping351

Bγ : (δγ1, δγ2) 7→ 2acRσ
[
e−cR|γ̃(γ)|2

(2cRγ̃(γ) · δγ1γ̃(γ) · δγ2 − δγ1 · δγ2)
]

(7.4)

is bilinear and continuous from H1(0, T ;R2) ×H1(0, T ;R2) into W (0, T ). Firstly, let us prove that352

Fγ : H1(0, T ;R2)2 → L2(Σ1)

(δγ1, δγ2) 7→ e−cR|γ̃(γ)|2
(2cRγ̃(γ) · δγ1γ̃(γ) · δγ2 − δγ1 · δγ2)

(7.5)

is bilinear and continuous from H1(0, T ;R2)2 into L2(Σ1).353

From its definition, we clearly see that Fγ is bilinear. Further, Fγ is continuous since354

|Fγ(δγ1, δγ2)(x, t)| = e−cR|γ̃(γ)(x,t)|2
|2cR(x− γ(t)) · δγ1(t)(x− γ(t)).δγ2(t) − δγ1(t) · δγ2(t)|

≤ 2cR|x− γ(t)|2 |δγ1(t)| |δγ2(t)| + |δγ1(t)| |δγ2(t)|
≤ c(||γ||∞) ||δγ1||∞||δγ2||∞ ,

(7.6)
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where ||β||∞ := sup
t∈[0,T ]

|β(t)|, ∀β ∈ H1(0, T ;R2). Using that δγi ∈ H1(0, T ;R2) ↪−→ C([0, T ];R2) (i = 1, 2), we have:355

||Fγ(δγ1, δγ2)||2L2(Σ1) =
∫

Σ1

|Fγ(δγ1, δγ2)(x, t)|2dxdt

≤ c

∫
Σ1

||δγ1||2H1(0,T ;R2)||δγ2||2H1(0,T ;R2)dxdt.

(7.7)

Thus356

||Fγ(δγ1, δγ2)||L2(Σ1) ≤ C(Σ1, ||γ||∞)||δγ1||H1(0,T ;R2)||δγ2||H1(0,T ;R2). (7.8)

Now, we know that σ is a linear continuous operator from L2(Σ1) into W (0, T ). It follows that the composite357

function σ ◦ Fγ : (δγ1, δγ2) 7→ σ ◦ F (δγ1, δγ2) is linear with respect to δγ1. The same can be done to prove the358

linearity of σ ◦ Fγ with respect to δγ2. Moreover, as a composite function, σ ◦ Fγ is also continuous We have thus359

proved that Bγ defined by (7.4) is a bilinear and continuous mapping from H1(0, T ;R2) ×H1(0, T ;R2) into W (0, T ).360

361

Step 4: To prove that Bγ = 2acR σ ◦ Fγ defined by equation (7.4) is the second order derivative D2G(γ) ∈362

L2(H1(0, T ;R2);W (0, T )) of the function G : H1(0, T ;R2) → W (0, T ) at point γ, we need to prove that for every363

δγ2 ∈ H1(0, T ;R2):364

||DG(γ + δγ2) −DG(γ) −Bγ(·, δγ2)||L (H1(0,T ;R2);W (0,T )) = o(||δγ2||H1(0,T ;R2)) (7.9)

i.e.365

sup
||δγ1||H1(0,T ;R2)≤1

||DG(γ + δγ2) · δγ1 −DG(γ) · δγ1 −Bγ(δγ1, δγ2)||W (0,T ) = o(||δγ2||H1(0,T ;R2)). (7.10)

So, let us compute DG(γ + δγ2) · δγ1 −DG(γ) · δγ1 − 2acRσ ◦ Fγ(δγ1, δγ2). By (7.5), we have:366

DG(γ + δγ2) · δγ1 −DG(γ) · δγ1 − 2acRσ
[
ew(γ)(2cRγ̃(γ) · δγ1γ̃(γ) · δγ2 − δγ1 · δγ2)

]
= 2acRσ

[
e−cR|γ̃(γ+δγ2)|2

γ̃(γ + δγ2) · δγ1 − e−cR|γ̃(γ)|2
γ̃(γ) · δγ1

− e−cR|γ̃(γ)|2
(2cRγ̃(γ) · δγ1γ̃(γ).δγ2 − δγ1 · δγ2)

]
.

(7.11)

It suffices to consider the expression between the square brackets as σ ∈ L (L2(Σ1);W (0, T )). We have :367 [
e−cR|γ̃(γ+δγ2)|2

γ̃(γ + δγ2).δγ1 − e−cR|γ̃(γ)|2
γ̃(γ) · δγ1 − e−cR|γ̃(γ)|2

(2cRγ̃(γ) · δγ1γ̃(γ) · δγ2 − δγ1 · δγ2)
]

(x, t)

=
[
e−cR|x−γ(t)−δγ2(t)|2

(x− γ(t) − δγ2(t)) · δγ1(t) − e−cR|x−γ(t)|2
(x− γ(t)) · δγ1(t)

− e−cR|x−γ(t)|2
(2cR(x− γ(t)) · δγ1(t)(x− γ(t)).δγ2(t) − δγ1(t).δγ2(t))

]
.

(7.12)
Taking δγ1(t) as factor in the three terms, (7.12) can be rewritten:368

δγ1(t) ·
[
e−cR|x−γ(t)−δγ2(t)|2

(x− γ(t) − δγ2(t)) − e−cR|x−γ(t)|2
(x− γ(t))

− e−cR|x−γ(t)|2
(2cR(x− γ(t)) · δγ2(t)(x− γ(t)) − δγ2(t))

]
.

(7.13)

Step 5: To prove that D2G(γ) exists and is equal to Bγ = 2acR σ ◦ Fγ , we must prove that:

||DG(γ + δγ2).δγ1 −DG(γ) · δγ1 − 2acRσ ◦ Fγ(δγ1, δγ2)||W (0,T ) = o(||δγ2||H1(0,T ;R2)

uniformly in δγ1 for ||δγ1||H1(0,T ;R2) bounded. By (7.13), this will be proved, if we show that:369

sup
||δγ1||H1(0,T ;R2)≤1

||δγ1||∞
wwe−cR|x−γ(t)−δγ2(t)|2

(x− γ(t) − δγ2(t)) − e−cR|x−γ(t)|2
(x− γ(t))

−e−cR|x−γ(t)|2
(

2cR(x− γ(t)) · δγ2(t)(x− γ(t)) − δγ2(t)
)www

L2(Σ1)2
= o(||δγ2||H1(0,T ;R2)).

(7.14)
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But ||δγ1||H1(0,T ;R2) ≤ 1 so that a fortiori ||δγ1||∞ ≤ c for some positive constant c. Also due to the compact370

embedding H1(0, T ;R2) in C([0, T ];R2), a o(||δγ2||∞) is a fortiori a o(||δγ2||H1(0,T ;R2)). Therefore it suffices to prove371

that372 wwe−cR|x−γ(t)−δγ2(t)|2
(x− γ(t) − δγ2(t)) − e−cR|x−γ(t)|2

(x− γ(t))

− e−cR|x−γ(t)|2
(2cR(x− γ(t)).δγ2(t)(x− γ(t)) − δγ2(t))

ww
L2(Σ1)2 = o(||δγ2||∞).

(7.15)

Substituting the direct equality373

e−cR|x−γ(t)−δγ2(t)|2
= e−cR|x−γ(t)|2

.e−cR[|δγ2(t)|2−2(x−γ(t)).δγ2(t)]

in (7.15), it reduces to prove that374 wwe−cR|x−γ(t)|2[
e−cR[|δγ2(t)|2−2(x−γ(t)).δγ2(t)](x− γ(t) − δγ2(t))

− (x− γ(t)) − 2cR(x− γ(t)).δγ2(t)(x− γ(t)) + δγ2(t)
]ww

L2(Σ1)2 = o(||δγ2||∞)
(7.16)

i.e.375 wwe−cR|x−γ(t)|2[
(e−cR[|δγ2(t)|2−2(x−γ(t)).δγ2(t)] − 1)(x− γ(t) − δγ2(t))
− 2cR(x− γ(t)).δγ2(t)(x− γ(t))

]ww
L2(Σ1)2 = o(||δγ2||∞).

(7.17)

Now, we may drop the factor e−cR|x−γ(t)|2 since it is bounded from above by 1, so that it suffices to prove that376 ww(e−cR[|δγ2(t)|2−2(x−γ(t)).δγ2(t)] − 1)(x− γ(t) − δγ2(t)) − 2cR(x− γ(t)).δγ2(t)(x− γ(t))
ww

L2(Σ1)2

= o(||δγ2||∞).
(7.18)

Now, δγ2(t) and x− γ(t) being bounded, it is sufficient to prove that377

∥ − cR[|δγ2(t)|2 − 2(x− γ(t)).δγ2(t)](x− γ(t) − δγ2(t)) − 2cR(x− γ(t)).δγ2(t)(x− γ(t))∥L2(Σ1)2

= o(||δγ2||∞),
(7.19)

i.e.378

|| − cR|δγ2(t)|2(x− γ(t) − δγ2(t)) − 2cR(x− γ(t)).δγ2(t)δγ2(t)||L2(Σ1)2 = o(||δγ2||H1(0,T ;R2)) (7.20)

which is obvious.379

380

Step 6: It is also clear from formula (7.4), thatD2G is also continuous from U ⊂ H1(0, T ;R2) into L2(H1(0, T ;R2);W (0, T )).381

We have thus proved the following proposition:382

Proposition 7.1. The control to state mapping G is twice continuously Fréchet differentiable from U ⊂ H1(0, T ;R2)383

into W (0, T ). The second derivative D2G(γ) at point γ ∈ U , is the bilinear continuous mapping which sends384

(δγ1, δγ2) ∈ [H1(0, T ;R2)]2 to 2acRy, where y = y(δγ1, δγ2) ∈ W (0, T ) is the weak solution of385 
ρc∂ty − κ∆y = 0 in Q,

κ∂νy + hy = ew(γ)(2cRγ̃(γ).δγ1γ̃(γ).δγ2 − δγ1.δγ2) on Σ1,

κ∂νy + hy = 0 on Σ2 ∪ Σ3,

y(·, 0) = 0 in Ω.

(7.21)
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8 Second order differentiability of the reduced cost functional386

Proposition 8.1. For fixed τ , the mapping γ ∈ U 7→ Ĵr(γ, τ) ∈ R is twice continuously differentiable and we have387

for all δγ1, δγ2 in H1(0, T ;R2):388

Dγγ Ĵr(γ, τ) · [δγ1, δγ2] =
λQ

r

∫ τ
2 + r

2

τ
2 − r

2

∫
Ω

(
(G(γ) − yQ)(x, t)DγγG(γ) · [δγ1, δγ2](x, t) + v(γ, δγ2)(x, t).v(γ, δγ1)(x, t)

)
dxdt

+λΩ

r

∫ τ

τ−r

∫
Ω

(
(G(γ) − yΩ)(x, t)DγγG(γ) · [δγ1, δγ2](x, t) + v(γ, δγ2)(x, t).v(γ, δγ1)(x, t)

)
dxdt

+
∫ T

0

∫
Ω

(
∇v(γ, δγ2)(x, t).∇v(γ, δγ1)(x, t) + ∇G(γ)(x, t).∇DγγG(γ).[δγ1, δγ2](x, t)

)
dxdt

+ λγ(δγ2, δγ1)H1(0,T ;R2).

(8.1)

Proof. Let us consider the first term in the right-hand side of Ĵr in (3.2),

γ 7→
∫ τ

2 + r
2

τ
2 − r

2

∫
Ω

|G(γ)(x, t) − yQ(x, t)|2dxdt.

We may consider it as the composite function of389

h : U → L2(Q)2 : γ 7→ (G(γ) − yQ, G(γ) − yQ)

followed by the continuous bilinear mapping

[·, ·] : (f, g) ∈ L2(Q)2 7→
∫ τ

2 + r
2

τ
2 − r

2

∫
Ω
f(x, t)g(x, t)dxdt ∈ R.

As we know that G is two times continuously differentiable from U into W (0, T ) and thus a fortiori into L2(Q),
the mapping h is two times continuously differentiable. The expression of its first derivative follows immediately
from (4.2) and of its second derivative from (7.4). The continuous bilinear mapping [·, ·] is two times continuously
differentiable. Its first derivative at point (f, g) ∈ L2(Q)2 is the linear continuous mapping

(δf, δg) ∈ L2(Q)2 7→ [δf, g] + [f, δg] ∈ R

and its second derivative at any point (f, g) ∈ L2(Q) × L2(Q) is the bilinear continuous mapping

((∆f,∆g), (δf, δg)) ∈ (L2(Q)2 × L2(Q)2) 7→ [δf,∆g] + [∆f, δg] ∈ R.

Thus by Theorem 5.4.2 of [7, p.72] the composite mapping corresponding to the first term of (3.2) is two times390

continuously differentiable and the expression of its second derivative follows from formula (7.5.1) of [7, p.95] which391

gives the expression of the second derivative of the composite of two functions.392

The second term in (3.2) is treated similarly. For the third term,393

Dγγ

(1
2

∫ T

0

∫
Ω

|∇G(γ)(x, t)|2dxdt
)

[δγ1, δγ2] =
∫ T

0

∫
Ω

(
∇v(γ, δγ2)(x, t).∇v(γ, δγ1)(x, t)

+ ∇G(γ)(x, t).∇DγγG(γ).[δγ1, δγ2]
)
dxdt.

The last but one term γ 7→ λγ

2 ||γ||2H1(0,T ;R2) in (3.2) is obviously of class C2 and the computation of its second394

derivative is immediate being the quadratic form associated with the continuous bilinear form of the scalar product395

in H1(0, T ;R2). Therefore, we get (8.1).396

Proposition 8.2. The mapping U × [3r, T ] → L2(H1(0, T ;R2);R) : (γ, τ) 7→ Dγγ Ĵr(γ, τ) is continuous.397
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Proof. Let us fix some γ′ ∈ U ⊂ H1(0, T ;R2) and some τ ′ ∈ [3r, T ]. We suppose that γ in U moves to γ′ and that398

τ ∈ [3r, T ] moves to τ ′. For the first part of the first term in the right hand side of equation (8.1), we have:399

|
∫ τ

2 + r
2

τ
2 − r

2

∫
Ω

(G(γ) − yQ)(x, t)DγγG(γ).[δγ1, δγ2](x, t)dxdt−
∫ τ′

2 + r
2

τ′
2 − r

2

∫
Ω

(G(γ′) − yQ)(x, t)DγγG(γ′).[δγ1, δγ2](x, t)dxdt|

400

≤ |
∫ τ

2 + r
2

τ
2 − r

2

∫
Ω

(G(γ) −G(γ′))(x, t)DγγG(γ).[δγ1, δγ2](x, t)dxdt|

+ |
∫ τ

2 + r
2

τ
2 − r

2

∫
Ω

(G(γ′) − yQ)(x, t)[DγγG(γ) −DγγG(γ′)].[δγ1, δγ2](x, t)dxdt|

+ |
∫ τ

2 + r
2

τ
2 − r

2

∫
Ω

(G(γ′) − yQ)(x, t)DγγG(γ′).[δγ1, δγ2](x, t)dxdt

−
∫ τ′

2 + r
2

τ′
2 − r

2

∫
Ω

(G(γ′) − yQ)(x, t)DγγG(γ′).[δγ1, δγ2](x, t)dxdt|

(8.2)

Let us bound the first term in the right hand side in inequality (8.2). For δγ1, δγ2 ∈ H1(0, T ;R2) with ∥δγ1∥H1(0,T ;R2) ,401

∥δγ2∥H1(0,T ;R2) ≤ 1:402 ∣∣∣ ∫ τ
2 + r

2
τ
2 − r

2

∫
Ω[(G(γ) −G(γ′))(x, t)]DγγG(γ).[δγ1, δγ2](x, t)dxdt

∣∣∣
≤
∫ T

0 ∥(G(γ) −G(γ′))(·, t)∥L2(Ω) ∥DγγG(γ).[δγ1, δγ2](·, t)∥L2(Ω) dt

≤ T ∥G(γ) −G(γ′)∥C([0,T ];L2(Ω)) ∥DγγG(γ).[δγ1, δγ2]∥C([0,T ];L2(Ω))

≲ ∥G(γ) −G(γ′)∥C([0,T ];L2(Ω)) ∥DγγG(γ).[δγ1, δγ2]∥W (0,T )

≲ ∥G(γ) −G(γ′)∥C([0,T ];L2(Ω)) ∥DγγG(γ)∥L2(H1(0,T ;R2);W (0,T )) −→ 0 as γ → γ′.

(8.3)

as DγγG(γ) is continuous from H1(0, T ;R2) into L2(H1(0, T ;R2);W (0, T )) so that ∥DγγG(γ)∥L2(H1(0,T ;R2);W (0,T ))403

is bounded for γ near γ′.404

Let us now bound the second term in the right hand side of inequality (8.2): for δγ1, δγ2 ∈ H1(0, T ;R2) with405

∥δγ1∥H1(0,T ;R2) , ∥δγ2∥H1(0,T ;R2) ≤ 1:406

|
∫ τ

2 + r
2

τ
2 − r

2

∫
Ω(G(γ′) − yQ)(x, t)[DγγG(γ) −DγγG(γ′)].[δγ1, δγ2](x, t)dxdt|

≤
∫ T

0 ∥(G(γ′) − yQ)(·, t)∥L2(Ω) ∥[DγγG(γ) −DγγG(γ′)].[δγ1, δγ2](·, t)∥L2(Ω) dt

≲ ∥G(γ′) − yQ∥C([0,T ];L2(Ω)) ∥[DγγG(γ) −DγγG(γ′)].[δγ1, δγ2]∥C([0,T ];L2(Ω))

≲ ∥[DγγG(γ) −DγγG(γ′)].[δγ1, δγ2]∥W (0,T )

≲ ∥DγγG(γ) −DγγG(γ′)∥L2(H1(0,T ;R2);W (0,T )) −→ 0 as γ → γ′.

(8.4)

Let us finally bound the third term in the right hand side of inequality (8.2):

|
∫ τ

2 + r
2

τ
2 − r

2

∫
Ω(G(γ′) − yQ)(x, t)DγγG(γ′).[δγ1, δγ2](x, t)dxdt−

∫ τ′
2 + r

2
τ′
2 − r

2

∫
Ω(G(γ′) − yQ)(x, t)DγγG(γ′).[δγ1, δγ2](x, t)dxdt|

407

≲
∫

I∆J

∫
Ω |(G(γ′) − yQ)(x, t)| |DγγG(γ′).[δγ1, δγ2](x, t)| dxdt

≲ ∥G(γ′) − yQ∥C([0,T ];L2(Ω)) ∥DγγG(γ′)].[δγ1, δγ2]∥C([0,T ];L2(Ω)) meas (I∆J)

≲ ∥G(γ′) − yQ∥C([0,T ];L2(Ω)) ∥DγγG(γ′)∥L2(H1(0,T ;R2);W (0,T )) meas (I∆J) −→ 0 as τ → τ ′.

(8.5)

Thus by inequality (8.2), as (γ, τ) tends to (γ′, τ ′), we have408 ∫ τ
2 + r

2

τ
2 − r

2

∫
Ω

(G(γ) − yQ)DγγG(γ)[δγ1, δγ2](x, t)dxdt →
∫ τ′

2 + r
2

τ′
2 − r

2

∫
Ω

(G(γ′) − yQ)DγγG(γ′)δγ1, δγ2](x, t)dxdt (8.6)

21



For the second part of the first term in the right hand side of equation (8.1), we have:409

|
∫ τ

2 + r
2

τ
2 − r

2

∫
Ω
v(γ, δγ1)v(γ, δγ2)(x, t)dxdt−

∫ τ′
2 + r

2

τ′
2 − r

2

∫
Ω
v(γ′, δγ1)v(γ′, δγ2)(x, t)dxdt|

≤ |
∫ τ

2 + r
2

τ
2 − r

2

∫
Ω

(v(γ, δγ1)v(γ, δγ2) − v(γ′, δγ1)v(γ′, δγ2))dxdt| + |
∫

I∆J

∫
Ω
v(γ′, δγ1)v(γ′, δγ2))dxdt|.

(8.7)

For the second term in the right-hand side of the previous inequality :410

|
∫

I∆J

∫
Ω v(γ′, δγ1)v(γ′, δγ2))dxdt| ≤

∫
I∆J

∥v(γ′, δγ1)(·, t)∥L2(Ω) ∥v(γ′, δγ2)(·, t)∥L2(Ω) dt

≲ ∥v(γ′, δγ1)∥C([0,T ];L2(Ω)) ∥v(γ′, δγ2)∥C([0,T ];L2(Ω)) meas(I∆J)

≲ ∥DG(γ′)∥2
L (H1(0,T ;R2);W (0,T )) meas(I∆J)

(8.8)

which tends to zero uniformly in δγ1, δγ2 ∈ {δγ ∈ H1(0, T ;R2); ∥δγ∥H1(0,T ;R2) ≤ 1} as τ → τ ′.411

For the first term in the right hand side of inequality (8.7):412

|
∫ τ

2 + r
2

τ
2 − r

2

∫
Ω(v(γ, δγ1)v(γ, δγ2) − v(γ′, δγ1)v(γ′, δγ2))dxdt|

≤ |
∫ τ

2 + r
2

τ
2 − r

2

∫
Ω(v(γ, δγ1) − v(γ′, δγ1))v(γ, δγ2)dxdt| + |

∫ τ
2 + r

2
τ
2 − r

2

∫
Ω v(γ′, δγ1))(v(γ, δγ2) − v(γ′, δγ2))dxdt|

≲ ∥(DG(γ) −DG(γ′))δγ1∥C([0,T ];L2(Ω)) ∥DG(γ)δγ2∥C([0,T ];L2(Ω))

+ ∥(DG(γ) −DG(γ′))δγ2∥C([0,T ];L2(Ω)) ∥DG(γ′)δγ1∥C([0,T ];L2(Ω))

≲ ∥(DG(γ) −DG(γ′))δγ1∥W (0,T ) ∥DG(γ)δγ2∥W (0,T )

+ ∥(DG(γ) −DG(γ′))δγ2∥W (0,T ) ∥DG(γ′)δγ1∥W (0,T )

≲ ∥DG(γ) −DG(γ′)∥L (H1(0,T ;R2);W (0,T ))

(
∥DG(γ)∥L (H1(0,T ;R2);W (0,T )) + ∥DG(γ′)∥L (H1(0,T ;R2);W (0,T ))

)
,

(8.9)

which tends to zero uniformly in δγ1, δγ2 ∈ {δγ ∈ H1(0, T ;R2); ∥δγ∥H1(0,T ;R2) ≤ 1} and in τ as γ → γ′. Consequently413

by inequality (8.7):414 ∫ τ
2 + r

2

τ
2 − r

2

∫
Ω
v(γ, δγ1)v(γ, δγ2)(x, t)dxdt →

∫ τ′
2 + r

2

τ′
2 − r

2

∫
Ω
v(γ′, δγ1)v(γ′, δγ2)(x, t)dxdt, (8.10)

uniformly in δγ1, δγ2 ∈ {δγ ∈ H1(0, T ;R2); ∥δγ∥H1(0,T ;R2) ≤ 1} as (γ, τ) → (γ′, τ ′).415

By (8.6) and (8.10), the first term in the right-hand side of equation (8.1) is continuous in (γ, τ). The proof is similar416

for the second term in the right-hand side of equation (8.1), and the third term in the right-hand side of equation417

(8.1) depends only on γ and not on τ . Its continuity with respect to γ follows from Proposition 3.3, Proposition 7.1418

and Theorem 4.1.419

Let us investigate the partial derivative with respect to τ of Dγ Ĵr given (5.1).420

Proposition 8.3. The mapping [3r, T ] → H1(0, T ;R2)⋆ : τ 7→ Dγ Ĵr(γ, τ) is differentiable and:421

Dτγ Ĵr(γ, τ).[δγ1, δτ2] =
λQδτ2

2r

∫
Ω

(
(G(γ) − yQ)(x, τ

2 + r
2 )v(γ, δγ1)(x, τ

2 + r
2 ) − (G(γ) − yQ)(x, τ

2 − r
2 )v(γ, δγ1)(x, τ

2 − r
2 )
)
dx

+λΩδτ2

r

∫
Ω

(
(G(γ) − yQ)(x, τ)v(γ, δγ1)(x, τ) − (G(γ) − yΩ)(x, τ − r)v(γ, δγ1)(x, τ − r)

)
dx.

(8.11)

Proof. We have formula (5.1) for Dγ Ĵr(γ, τ) · δγ1. We must prove that its derivative with respect to τ exists
uniformly in δγ1 for ∥δγ1∥H1(0,T ;R2) ≤ 1 and prove that it is given by the right-hand side of (8.11). Fortunately,

22



due to the compact embedding of H1(0, T ;R2) into C([0, T ];R2), and the continuity of σ in (4.2) from L2(Σ1) into
W (0, T ), the set {DγG(γ) · δγ1; ∥δγ1∥H1(0,T ;R2) ≤ 1} is compact in W (0, T ) and also in C([0, T ];L2(Ω)) due to the
continuous embedding from W (0, T ) into C([0, T ];L2(Ω)). Thus for every ε > 0, there exists δ > 0 such that for
every δγ1 ∈ H1(0, T ;R2) such that ∥δγ1∥H1(0,T ;R2) ≤ 1, 0 ≤ t− ( τ

2 + r
2 ) ≤ δ impliesww(DγG(γ) · δγ1)(·, t) −DγG(γ) · δγ1(·, τ

2 + r
2 )
ww

L2(Ω) ≤ ε.

This implies that422 ww(G(γ)(·, τ
2 + r

2 ) − yQ(·, τ
2 + r

2 ))[(DγG(γ) · δγ1)(·, t) − (DγG(γ) · δγ1)(·, τ
2 + r

2 )]
ww

L1(Ω)

≤ ε
wwG(γ)(·, τ

2 + r
2 ) − yQ(·, τ

2 + r
2 )
ww

L2(Ω) , if τ
2 + r

2 < t < τ
2 + r

2 + δ.
(8.12)

As DG(γ) is a linear continuous operator from H1(0, T ;R2) into W (0, T ), we have ∥DG(γ) · δγ1∥W (0,T ) ≤ c423

for ∥δγ1∥H1(0,T ;R2) ≤ 1 and by the continuous embedding from W (0, T ) into C([0, T ];L2(Ω)), we have a fortiori424

∥DG(γ) · δγ1∥C([0,T ];L2(Ω)) ≤ c for ∥δγ1∥H1(0,T ;R2) ≤ 1 for some constant c > 0. Thus, we have also:425 www[(G(γ)(·, t) − yQ(·, t)) − (G(γ)(·, τ2 + r

2) − yQ(·, τ
2 + r

2 ))](DγG(γ).δγ1)(·, t)
www

L1(Ω)

≤ ∥DγG(γ).δγ1∥C([0,T ];L2(Ω))
ww(G(γ)(·, t) − yQ(·, t)) − (G(γ)(·, τ

2 + r
2 ) − yQ(·, τ

2 + r
2 ))
ww

L2(Ω) ≤ ε
(8.13)

for τ
2 + r

2 < t < τ
2 + r

2 + δ if δ > 0 is choosen sufficiently small.
Now, let us set

f(t, δγ1) := λQ

r

∫
Ω

(G(γ)(x, t) − yQ(x, t)) v(γ, δγ1)(x, t)dx.

We have that:426

1
h

(∫ τ+h
2 + r

2

0
f(t, δγ1)dt−

∫ τ
2 + r

2

0
f(t, δγ1)dt

)
= 1
h

∫ τ+h
2 + r

2

τ
2 + r

2

f(t, δγ1)dt

= 1
h

∫ τ
2 + r

2 + h
2

τ
2 + r

2

(
f(t, δγ1) − f( τ

2 + r
2 , δγ1)

)
dt+ 1

2f( τ
2 + r

2 , δγ1).
(8.14)

By inequalities (8.12) and (8.13),
www 1

h

∫ τ
2 + r

2 + h
2

τ
2 + r

2

(
f(t, δγ1) − f( τ

2 + r
2 , δγ1)

)
dt
www will be smaller than ε for sufficiently427

small h uniformly in δγ1 ∈ H1(0, T ;R2) for ∥δγ1∥H1(0,T ;R2) ≤ 1. This proves that the right-derivative at point τ of428

δγ1 7→ λQ

r

∫ τ
2 + r

2

0

∫
Ω

(
G(γ)(x, t) − yQ(x, t)

)
· v(γ, δγ1)(x, t)dxdt (8.15)

is equal to429

δγ1 7→ λQ

2r

∫
Ω

(
G(γ)(x, τ

2 + r
2 ) − yQ(x, τ

2 + r
2 )
)

· v(γ, δγ1)(x, τ
2 + r

2 )dx. (8.16)

Similar reasoning shows that this is also true for the left derivative at point τ . Writing the integral430

λQ

r

∫ τ
2 + r

2

τ
2 − r

2

∫
Ω

(
G(γ)(x, t) − yQ(x, t)

)
· v(γ, δγ1)(x, t)dxdt

as431

λQ

r

∫ τ
2 + r

2

0

∫
Ω

(
G(γ) − yQ

)
(x, t) · v(γ, δγ1)(x, t)dxdt− λQ

r

∫ τ
2 − r

2

0

∫
Ω

(
G(γ) − yQ

)
(x, t) · v(γ, δγ1)(x, t)dxdt, (8.17)

we obtain that the partial derivative with respect to the variable τ of

δτ1 ∈ H1(0, T ;R2) 7→ λQ

r

∫ τ
2 + r

2

τ
2 − r

2

∫
Ω

(
G(γ)(x, t) − yQ(x, t)

)
· v(γ, δγ1)(x, t)dxdt
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exists and is given by the first term in the right-hand side of (8.11).432

Similar reasonings show that the partial derivative with respect to the variable τ of

δτ1 ∈ H1(0, T ;R2) 7→ λΩ

r

∫ τ

τ−r

∫
Ω

(
G(γ)(x, t) − yΩ(x, t)

)
.v(γ, δγ1)(x, t)dxdt

exists and is given by the second term in the right-hand side of (8.11).433

434

Proposition 8.4. The mapping Dτγ Ĵr : U × [3r, T ] → R : (γ, τ) 7→ Dτγ Ĵr(γ, τ) is continuous from U × [3r, T ] into435

L (H1(0, T ;R2),R;R).436

Proof. Let us prove that the first term in the right-hand side of equation (8.11) defines a continuous mapping from437

U × [3r, T ] into L (H1(0, T ;R2) × R;R), the proof being similar for the other terms. This amounts to prove that438

the mapping439

U × [3r, T ] → H1(0, T ;R2)⋆

(γ, τ) 7→
[
δγ1 →

∫
Ω

(G(γ) − yQ)(x, τ
2 + r

2 )v(γ, δγ1)(x, τ
2 + r

2 )dx
]

is continuous, the proof being similar for the second part of this term. Let us fix some (γ′, τ ′) in U × [3r, T ]. We440

must prove that when (γ, τ) in U × [3r, T ] tends to (γ′, τ ′), that441 ∫
Ω

(G(γ) − yQ)(x, τ2 + r

2)v(γ, δγ1)(x, τ
2 + r

2 )dx −→
∫

Ω(G(γ′) − yQ)(x, τ ′

2 + r
2 )v(γ′, δγ1)(x, τ ′

2 + r
2 )dx (8.18)

uniformly in δγ1 for ∥δγ1∥H1(0,T ;R2) ≤ 1. Now442

|
∫

Ω
(G(γ) − yQ)(x, τ

2 + r
2 )v(γ, δγ1)(x, τ

2 + r
2 )dx−

∫
Ω(G(γ′) − yQ)(x, τ ′

2 + r
2 )v(γ′, δγ1)(x, τ ′

2 + r
2 )dx|

≤
∫

Ω
|(G(γ) − yQ)(x, τ

2 + r
2 )v(γ, δγ1)(x, τ

2 + r
2 ) − (G(γ′) − yQ)(x, τ

2 + r
2 )v(γ′, δγ1)(x, τ

2 + r
2 )|dx

+
∫

Ω
|(G(γ′) − yQ)(x, τ

2 + r
2 )v(γ′, δγ1)(x, τ

2 + r
2 ) − (G(γ′) − yQ)(x, τ ′

2 + r
2 )v(γ′, δγ1)(x, τ ′

2 + r
2 )|dx.

(8.19)

The second term in the right-hand side of (8.19) can still be decomposed as443 ∫
Ω

|(G(γ′) − yQ)(x, τ
2 + r

2 )v(γ′, δγ1)(x, τ
2 + r

2 ) − (G(γ′) − yQ)(x, τ ′

2 + r
2 )v(γ′, δγ1)(x, τ ′

2 + r
2 )|dx

≤
∫

Ω
|(G(γ′) − yQ)(x, τ

2 + r
2 )v(γ′, δγ1)(x, τ

2 + r
2 ) − (G(γ′) − yQ)(x, τ ′

2 + r
2 )v(γ′, δγ1)(x, τ

2 + r
2 )|dx

+
∫

Ω
|(G(γ′) − yQ)(x, τ ′

2 + r
2 )[v(γ′, δγ1)(x, τ

2 + r
2 ) − v(γ′, δγ1)(x, τ ′

2 + r
2 )]|dx.

(8.20)

Now {v(γ′, δγ1); δγ1 ∈ H1(0, T ;R2) and ∥δγ1∥H1(0,T ;R2) ≤ 1} is compact in C([0, T ];L2(Ω)) as Dw(γ′) defined by
(4.9) is a compact mapping from H1(0, T ;R2) into C(Γ̄1 × [0, T ]) and thus equicontinuous by Ascoli’s theorem [11,
(7.5.7)]. Consequently, given ε > 0:wwwv(γ′, δγ1)(·, τ

2 + r
2 ) − v(γ′, δγ1)(·, τ ′

2 + r
2 )
www

L2(Ω)
≤ ε

1 +
www(G(γ′) − yQ)(·, τ ′

2 + r
2 )
www

L2(Ω)

for τ sufficiently close to τ ′ and this for all δγ1 ∈ H1(0, T ;R2) such that ∥δγ1∥H1(0,T ;R2) ≤ 1. This implies that:444 ∫
Ω

|(G(γ′) − yQ)(x, τ ′

2 + r
2 )[v(γ′, δγ1)(x, τ

2 + r
2 ) − v(γ′, δγ1)(x, τ ′

2 + r
2 )]|dx ≤ ε

2 . (8.21)
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On the other hand445 ∫
Ω

|(G(γ′) − yQ)(x, τ
2 + r

2 )v(γ′, δγ1)(x, τ
2 + r

2 ) − (G(γ′) − yQ)(x, τ ′

2 + r
2 )v(γ′, δγ1)(x, τ

2 + r
2 )|dx

≤
∫

Ω
|[(G(γ′) − yQ)(x, τ

2 + r
2 ) − (G(γ′) − yQ)(x, τ ′

2 + r
2 )]v(γ′, δγ1)(x, τ

2 + r
2 )|dx

≤
www(G(γ′) − yQ)(·, τ

2 + r
2 ) − (G(γ′) − yQ)(·, τ ′

2 + r
2 )
www

L2(Ω)

wwv(γ′, δγ1)(·, τ
2 + r

2 )
ww

L2(Ω)

≤ ∥DG(γ′)∥L (H1(0,T ;R2);C([0,T ];L2(Ω)))

www(G(γ′) − yQ)(·, τ
2 + r

2 ) − (G(γ′) − yQ)(·, τ ′

2 + r
2 )
www

L2(Ω)
≤ ε

2

(8.22)

if τ is sufficiently close to τ ′.446

From (8.20), (8.21) and (8.22) follows that447 ∫
Ω

|(G(γ′) − yQ)(x, τ
2 + r

2 )v(γ′, δγ1)(x, τ
2 + r

2 ) − (G(γ′) − yQ)(x, τ ′

2 + r
2 )v(γ′, δγ1)(x, τ ′

2 + r
2 )|dx ≤ ε (8.23)

if τ is sufficiently close to τ ′ for all δγ1 ∈ H1(0, T ;R2) such that ∥δγ1∥H1(0,T ;R2) ≤ 1.448

Let us now work on the first term in the right-hand side of (8.19). We have v(γ, δγ1) = DG(γ, δγ1) → DG(γ′, δγ1) =449

v(γ′, δγ1) in C([0, T ];L2(Ω)) uniformly in δγ1 ∈ H1(0, T ;R2) for ∥δγ1∥H1(0,T ;R2) ≤ 1, as DG(γ) → DG(γ′) in450

L (H1(0, T ;R2);W (0, T )) and thus a fortiori in L (H1(0, T ;R2);C([0, T ];L2(Ω))) when γ tends to γ′ in U ⊂451

H1(0, T ;R2). Consequently v(γ, δγ1)(·, τ
2 + r

2 ) tends uniformly in δγ1 ∈ H1(0, T ;R2) for ∥δγ1∥H1(0,T ;R2) ≤ 1 and452

uniformly in τ to v(γ′, δγ1)(·, τ
2 + r

2 ) in L2(Ω) when γ tends to γ′.453

G being continuous from U ⊂ H1(0, T ;R2) into W (0, T ), by the continuous injection W (0, T ) ↪→ C([0, T ];L2(Ω)),454

G(γ) → G(γ′) in C([0, T ];L2(Ω)) when γ tends to γ′ in U ⊂ H1(0, T ;R2) so that (G(γ) − yQ)(x, τ
2 + r

2 ) →455

(G(γ′) − yQ)(x, τ
2 + r

2 ) in L2(Ω) uniformly in τ (let us recall that we have supposed that yQ ∈ C([0, T ];L2(Ω))).456

These two facts imply that (G(γ)−yQ)(·, τ
2 + r

2 )v(γ, δγ1)(·, τ
2 + r

2 ) tends to (G(γ′)−yQ)(·, τ
2 + r

2 )v(γ′, δγ1)(·, τ
2 + r

2 )457

in L1(Ω) uniformly in δγ1 ∈ H1(0, T ;R2) for ∥δγ1∥H1(0,T ;R2) ≤ 1 and uniformly in τ , so that458 ∫
Ω

|(G(γ) − yQ)(x, τ
2 + r

2 )v(γ, δγ1)(x, τ
2 + r

2 ) − (G(γ′) − yQ)(x, τ
2 + r

2 )v(γ′, δγ1)(x, τ
2 + r

2 )|dx (8.24)

tends to 0 uniformly in τ and in δγ1 for ∥δγ1∥H1(0,T ;R2) ≤ 1, when γ tends to γ′ in U ⊂ H1(0, T ;R2).459

By (8.23) and (8.24), (8.18) follows.460

Now we want to prove that:461

Proposition 8.5. The mapping462

U → R : γ 7→ Dτ Ĵr(γ, τ)

is Fréchet differentiable and463

Dγτ Ĵr(γ, τ).[δτ1, δγ2] =
λQ

2
δτ1

r

∫
Ω

[(
G(γ) − yQ

)
(x, τ

2 + r
2 ).v(γ, δγ2)(x, τ

2 + r
2 ) −

(
G(γ) − yQ

)
(x, τ

2 − r
2 ).v(γ, δγ2)(x, τ

2 − r
2 )
]
dx

+λΩ
δτ1

r

∫
Ω

[(
G(γ) − yΩ

)
(x, τ).v(γ, δγ2)(x, τ) −

(
G(γ) − yΩ

)
(x, τ − r).v(γ, δγ2)(x, τ − r)

]
dx.

(8.25)

Proof. We know by (5.14) that:464

Dτ Ĵr(γ, τ).δτ1 = λQ

4
δτ1

r

[ ∫
Ω

|(G(γ) − yQ)(x, τ
2 + r

2 )|2dx−
∫

Ω
|(G(γ) − yQ)(x, τ

2 − r
2 )|2dx

]
+ λΩ

2
δτ1

r

[ ∫
Ω

|(G(γ) − yΩ)(x, τ)|2dx−
∫

Ω
|G(γ)(x, τ − r) − yΩ(x, τ − r)|2dx

]
+ βT .δτ1.

(8.26)
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We want to prove that its partial derivative with respect to γ exists and to compute it. Let us consider the first465

term λQ

4
δτ1
r

[ ∫
Ω |(G(γ) − yQ)(x, τ

2 + r
2 )|2dx

]
in the right hand side of (8.26). We may consider the function466

F : U ⊂ H1(0, T ;R2) → L (R;R) ≃ R : γ 7→
∫

Ω
|G(γ)(x, τ

2 + r
2 ) − yQ(x, τ

2 + r
2 )|2dx

as the composite of the functions467

G2 : U → C([0, T ];L2(Ω)) : γ 7→ G(γ)
followed by the function468

Tr : C([0, T ];L2(Ω)) → C([0, T ];L2(Ω)) : f 7→ f − yQ

followed by the function469

Ta : C([0, T ];L2(Ω)) → L2(Ω): g 7→ g( τ
2 + r

2 )
followed by the function470

diag : L2(Ω) → L2(Ω) × L2(Ω): h 7→ (h, h)
and still followed by the bilinear continuous mapping471

[·, ·] : L2(Ω) × L2(Ω) → R : (φ,ψ) 7→ (φ|ψ)L2(Ω)

where (·|·)L2(Ω) denotes the scalar product in L2(Ω).
G2 is two times continuously differentiable, Tr is infinitely continuously differentiable, Ta is a linear continuous
function and thus also infinitely continuously differentiable, diag is a linear continuous function and thus also infinitely
continuously differentiable, and [·, ·] being a bilinear continuous mapping is also infinitely continuously differentiable.
Thus F is certainly continuously differentiable and its derivative DγF is the composite of the derivatives of these
functions, so that

DF (γ) · δγ2 =
∫

Ω

[(
G(γ)(x, τ

2 + r
2 ) − yQ(x, τ

2 + r
2 )
)

· v(γ, δγ2)(x, τ
2 + r

2 )
]
dx.

The proof is similar for the other terms in the right hand side of (8.26).472

By inspection of formula (8.25), we see that Dγτ Ĵr(γ, τ) is equal to Dτγ Ĵr(γ, τ), so that by Proposition 8.4, it473

follows immediately:474

Corollary 8.6. The mapping Dγτ Ĵr : U × [3r, T ] → R : (γ, τ) 7→ Dγτ Ĵr(γ, τ) is continuous from U × [3r, T ] into475

L (H1(0, T ;R2),R;R).476

This follows also from the proof of the previous proposition.477

Proposition 8.7. Let γ be fixed in U . Let us suppose that ˙yB ∈ L2(Σ3) and that the initial condition y0 of the initial478

boundary value problem (1.2) belongs to L2(Ω). Then the time derivative dy
dt of its weak solution y = G(γ) ∈ W (0, T )479

belongs to C([ε, T ];L2(Ω)) for every ε ∈]0, T [.480

Proof. 1. From ġγ(x, t) = 8αP
πR4 exp

(
− 2 |x−γ(t)|2

R2

)
(x − γ(t)|γ̇(t))R2 and γ ∈ H1(0, T ;R2), which implies γ ∈481

C([0, T ];R2) and γ̇ ∈ L2(0, T ;R2), follows that ġγ ∈ L2(Σ1).482

2. Let us consider the “derivated problem with respect to time” of the initial boundary value problem (1.2) with483

initial condition v0 ∈ L2(Ω):484 

ρc∂tv − κ∆v = 0 in Q = Ω×]0, T [,
κ∂νv + hv = ġγ on Σ1 = Γ1×]0, T [,
κ∂νv + hv = 0 in Σ2 = Γ2×]0, T [,
κ∂νv + hv = hẏB in Σ3 = Γ3×]0, T [,
v(x, 0) = v0(x) for x ∈ Ω,

(8.27)

485
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whose variational formulation is:486 
ρc < dv

dt (·, t), ξ >H1(Ω)∗,H1(Ω) +κ
∫

Ω ∇v(x, t) · ∇ξ(x) dx+ h
∫

∂Ω v(x, t) ξ(x) dS(x)
=
∫

Γ1
ġγ(x, t) ξ(x) dS(x) + h

∫
Γ3
ẏB(x, t) ξ(x) dS(x), ∀ξ ∈ H1(Ω),

with v(·, 0) = v0.

(8.28)

We will precise later what is v0. As ġγ ∈ L2(Σ1), for a.e. t ∈]0, T [, the integral
∫

Γ1
ġγ(x, t) ξ(x) dS(x) has sense for487

all ξ ∈ H1(Ω). Due to our hypothesis that ẏB ∈ L2(Σ3), the integral
∫

Γ3
ẏB(x, t) ξ(x) dS(x) has sense ∀ξ ∈ H1(Ω).488

Thus problem (8.27) admits one and only one weak solution v ∈ W (0, T ) i.e. satisfying v(·, 0) = v0 and (8.28)(i) for489

a.e. t ∈]0, T [. Setting490

ỹ(x, t) =
∫ t

0 v(x, τ)dτ + ỹ0, (8.29)

with ỹ0 ∈ H1(Ω) specified later on, we have:491

ỹ ∈ C([0, T ];H1(Ω)) (8.30)

and492
dỹ

dt
∈ L2(0, T ;H1(Ω), (8.31)

so that a fortiori ỹ ∈ W (0, T ). Integrating equation (8.28)(i) with respect to t from 0 to t, we have:493

ρc < v(·, t), ξ >H1(Ω)∗,H1(Ω) −ρc < v(·, 0), ξ >H1(Ω)∗,H1(Ω) +κ
∫

Ω
∇ỹ(x, t) · ∇ξ(x) dx

− κ

∫
Ω

∇ỹ0(x) · ∇ξ(x) dx+ h

∫
∂Ω
ỹ(x, t)ξ(x) dS(x) − h

∫
∂Ω
ỹ0(x)ξ(x) dS(x)

=
∫

Γ1

gγ(x, t) ξ(x) dS(x) −
∫

Γ1

gγ(x, 0) ξ(x) dS(x) + h

∫
Γ3

yB(x, t) ξ(x) dS(x)

− h

∫
Γ3

yB(x, 0) ξ(x) dS(x).

(8.32)

This equation may be rewritten:494

ρc <
dỹ

dt
(·, t), ξ >H1(Ω)∗,H1(Ω) +κ

∫
Ω

∇ỹ(x, t) · ∇ξ(x) dx+ h

∫
∂Ω
ỹ(x, t)ξ(x) dS(x)

= ρc < v(·, 0), ξ >H1(Ω)∗,H1(Ω) +κ
∫

Ω
∇ỹ0(x) · ∇ξ(x) dx+ h

∫
∂Ω
ỹ0(x)ξ(x) dS(x) −

∫
Γ1

gγ(x, 0) ξ(x) dS(x)

− h

∫
Γ3

yB(x, 0) ξ(x) dS(x) +
∫

Γ1

gγ(x, t) ξ(x) dS(x) + h

∫
Γ3

yB(x, t) ξ(x) dS(x)

(8.33)

Let us now define ỹ0 ∈ H1(Ω) as the weak solution of the stationary problem:495 {
(−κ∆ + ρc)ỹ0 = 0 in Ω,
κ∂ỹ0

∂ν + hỹ0 = ψ on ∂Ω, (8.34)

where ψ ∈ L2(Γ) is defined by:496

ψ(x) :=


gγ(x, 0) on Γ1,

0 on Γ2,

hyB(x, 0) on Γ3.

(8.35)

By [24, Theorem 2.6, pp.35-36], problem (8.34)-(8.35) possesses one and only one weak solution ỹ0 ∈ H1(Ω) i.e.497

verifying498

κ
∫

Ω∇ỹ0(x) · ∇ξ(x) dx+ ρc
∫

Ωỹ0(x)ξ(x) dx+ h
∫

∂Ωỹ0(x)ξ(x) dS(x)
−
∫

Γ1
gγ(x, 0)ξ(x) dS(x) −

∫
Γ3
h yB(x, 0)ξ(x) dS(x) = 0, ∀ξ ∈ H1(Ω). (8.36)

Moreover:499

∥ỹ0∥H1(Ω) ≲ ∥ψ∥L2(Γ) ≲ (1 + ∥yB(·, 0)∥L2(Γ)). (8.37)
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Let us observe however that ỹ0 depends on γ(0), see (1.4). By the equation (−κ∆ + ρc)ỹ0 = 0 follows also that500

∆ỹ0 ∈ H1(Ω). Choosing as initial condition in the “derivated problem with respect to time” (8.27): v(·, 0) = ỹ0,501

using (8.36), equation (8.33) simplifies into502

ρc <
dỹ

dt
(·, t), ξ >H1(Ω)∗,H1(Ω) + κ

∫
Ω

∇ỹ(x, t) · ∇ξ(x) dx+ h

∫
∂Ω
ỹ(x, t)ξ(x) dS(x)

=
∫

Γ1

gγ(x, t) ξ(x) dS(x) + h

∫
Γ3

yB(x, t) ξ(x) dS(x),
(8.38)

for every ξ ∈ H1(Ω), which is the same variational equation (2.2). Also ỹ and y both belong to the same functional503

space W (0, T ), but the initial conditions are different: ỹ(·, 0) = ỹ0 by (8.29), whereas for problem (1.2): y(·, 0) = y0.504

So we consider in W (0, T ), the weak solution of the auxiliary initial boundary value problem:505 
ρcdz

dt − κ∆z = 0, in Ω×]0, T [,
κ ∂z

∂ν + hz = 0, on Σ := Γ×]0, T [,
z(·, 0) = y0 − ỹ0.

(8.39)

From (8.39) and (1.2), it is clear that y = ỹ+ z so that dy
dt = dỹ

dt + dz
dt = v+ dz

dt . We know that v ∈ W (0, T ) and thus506

a fortiori belongs to C([0, T ];L2(Ω)). It remains thus to prove that dz
dt belongs to C([ε, T ];L2(Ω)) for every ε ∈]0, T [.507

We may consider problem (8.39) as an abstract parabolic problem in the space L2(Ω). For this, we introduce the508

linear operator A in L2(Ω):509

D(A) = {ζ ∈ H1(Ω); ∆ζ ∈ L2(Ω) and κ ∂ζ
∂ν + hζ = 0 on Γ},

A : D(A) → L2(Ω) : ζ 7→ κ
ρc ∆ζ,

(8.40)

where ∆u must be taken in the sense of distributions and ∂u
∂ν in the boundary condition κ∂u

∂ν + hu = 0 on ∂Ω in the510

sense of the normal trace in H− 1
2 (∂Ω) of ∇u ∈ H(div; Ω) [22, p.6, pp.9-12].511

512

Proceeding similarly as in the proof of [20, Theorem 2.7, Chapter 7] (see Appendix), it can be proved that A513

generates a holomorphic semigroup of contractions
(
Pt

)
t≥0 in L2(Ω). A holomorphic semigroup is regularyzing514

i.e. for every z0 ∈ L2(Ω), and every t > 0: Ptz0 ∈ D(A). Consequently, we may write for z solution of the initial515

boundary value problem (8.39): z(t) = Pt(y0 − ỹ0) = Pt−εPε(y0 − ỹ0) for t ≥ ε. Consequently:516

dz

dt
(t) = Pt−εAPε(y0 − ỹ0) for t ≥ ε (8.41)

so that dz
dt ∈ C([ε, T ];L2(Ω)). From dy

dt (t) = v + dz
dt (t) and v ∈ C([0, T ];L2(Ω)) follows that dy

dt ∈ C([ε, T ];L2(Ω)).517

Proposition 8.8. Supposing moreover that DtyQ ∈ C([r, 2
3T ];L2(Ω)) and DtyΩ ∈ C([2r, T ];L2(Ω)), the mapping518

[3r, T ] → R : τ 7→ Dτ Ĵr(γ, τ)

is differentiable, and we have:519

Dττ Ĵr(γ, τ).[δτ1, δτ2] = λQδτ1δτ2
4r

(∫
Ω

(G(γ) − yQ)(x, τ
2 + r

2 )Dt(G(γ) − yQ)(x, τ
2 + r

2 )dx

−
∫

Ω
(G(γ) − yQ)(x, τ

2 − r
2 )Dt(G(γ) − yQ)(x, τ

2 − r
2 )dx

)
+ λΩδτ1δτ2

2r

(∫
Ω

(G(γ) − yQ)(x, τ)Dt(G(γ) − yQ)(x, τ)

−
∫

Ω
(G(γ) − yQ)(x, τ − r)Dt(G(γ) − yQ)(x, τ − r)dx

)
.

(8.42)
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Proof. Firstly, let us observe that due to the preceding proposition and our hypotheses on DtyQ and DtyΩ, that the520

integrals in the right hand side of (8.42) have sense. Let us consider the first term in the right-hand side of (8.26)521

which up to multiplicative constants is:522 ∫
Ω

|G(γ)(x, τ
2 + r

2 ) − yQ(x, τ
2 + r

2 )|2dx, (8.43)

the other terms being similar. We may consider it as the composite of the functions523

[3r, T ] → L2(Ω)2 : τ 7→
(
(G(γ) − yQ)(·, τ

2 + r
2 ), (G(γ) − yQ)(·, τ

2 + r
2 )
)

followed by the continuous bilinear mapping524

[·, ·] : L2(Ω) × L2(Ω) → R : (f, g) 7→
∫

Ω
f(x)g(x)dx.

We know that G(γ) ∈ W (0, T ) ↪→ C([0, T ];L2(Ω)) and by the previous proposition that DtG(γ) belongs to525

C([ε, T ];L2(Ω)) for every ε ∈]0, T [. Thus the mapping526

[3r, T ] → L2(Ω)2 : τ 7→ ((G(γ) − yQ)(·, τ
2 + r

2 ), (G(γ) − yQ)(·, τ
2 + r

2 ))

is continuously differentiable. Consequently the composite function527

[3r, T ] → R : τ 7→
∫

Ω
|G(γ)(x, τ

2 + r
2 ) − yQ(x, τ

2 + r
2 )|2dx, (8.44)

is of class C1 and its derivative given by528

τ ∈ [3r, T ] 7→
∫

Ω

[
(G(γ)(x, τ

2 + r
2 ) − yQ(x, τ

2 + r
2 ))(DtG(γ)(x, τ

2 + r
2 ) −DtyQ(x, τ

2 + r
2 ))
]
dx ∈ R. (8.45)

529

Lemma 8.9. For every ε ∈]0, T [, the mapping530

U → C([ϵ, T ];L2(Ω)) : γ 7→ DtG(γ) (8.46)

is continuous.531

Proof. The proof follows by inspection of the proof of Proposition 8.7:532

By (1.4):533

gγ(x, t) = α
2P
πR2 exp

(
− 2 |x− γ(t)|2

R2

)
, (8.47)

from which it follows that534

ġγ(x, t) = 8αP
πR4 exp

(
− 2 |x− γ(t)|2

R2

)
(x− γ(t)|γ̇(t))R2 . (8.48)

Consequently, if γn → γ in U ⊂ H1(0, T ;R2) follows that (γn|γ̇n)R2 → (γ|γ̇)R2 in L2(0, T ) so that ġγn
→ ġγ535

in L2(Σ1). Thus the mapping U ⊂ H1(0, T ;R2) → L2(Σ1) : γ 7→ ġγ is continuous. Also, by (8.34) and (8.35),536

ỹ0 ∈ H1(Ω) depends continuously on γ(0). Consequently v ∈ W (0, T ) ↪→ C([0, T ];L2(Ω)) solution of (8.28) with537

initial condition v0 = ỹ0 depends continuously on γ ∈ H1(0, T ;R2). z is solution of the initial boundary value problem538

(8.39) and it follows from (8.41) that dz
dt ∈ C([ε, T ];L2(Ω)) depends continuously on ỹ0 and thus on γ ∈ H1(0, T ;R2).539

As dy
dt = v + dz

dt (see the end of the proof of Propostion 8.7), it follows that DtG(γ) = dy
dt ∈ C([ε, T ];L2(Ω)) depends540

continuously on γ ∈ H1(0, T ;R2).541

542

Corollary 8.10. Under the assumptions of Proposition 8.8, the mapping Dττ Ĵr : U × [3r, T ] → R : (γ, τ) 7→543

Dττ Ĵr(γ, τ) is continuous.544
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Proof. This follows by inspection of the right-hand side of equation (8.42) and the preceding lemma.545

Corollary 8.11. Under the assumptions of Proposition 8.8, Ĵr is of class C2.546

Proof. This follows from the existence and continuity of the first and second partial derivatives of Ĵr by applying [7,547

Prop.5.2.1, p.69].548

Corollary 8.12. Under the assumptions of Proposition 8.8, supposing that ΓS is a closed convex subset of Γ1, let the549

control (γ̄, τ̄) ∈ Uad×[3r, T ] satisfy the first-order necessary condition Ĵ ′

r (γ̄, τ̄)(γ−γ̄, τ−τ̄) ≥ 0, ∀(γ, τ) ∈ Uad×[3r, T ]550

and that there exists some δ > 0 such that for every (γ, τ) ∈ Uad × [3r, T ]:551

Ĵ
′′

r (γ̄, τ̄)[(γ − γ̄, τ − τ̄), (γ − γ̄, τ − τ̄)] ≥ δ∥(γ − γ̄, τ − τ̄)∥2
H1(0,T ;R2)×R. (8.49)

Then, there are constants ϵ > 0 and σ > 0 such that we have the following quadratic growth property:552

Ĵr(γ, τ) ≥ Ĵr(γ̄, τ̄) + σ∥(γ, τ) − (γ̄, τ̄)∥2
H1(0,T ;R2)×R, (8.50)

for every (γ, τ) in Uad × [3r, T ] such that ∥(γ, τ) − (γ̄, τ̄)∥H1(0,T ;R2)×R ≤ ε. In particular, Ĵr has a local minimum in553

Uad × [3r, T ] at (γ̄, τ̄).554

Proof. From the hypothesis on ΓS follows that Uad is a closed convex subset of H1(0, T ;R2), so that the result555

follows from [24, Theorem 4.23 pp.231-232] by the previous corollary.556

9 Appendix557

In this appendix we give the detailed proof that the operator A defined by (8.40) generates a holomorphic semigroup558

as in Theorem 2.7 from [20, Chapter 7] where the domain of the operator is defined by the Dirichlet homogeneous559

boundary condition and not by a homogeneous Robin boundary condition.560

Proposition 9.1. Let Ω be a bounded Lipschitz domain in R3. Then the linear operator A in L2(Ω) defined by561

(8.40) is a linear closed operator in L2(Ω).562

Moreover A−1 exists and is a bounded linear operator in L2(Ω) (thus 0 belongs to the resolvent set ρ(A) of A).563

Proof. 1◦) Let us suppose that u ∈ D(A) and let us set f = κ
ρc ∆u. For every v in H1(Ω) :564 ∫

Ωf(x)v(x) dx = κ
ρc

∫
Ω(div ∇u)(x)v(x) dx

= κ
ρc < ∇u · ν, v >H−1/2(∂Ω),H1/2(∂Ω) − κ

ρc

∫
Ω(∇u)(x) · ∇v(x) dx

= − h
ρc

∫
∂Ωu(x)v(x) dS(x) − κ

ρc

∫
Ω(∇u)(x) · ∇v(x) dx.

Thus:565
κ

ρc

∫
Ω∇u(x) · ∇v(x) dx+ h

ρc

∫
∂Ωu(x)v(x) dS(x) = −

∫
Ωf(x)v(x) dx, ∀v ∈ H1(Ω). (9.1)

2◦) Reciprocally, let f be given in L2(Ω). The bilinear form on H1(Ω) ×H1(Ω) which sends (u, v) ∈ H1(Ω)2 onto566

the real number567
κ

ρc

∫
Ω∇u(x) · ∇v(x) dx+ h

ρc

∫
∂Ωu(x)v(x) dS(x)

is bilinear, continuous and coercive on H1(Ω) as568

u 7→ ( κ
ρc

∫
Ω|∇u(x)|2dx+ h

ρc

∫
∂Ωu(x)2 dS(x))1/2

is an equivalent norm on H1(Ω). Thus by Lax-Milgram lemma, there exists a unique solution u ∈ H1(Ω) of (9.1) that569

satisfies ∥u∥H1(Ω) ≲ ∥f∥L2(Ω). Considering test functions v ∈ D(Ω) ⊂H1(Ω), (9.1) gives us κ
ρc

∫
Ω∇u(x) · ∇v(x) dx =570

−
∫

Ωf(x)v(x) dx, ∀v ∈ D(Ω) i.e. κ
ρc∆u = f in the sense of distributions. f belonging to L2(Ω), this implies that571
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∆u ∈ L2(Ω). Thus ∇u ∈ H(div; Ω). Consequently, ∂u
∂ν = ∇u · ν has sense and belongs to H− 1

2 (Γ) and by [22, (1.19)572

p.9]:573
κ
ρc

〈
∂u
∂ν , v

〉
H− 1

2 (Γ),H
1
2 (Γ)

= κ
ρc ⟨∇u · ν, v⟩

H− 1
2 (Γ),H

1
2 (Γ)

= κ
ρc

∫
Ω∇u(x) · ∇v(x) dx

+ κ
ρc

∫
Ω div(∇u)(x)v(x) dx

= κ
ρc

∫
Ω∇u(x) · ∇v(x) dx+ κ

ρc

∫
Ω(∆u)(x)v(x) dx = κ

ρc

∫
Ω∇u(x) · ∇v(x) dx

+
∫

Ωf(x)v(x) dx.

(9.2)

Consequently by (9.1) :574

κ

ρc

〈
∂u

∂ν
, v

〉
H− 1

2 (Γ),H
1
2 (Γ)

= − h

ρc

∫
∂Ωu(x)v(x) dS(x), ∀v ∈ H1(Ω), (9.3)

and thus575 〈
κ
∂u

∂ν
+ h u, v

〉
H− 1

2 (Γ),H
1
2 (Γ)

= 0, ∀v ∈ H1(Ω). (9.4)

Thus u ∈ D(A) and Au = f . Moreover576

∥u∥H1(Ω) ≲ ∥f∥L2(Ω) , (9.5)

implying that A−1 is a linear continuous operator in L2(Ω), in particular a linear closed operator. Consequently, A577

is also a linear closed operator in L2(Ω). This shows also that 0 belongs to the resolvent set of A.578

Proposition 9.2. The linear operator A in L2(Ω) defined by (8.40) generates a holomorphic semigroup in L2(Ω).579

Proof. Firstly, it is obvious that we can extend our linear operator A in a linear operator Ã in L2(Ω;C) :=580

L2(Ω) ⊕ i L2(Ω) by setting:581

D(Ã;C) = {ζ ∈ H1(Ω;C); ∆ζ ∈ L2(Ω;C) and κ
∂ζ

∂ν
+ hζ = 0 on Γ},

582

Ã : D(Ã;C) → L2(Ω;C) : ζ 7→ κ

ρc
∆ζ.

For ζ ∈ D(Ã;C), setting ξ = Re(ζ) and η = Im(ζ), we have:583

Re(Ãζ, ζ)L2(Ω;C) = κ
ρc Re(∆ζ, ζ)L2(Ω;C) = κ

ρc Re
∫

Ω∆ζ(x)ζ̄(x) dx
= − κ

ρc

∫
Ω|∇ξ(x)|2 dx− κ

ρc

∫
Ω|∇η(x)|2 dx+ κ

ρc

∫
∂Ω

∂ξ
∂ν (x)ξ(x) dS(x)

+ κ
ρc

∫
∂Ω

∂η
∂ν (x)η(x) dS(x)

= − κ
ρc

∫
Ω|∇ξ(x)|2 dx− κ

ρc

∫
Ω|∇η(x)|2 dx− h

ρc

∫
∂Ωξ(x)2 dS(x)

− h
ρc

∫
∂Ωη(x)2 dS(x)

≤ 0,

(9.6)

584

Im(Ãζ, ζ)L2(Ω;C) = κ
ρc Im(∆ζ, ζ)L2(Ω;C) = κ

ρc Im
∫

Ω∆ζ(x)ζ̄(x) dx
= − κ

ρc

∫
Ω∆ξ(x)η(x)dx+ κ

ρc

∫
Ω∆η(x)ξ(x)dx

= κ
ρc

∫
Ω∇ξ(x) · ∇η(x)dx− κ

ρc

∫
Ω∇η(x) · ∇ξ(x)dx− κ

ρc

∫
Ω

∂ξ
∂ν (x)η(x)dx

+ κ
ρc

∫
Ω

∂η
∂ν (x)ξ(x)dx

= h
ρc

∫
Ωξ(x)η(x)dx− h

ρc

∫
Ωη(x)ξ(x)dx = 0.

(9.7)

It follows from (9.6) and (9.7), that W (Ã) ⊂] − ∞,−cN.R.] for some strictly positive constant cN.R. where the585

numerical range W (Ã) of the operator Ã is defined by [20, p.12]:586

W (Ã) := {(Ãζ, ζ)L2(Ω;C); ζ ∈ D(Ã), ∥ζ∥L2(Ω;C) = 1}. (9.8)

1◦) Let us denote by Σ the complementary of W (Ã) in C i.e. Σ = C\W (Ã). From the definition of W (Ã) follows587

that for every λ ∈ Σ and for every ζ ∈ D(Ã) such that ∥ζ∥L2(Ω;C) = 1 :588

0 < d(λ,W (Ã)) ≤ |λ− (Ãζ, ζ)L2(Ω;C)| = |((λI − Ã)ζ, ζ)L2(Ω;C)| ≤
∥∥λζ − Ãζ

∥∥ . (9.9)
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This last inequality implies in particular that the linear operator λI − Ã is injective, for every λ ∈ Σ.589

2◦) Let (zn)n∈N be a sequence in the range of λI − Ã i.e. zn ∈ R(λI − Ã) such that zn ̸= zm for n ̸= m ∈ N and590

converging to some z ∈ L2(Ω;C). For every n ∈ N, there exists ζn ∈ D(Ã) such that zn = (λI − Ã)ζn . λI − Ã591

being injective for every λ ∈ Σ, ζn ̸= ζm for n ̸= m ∈ N. So for every m ̸= n ∈ N, we have:592

∥zn − zm∥
∥ζn − ζm∥

=
∥∥∥∥(λI − Ã)( ζn − ζm

∥ζn − ζm∥
)
∥∥∥∥ ≥ d(λ,W (Ã)) > 0,

by inequality (9.9), so that ∥ζn − ζm∥ ≤ 1
d(λ,W (Ã))

∥zn − zm∥, for every (n,m) ∈ N2. Thus (ζn)n∈N is also a Cauchy593

sequence in L2(Ω;C) and therefore converges to some ζ ∈ L2(Ω;C). λI − Ã being a closed linear operator as Ã is a594

closed linear operator by Proposition 9.1 , ζ ∈ D(Ã) and (λI − Ã)ζ = z. Thus R(λI − Ã) is a closed subspace of595

L2(Ω;C).596

3◦) By (9.6) and (9.7), |(Ãζ, ζ)L2(Ω;C)| ≥ c0 ∥ζ∥2
L2(Ω;C) for some constant c0 > 0. Thus by Lax-Milgram lemma [13,597

pp.207-208], Ã is also surjective. Consequently 0 which belongs to Σ belongs also to ρ(Ã).598

4◦) Let λ ∈ Σ ∩ ρ(Ã) . For every z ∈ L2(Ω;C) :599

∥z∥ =
∥∥(λI − Ã)R(λ; Ã)z

∥∥ ≥ d(λ,W (Ã)) > 0

if
∥∥R(λ; Ã)z

∥∥ = 1 by inequality (9.9). Thus
∥∥R(λ; Ã)z

∥∥ = 1 ⇒ ∥z∥ ≥ d(λ,W (Ã)). Consequently, for every600

z ∈ L2(Ω;C) \ {0} :601 ∥∥∥∥∥ z∥∥R(λ; Ã)z
∥∥
∥∥∥∥∥ ≥ d(λ,W (Ã)) (9.10)

so that:602 ∥∥R(λ; Ã)z
∥∥ ≤ 1

d(λ,W (Ã))
∥z∥ ,∀z ∈ L2(Ω;C)

and thus603 ∥∥R(λ; Ã)
∥∥ ≤ 1

d(λ,W (Ã))
,∀λ ∈ Σ ∩ ρ(Ã). (9.11)

5◦) Let Σ0 be a connected component of Σ. Σ being an open subset in C, Σ0 is also an open subset in C. Let604

us consider Σ0 ∩ ρ(Ã) and let us suppose that Σ0 ∩ ρ(Ã) ̸= ∅. Then the spectrum σ(Ã) of Ã is contained in605

the complementary ∁Σ0 = C\Σ0 i.e. Σ0 ∩ ρ(Ã) = Σ0 (for a proof of this see the last paragraph in the proof of606

Theorem 3.9. in [20, pp.12-13] : it consists in proving that Σ0 ∩ ρ(Ã) which is obviously an open set of Σ0 is also607

closed in Σ0 by using (9.11) and then concluding by using the connectivity of Σ0). Consequently as 0 belongs to608

C\] − ∞,−cN.R.] ∩ ρ(Ã) and C\] − ∞,−cN.R.] ⊂ Σ, σ(Ã) ⊂] − ∞,−cN.R.] and C\] − ∞,−cN.R.] ⊂ Σ ∩ ρ(Ã).609

6◦) By (9.11), the previous point and W (Ã) ⊂] − ∞,−cN.R.] :610 ∥∥R(λ; Ã)
∥∥ ≤ 1

d(λ, ] − ∞,−cN.R.])
,∀λ ∈ C\] − ∞,−cN.R.]. (9.12)

Consequently, for every 0 < δ < π
2 , there exists a constant M > 0 such that611

ρ(Ã) ⊃ {λ ∈ C; | arg(λ)| < π

2 + δ} ∪ {0}

and612 ∥∥R(λ; Ã)
∥∥ ≤ M

|λ|
, for {λ ∈ C\{0}; | arg(λ)| < π

2 + δ}. (9.13)

By [20, Theorem 5.2. pp. 61-63], Ã is thus the generator of a holomorphic semigroup of angle π
2 in L2(Ω;C).613

Corollary 9.3. A is the generator of a differentiable semigroup (Pt)t≥0 in L2(Ω) . Consequently, for every614

u ∈ L2(Ω), Ptu ∈ D(A) for t > 0.615

Proof. This follows from [20, Theorem 5.2.(d) p.63] (for the definition of a differentiable semigroup see [20, Definition616

4.1 p.51]).617
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