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Towards ACL semantics
based on commitments and penalties

Leila Amgoud and Florence Dupin de Saint-Cyr!

Abstract. lation criterion based on the existence of arguments is then defined
The importance of defining a standard framework for agent comper speech act.

munication languages (ACL) with a simple, clear, and a verifiableFrom asyntacticpoint of view, utterances are storeddammitment
semantichas been widely recognized. storesas in [7]. Each agent is supposed to be equipped with a com-
This paper proposeslagic-basedsemantics which isocialin na- mitment store visible to all agents.

ture. The basic idea is to associate with each speech act a meaningNiote that the aim of this paper is not to propose a dialogue protocol
terms of thecommitmeninduced by that speech act, and gemalty ~ whose role is to ensure coherent dialogues, etc. However, the pro-
to be paid in case that commitment is violatedvidlation criterion tocol of a dialogue system that uses our semantics should at least
based on the existence of arguments is then defined per speech amtforce agents to minimize their violation costs. The definition of
Moreover, we show that the proposed semantics satisfies some ksych protocol is beyond the scope of this paper.

properties that ensure the approach is well-founded. The logical seFhis paper is organized as follows: section 2 introduces the logical
ting makes the semantics verifiable. language used throughout the paper. Section 3 defines the new se-
mantics. Some logical properties are presented in section 4, and an
example is given in section 5. Section 6 compares our semantics with
existing approaches.

When building multi-agent systems, we take for granted the fact that

agents which make up the system will need to engage in the differerp  The logical language

types of dialogues identified by Walton and Krabbe in [11], using a ) N

communication language (ACL). The definition of an ACL from the Throughout the paper, we considepmpositional languageC. -
syntactic point of view (the differerspeech acfthat agents can per- denote§ classical inference aadogical equivalence. A knowledge
form during a dialogue) poses no problems. The situation is differenPaseX: is a set of formulas of.. Argumentscan be built from any
when semantics is taken into account. Given that agents in a multknowledge bas&::

agent system may be indgpendently degign_ed by diff_erent Prografisefinition 1 (Argument) Anargumentis a pair (S, c) wherec is a
mers, a clear understand!ng o_f semantlt_:s is essentlal_. Indeed, aWmula of £ and S C ¥ such that:

speech act should haveuaique interpretationMoreover, it should

beverifiableg i.e. it should be possible to check whether a system cont. S is consistent,

forms to a particular ACL or not [13]. Although a number of agent2. S |- ¢,

communication languages have been developed, obtaining a suitalde S is minimal for set inclusion among the sets satisfying 1) and 2).
formal semantics for ACLs which satisfies the above objective re- ) ) )
mains one of the greatest challenges of multi-agent theory. S is thesupportof the argument and |ts.conclu3|om Arg(Y) is the
Our aim is to define a semantics which prevents the shortcomings ¢tet of all the arguments that can be built frain

existing approaches while keeping their benefits. The basic idea b‘%;iven that a knowledge basemay be inconsistent, arguments may

h'nd_ our semar_wtlcs is that each speech act has a goal_. For |r_15tan(bt=é conflicting too. In what follows we will use the “undercut” relation
behind a question, one expects an answer. Hence, during a dlalogqﬁhich is the most suitable in our case

as soon as a speech act is uttered, a kincbaimitmenfor achiev-
ing its goal is created. In the case of a question, by uttering suclDefinition 2 (Undercut) Let A; = (Hi, c1), As = (Ha, ¢2) €
a speech act, a commitment for answering is created (here for therg(%). A; undercutsA, if 3 5 € Hs such thate; = — hs.

hearer). Note that this does not mean at all that the hearer should ) )
necessarily answer. Let A={agi,...,agn} be the set ohgentsnvolved in the system.

Each agent is assumed to havek allowing it to have the control
over a subset of formulas i (Role: A — 2%). Roles are
posed to be visible to all agents. Thus they are not private.

1 Introduction

The new semantics is grounded on a computational logic frame
work, thus allowing automatic verification of compliance by means
of proof procedures. More precisely, the semantics associates witfHP
each speech act a meaning in terms ofdbmmitmeninduced by it,

and apenaltyto be paid in case that commitment is violatedvia- A cOmmunication language is based on a sespgech actsLet S
denote that set. Fro® and £, different moves can be built.

L RIT - CNRS 118, route de Narbonne 31062 Toulouse Cedex 9, France .. . .
amgoud, bannay@irit.fr Definition 3 (Move) If a € S and eitherz € £ withx t/ L, or

2 The speech acts are also calibacutionary acts omperformatives x € Arg(L) thena:z is amove




For a given moveu : z, the functionAct returns the speech act Retract:m is a move withm € M being itself a possible move.
(Act(a:x) = a), and the functiorContent returns the content of
the move Content(a:x) = z). Let M denote the set of all the

possible moves that can be built frasrand L. .
3.2 Commitments

For example, the movguestion:x (with x meaning that the sky is

blue) is uttered to ask whether the sky is blue or not. In the scientific literature, one can find proposals where the seman-
tics of an ACL is defined in terms of commitments. Examples of

. these are given by Colombetti [2] and Singh [10]. Colombetti and
3 Semantics Singh argued that agents are social entities, involved in social inter-

The basic idea behind our semantics is to associate with each spee#tions, so they are committed to what they say. In recent inter-agent
act a meaning in terms of ttemmitmeninduced by that speech act, cOmmunication approaches, the notions of dialogue games and
and apenaltyto be paid in case that commitment is violated. For each(social) commitments are central. One rather influential dialogue

speech act, we definediterion precising when the corresponding 9ame is DC, proposed by Hamblin [5]. DC associates with each

commitment is violated. These criteria are all based on the existenddayer acommitment storewhich holds its commitments during

of arguments. The various moves uttered during a dialogue are storéfe dialogue. Commitments here are pieces of information given by
in commitment storeshich are visible to all agents. players during the dialogue. Then, there are rules which define how

commitment stores are updated. Take for instance assertion, it puts
a propositional statement in the speaker's commitment store. What
3.1 Speechacts this basically means is that, when challenged, the speaker will have

We consider the following set of basic speech acts that are used #Q justify his claim. But this does not presuppose that the challenge
the literature for modeling the different types of dialogues identifiedWill come at the next turn in the dialogue.

by Walton and Krabbe in [11]:
We adopt this representation of commitments. Note that in this pa-

S = {Assert, Argue, Declare, Question, Request, Challenge, per we are not interested in modeling the reasoning of the agent, we

Promise}. only consider what is said by each agent. The idea is to provide a se-
mantics without worrying about agents mental states. Each agent is

- Assert andArgue allow an agent to inform another agent about g nnosed to be equipped with a commitment store, accessible to all

the state of the world. These acts assertiveaccording to the clas-  ggents, that will contain the utterances it makes during the dialogue.

sification of Searle [9]Assert:z andArgue:z differ in the syntactic A commitment store keeps tracks of two kinds of speech acts:

form of z. In the case ofssert:z, z is a proposition£ € £) like

“the weather is beautiful” or “it is my intention to hang a mirror”. e Speech acts made by the agent itself such as assertions, promises

However, inArgue:z, x is an argument € Arg(L)). and declarations.

-Declarewr, Withx € £, is a move that brings about a state of affairs ¢ Speech acts received from other agents, such as requests, chal-
that makes its content true. It is adeclarativeact like “the auction lenges and questions. For instance if an agentmakes a request

is open” or “John and Mary are husband and wife”. r to another agentg;, the request) is stored in the commitment

- Question, Request and Challenge are directive acts that in- store ofag;. Henceag; is saidcommittedto answer to it.

cite the agent who receives them to give an answer. The moves

Question:z, Request:r andChallenge:x are all about the same pefinition 4 (Commitment store) A commitment store”'S; asso-
kind of information,x is apropositionin the three cases:(€ £). In ciated with an agentg; is a pair C'S; = (A, O;) with:

Question:z, the agent asks for the truth valueaafin Request:z, A; C{m € M|Act(m) € {Assert, Argue, Declare, Promise}}.
the agent asks another agent to alter the valuetofirue Request:x 0; C {m € M | Act(m) € {Question, Request, Challenge}}.
has then a more imperative character tQaastion:z which does

not ask the other agent to act on the world but only to give SOmé gjalogue evolves from one step to another as soon as a move is ut-
information. ARequest is used when an agent cannot, or preferstered. In what follows('S; denotes the commitment store of agent
not to, achieve one of its goals alone. For instancesgif utters 5 steps. A commitment store is supposed to é@ptyat the begin-
Request : agz-is_paid then it means thaig. asks to be paid. By ping of a dialogue (i.e., at step 0). Hence, for all agapt C'S? = 0.
doing achallenge:z move an agent asks for a reason/argument inGjyen a setX of moves X' denotes the moves df that are uttered

favor of the conclusion. from step O to step. Let us now introduce two functiorBR0OP and
- A Promise move commits the agent to some future course of acprpp ,, that return sets of formulas as follows:

tion. It is acommissiveact according to Searle [9]. The expression

Promise:x means that the agent is committed to makieue in the  Definition 5 Let X C M.

future, withz € L. For example, itig; uttersPromise:ags_is_paid,

it means thaikng; commits itself to ensure thatg. is paid in the e PROP(X) is defined recursively by:

future. PROP(X®) = 0§

- In addition to the above speech acts, we will consider another act PROP(X°™ {z} if m = Assertx
calledRetract which does not belong to the different categories PROP(X°~ S if m = Argue:(S, c)
of speech acts defined by Searle. It can be seen as a meta-level PROP(X°~ x if m = Declarex
act allowing agents to withdraw commitments already made. PROP(X*™ 1) else

Allowing such a move makes it possible for agents to have a kind wherem is the move uttered at stepin X* and¢ is an update
of non-monotonic behavior (i.e., to change their points of view, to operator described below.

revise their beliefs, etc.) without being sanctioned. Syntactically® PROPp(X) = {z € £ such thaPromise:x € X}.

U
PROP(X*®) = ;S



The above definition computes the set of formulas that represent thaf the commitment store.

state of the world (according to what has been uttered during the dia-

logue). Note that Questions, Challenges and Requests are not coR-Argue:x

sidered in the definition because they don't describe the state of thBuring a dialogue, an agent can provide an argumeint favor of
world. Formulas that appear in assertions and arguments are directyome conclusion. Then, this agent is not allowed to contradict itself
considered. However, things are different with the formulas related tan the sense that it cannot produce an undercutter against

a moveDeclare. Indeed, by definition, aftebeclare:x the world o o )

evolves in such a way that becomes true. Consequently, one hasPefinition 8 A moveArgue:z is violatediff

to update the whole set of propositions previ(_)usly uttered. For that 3(S',y) € Arg(PROP(A,)) such that(s’, y) undercutd z.

purpose, an update operator [12], denoted>bis needed. Several

update operators have been introduced in the literature. The choiggs for assert moves and for the same reason, promises are not taken
of the precise one to be used in our semantics is beyond the scope igto account when looking for counter arguments.

this paper.

3.Declare:x

During a dialogue, an agent can modify the state of a certain proposi-
tion z by declaring it true. The mougeclare:x commits the honesty

As said before, from each move a commitment is induced. It is natof the agent which carries it out in the sense that the agent should be
ural to associate with each commitment a penalty that sanctions thempowered to modify the value of This capacity is defined by the
agent when this commitment is violated. For the sake of simplicity,role of the agent. For instance, it is not allowed for a simple citizen to
the penalty is supposed to depend on the speech act and not on theirry people. Moreover, an agent can really modify this value only
content of the move. Hence, each speech astisisupposed to have  if there is no argument against performing that action. Formally:

a costwhich is an integerCost : S —— N. Different speech acts

may have different values. This captures the idea that some spee€refinition 9 A moveDeclare:z is violatediff

acts are more important than others. For instance, violating a promise
may be more costly than not answering a question. With each com-
mitment store is associated a penalty as follows:

3.3 The notion of penalty

x ¢ Role(ag;) or 3(S, ~y) € Arg(Prop(A;))
with y € Precond(x)

wherePrecond : £ — 2% is a function that gives for any for-
mula ¢ the pre-conditions for setting to true and that verifies:
Precond(L) = {1} andPrecond(T) =0

Definition 6 (Penalty) LetC'S; = (A;, O;) be a commitment store,
and X C A; U O,. Thepenaltyassociated withX w.rt. C'S; is

X) = P 1t " -
e(X) Z enalty(m) The definition ofPrecond may come from law, it is supposed to

X
me be furnished (its definition is beyond the scope of this paper). For
wherePenalty(m) = Cost(Act(m)) if the commitmentn is vio-  example, in order to open an auction, one should check whether the
lated in A; andPenalty(m) = O otherwise. buyers are present. If a formula can never be set to true then the

) ) ) o ) functionPrecond returns{_L}. When, there is no pre-condition for
Since a commitment store is empty at the beginning of a dialoguegetting the formula to true, the function retuths
its initial penalty is equal to 0. Moreover, at any step, the penalty of

a given commitment store can be computed in a very simple way ag question::

shown in the next section. During a dialogue, an agent may receive questions from other agents
to which it should answer either positively or negatively. The absence
3.4 Violation criteria of any argument in favor of or -z in the part4; of the commitment

) o ] o store of the agent that receives the move means that the agent has not
As shown before, a penalty is to be paid if a commitment is violated gjven any answer.

This section presents in details when commitments induced from
each speech act of are violated. Subsequently, we suppose that theDefinition 10 A moveQuestion:z is violatediff
agentag; utters the move to the agemg;.
e 3 (S, x) € Arg(PROP(A;)) and
1. Assert:x o 7 (S, —x) € Arg(PROP(4;)).
During a dialogue, an agent can assert that a given propositional for- ] ) o
mula is true. Then, this agent is not allowed to contradict itself during9@n, promises are not considered when building arguments. Note
all the dialogue otherwise it will have to pay a penalty (except if it that we check the existence of an argument in favor: afr —x
retracts that proposition). Indeed, a massert:z is violatedif the ~ InStéad of just the existence of a proposition equivalent tr to

A; part of the commitment store of the agert makes it possible % in A;. The reason is that the question can be answered implicitly
to find an argument with a conclusion:. Formally: via other assertions of the agent. In this setting, it is not possible

to answer “| don’t know” to a question. But, this could be easily
Definition 7 A moveAssert:z is violatediff handdled by introducing the speech Betinform.

3(S, ~z) € Arg(PROP(A;)). 5.Request:z

. . o . An agent should give a positive or a negative answer to any request
In order to avoid any form of wishful thinking, in the above it receives from other agents.

definition, the promises are not taken into account when checking
the violation of an assert move, even if they are stored inrdthpart 3 See Definition 2 in Section 2.




Definition 11 A moveRequest:x is violatediff Proposition 2 (Consistency) Ify

PROP(A;) is consistent.

mea, Penalty(m) = 0, then

e 7 (S, x) € Arg(PROP(A;) UPROPR(A;)) and
o (S, ~x) € Arg(PROP(A;) UPROPp(A;)). In [6], it has been shown that a propositional formula may be useful

o for explaining another formula in a given context. This property is
Note that to check whether a request is violated or not, we look fotalled novelty In what follows, we give its definition in terms of

an argument in favor of in both PROP(A;) andPROPp(A;). The  arguments.

reason is that a request can get an answer in two ways: either because N

of a promise ensuring that in the future the requested propositiof€finition 15 (Novelty) Letp, ¢ be two propositional formulas, and

will be set to true or to false, or because it is already stated (either by- @ set of formulas.

declarations or assertions) to true or false. o wisnewfor ¢ w.rt. 3 iff:
— 3(S,¢) € Arg(X U ) and (S, ¢) & Arg(X), or
— 3(5,~¢) € Arg(E U p) and(S, —¢) & Arg(X)

e ¢ is said to bendependentrom ¢ w.r.t. 3 otherwise.

6.Challenge:x
Agents should provide arguments for any challenged proposition.

Definition 12 A moveChallenge:z is violatediff

We can show that if two formulas are independent w.r.t. the formulas
of a commitment store, then the penalty of two moves conveying
these formulas is decomposable. Formally:

3 (S,z) € Arg(PROP(A;)) with S # .

Let us take the example of agent which assertsfter which the

other agent makes a challenge @nlt is clear that the argument Proposition 3 (Independence)LetC'S; = < A;, O:> be a commit-

({=}, ) can be built fromArg(PROP(4;)), however this is not ment store, and let, m’ € M. If Content(m) is independent from
an answer to the challenge. Thus in order to avoid such proble%ontem ' !

the above definition requires that the argument presented after a
challenge should be different from

7.Promise:x
During a dialogue, an agent can make promises to other agents. Th$s

(m’) w.rt. PROP(A;) UPROPp(A;), then

c({m,m'}) = c({m}) + c({m'})

Example

agent should pay a penalty in case it does not respect this promisget us study the following dialogue between two agemtsandago:
This can be checked on the patt of its commitment store. Indeed,

if an argument in favor of propositiancan be built then the promise @92 — agi: Do you think that Newspapers can publigh:g) the
is honored otherwise it is considered violated. information X.

—_ L . A1 | O - ¢(C'S1) = Cost(Question)
Definition 13 A movePromise: is violatediff 0 | Questiompub
#(S, z) € Arg(PROP(A,)). ag1 — ags: No.
A O c(CS1)=0
8.Retractm Assert:—pub | Question:pub !
Agents may de_cide to retract some previou§ly uttf_ered moves. Thgg2 — agi: why?
advantage of this move is to allow them to revise their beliefs without A o
b_elng_sanctloneo!. Theetract move is different f_rom the others Assert—pub | Questionpub
since it is never violated, thienalty(Retract:m) = 0. Moreover, Challenge:—~pub

after such a move the commitment store is updated as follows: «(C'S1) = Cost(Challenge)
Definition 14 Let C'S; be the commitment store of an agemt at

steps. A moveRetract(m) at steps + 1 has the following effect; @91 — ag2: BecauseX concerns the private life of Ap(i) and A

does not agree to publish Hgr).
CSitt = 085\ {m} Ay O,
Assert:—pub Questionpub
Argue:({pri, —agr, Challenge:—pub
pri A ~agr — —pub}, —pub)
¢(CS1)=0

Note that retracting a move that has not been uttered has no effect.

4 Logical properties

he aim of thi L h hat th q . ag2 — agi: But A is a minister fnin) and information about
The aim of this section is to show that the proposed semantics sat-"| i victars are public.

isfies some key and desirable properties. The first property ensures A, 05
that the semantics sanctions only bad behaviors of agents, and that g c(CS52)=0
any bad behavior is sanctioned.

Argue:({min, min — —pri}, —pri)

ag1 — agz: Yes, you are right.
Proposition 1 Ax [
e If c(CS;) >0, thendm € CS; s.tm is violated. Assert:—pub Question:pub

e If 3m € CS; s.tm is violated, ther:(C'S;) > 0. Argue:({pri, —agr, Challenge:—pub
pri A —agr — —pub}, ~pub)
Argue:({min, min — —pri}, —pri)

¢(C'S1) =2 x Cost(Argue)

Another important result is the fact that if the total penalty of phrt
is null then all the stated information is consistent.




In the above example, the agen; answers the question and the 7 Conclusion and perspectives

challenge it received, thus there is no penalty to pay for those moves_i_.h_ has | duced imol d verifiable ACL
However, this agent has presented an argument<{pri, ~agr, is paper has introduced a new simple and verifiable ACL seman-

pri A —agr — —pub}, —pub>, and accepted its undercutter= tic;. '!'he interpretation Qf each.speech act equates to the p.ena.llty to be
<{min, min — —pri}, ~pri>. Consequently, the SBROP(A;) is pald_ln case th_e commltm_ent |n<_1luc_ed py that speech act is v!olated.
inconsistent, and this makes it possible to even construct an undef? this semantics, a violation criterion is given for each considered
cuttere = <{pri, min — —pri}, ~min> for the argumenb. The speech act. Note that in order to add a new speech act, one needs

agent has then to pay twice the cost of an Argue move. Note hoWg,imply to define a new violation criterion associated with it. This

ever that fronPROP(A,) it is not possible to construct an argument semantics is based on propositional logic, and the violation criteria

whose conclusion ispub. This means that the agent is still coherent amount to.computle argumen.ts. .
W.rt. its assertion-gpub). Thus, there is no cost to pay for the assert AN €xtension of this work to first order logic is under study. Another
move. interesting extension would be to handle explicitly time in order to

be able to deal with deadlines for instance.
The notion of penalty may play a key role in defining agerdis-
6 Related work utation andtrust degrees. It is clear that an agent that pays a lot of

. o ﬁenalties during dialogues may lose its credibility, and will no longer
The first standard agent communication languages are KQML [3h¢ rsted. Examining more deeply penalties can help to figure out

and FIPA-ACL [4]. Both languages have been given a mentalisticygents profiles: cooperative agent, consistent agent, thoughtful agent
semantics. The semantics is based on a notion of speech act cIo&_@e. agent which respects its promises)...

to the concept of illocutionary act as developed in speech act theonknather possible refinement consists of introducing granularity in
[9]. Such semantics assumes, more or less explicitly, some underlype gefinition of the functioost. The basic idea is to take into ac-

ing hypothesis in particular, that agents are sincere and cooperativeont the content of moves when defining their costs. This captures
While this may be well fitted for some special cases of interactionsthe idea that, for instance, some asserted propositions are more im-
it is obvious that negotiation dialogues are not cooperative. A”Othebortant than others. For example, affirming that the weather is beau-
more important limitation of this approach is the fact that it is not ver-tif| can pe less important than affirming that the president is dead.
ifiable since it is based on agents mental states. Our semantics dogg,; semantics satisfies interesting properties that show its well-

not refer at all to the mental states pf the agents. Moreover, it treatg) ;ndedness. It also offers other advantages regarding dialogue pro-
another speech act, namalygue, which allows agents to exchange (,cos. For instance, one does not need to specify the different moves

arguments. allowed after each move in the protocol itself. Agents only need to

In the second approach, calledcialand developed in [2, 10], pri-  minimize the penalty to pay at the end of the dialogue. This give birth
macy is given to interactions among agents. The semantics is basgglyery flexible protocols.

on socialcommitmentdrought about by performing a speech act.
For example, by affirming a data, an agent commits on the truth of
that data. After a promise, the agent is committed carrying it out.REFERENCES
There are several weaknesses of this approach and we summariz€ M. Alberti, A. Ciampolini, M. Gavanelli, E. Lamma, P. Mello, and
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