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Towards ACL semantics
based on commitments and penalties

Leila Amgoud and Florence Dupin de Saint-Cyr1

Abstract.
The importance of defining a standard framework for agent com-
munication languages (ACL) with a simple, clear, and a verifiable
semanticshas been widely recognized.
This paper proposes alogic-basedsemantics which issocial in na-
ture. The basic idea is to associate with each speech act a meaning in
terms of thecommitmentinduced by that speech act, and thepenalty
to be paid in case that commitment is violated. Aviolation criterion
based on the existence of arguments is then defined per speech act.
Moreover, we show that the proposed semantics satisfies some key
properties that ensure the approach is well-founded. The logical set-
ting makes the semantics verifiable.

1 Introduction

When building multi-agent systems, we take for granted the fact that
agents which make up the system will need to engage in the different
types of dialogues identified by Walton and Krabbe in [11], using a
communication language (ACL). The definition of an ACL from the
syntactic point of view (the differentspeech acts2 that agents can per-
form during a dialogue) poses no problems. The situation is different
when semantics is taken into account. Given that agents in a multi-
agent system may be independently designed by different program-
mers, a clear understanding of semantics is essential. Indeed, any
speech act should have aunique interpretation. Moreover, it should
beverifiable, i.e. it should be possible to check whether a system con-
forms to a particular ACL or not [13]. Although a number of agent
communication languages have been developed, obtaining a suitable
formal semantics for ACLs which satisfies the above objective re-
mains one of the greatest challenges of multi-agent theory.
Our aim is to define a semantics which prevents the shortcomings of
existing approaches while keeping their benefits. The basic idea be-
hind our semantics is that each speech act has a goal. For instance,
behind a question, one expects an answer. Hence, during a dialogue,
as soon as a speech act is uttered, a kind ofcommitmentfor achiev-
ing its goal is created. In the case of a question, by uttering such
a speech act, a commitment for answering is created (here for the
hearer). Note that this does not mean at all that the hearer should
necessarily answer.
The new semantics is grounded on a computational logic frame-
work, thus allowing automatic verification of compliance by means
of proof procedures. More precisely, the semantics associates with
each speech act a meaning in terms of thecommitmentinduced by it,
and apenaltyto be paid in case that commitment is violated. Avio-
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2 The speech acts are also calledillocutionaryacts orperformatives.

lation criterion based on the existence of arguments is then defined
per speech act.
From asyntacticpoint of view, utterances are stored incommitment
storesas in [7]. Each agent is supposed to be equipped with a com-
mitment store visible to all agents.
Note that the aim of this paper is not to propose a dialogue protocol
whose role is to ensure coherent dialogues, etc. However, the pro-
tocol of a dialogue system that uses our semantics should at least
enforce agents to minimize their violation costs. The definition of
such protocol is beyond the scope of this paper.
This paper is organized as follows: section 2 introduces the logical
language used throughout the paper. Section 3 defines the new se-
mantics. Some logical properties are presented in section 4, and an
example is given in section 5. Section 6 compares our semantics with
existing approaches.

2 The logical language

Throughout the paper, we consider apropositional languageL. `
denotes classical inference and≡ logical equivalence. A knowledge
baseΣ is a set of formulas ofL. Argumentscan be built from any
knowledge baseΣ:

Definition 1 (Argument) An argumentis a pair (S, c) wherec is a
formula ofL andS ⊆ Σ such that:

1. S is consistent,
2. S ` c,
3. S is minimal for set inclusion among the sets satisfying 1) and 2).

S is thesupportof the argument andc its conclusion. Arg(Σ) is the
set of all the arguments that can be built fromΣ.

Given that a knowledge baseΣ may be inconsistent, arguments may
be conflicting too. In what follows we will use the “undercut” relation
which is the most suitable in our case.

Definition 2 (Undercut) Let A1 = (H1, c1), A2 = (H2, c2) ∈
Arg(Σ). A1 undercutsA2 if ∃ h′2 ∈ H2 such thatc1 ≡ ¬ h′2.

LetA = {ag1, . . . , agn} be the set ofagentsinvolved in the system.
Each agent is assumed to have arole allowing it to have the control
over a subset of formulas inL (Role: A 7−→ 2L). Roles are
supposed to be visible to all agents. Thus they are not private.

A communication language is based on a set ofspeech acts. Let S
denote that set. FromS andL, different moves can be built.

Definition 3 (Move) If a ∈ S and eitherx ∈ L with x 6` ⊥, or
x ∈ Arg(L) thena:x is amove.



For a given movea : x, the functionAct returns the speech act
(Act(a :x) = a), and the functionContent returns the content of
the move (Content(a : x) = x). Let M denote the set of all the
possible moves that can be built fromS andL.

For example, the moveQuestion:x (with x meaning that the sky is
blue) is uttered to ask whether the sky is blue or not.

3 Semantics

The basic idea behind our semantics is to associate with each speech
act a meaning in terms of thecommitmentinduced by that speech act,
and apenaltyto be paid in case that commitment is violated. For each
speech act, we define acriterion precising when the corresponding
commitment is violated. These criteria are all based on the existence
of arguments. The various moves uttered during a dialogue are stored
in commitment storeswhich are visible to all agents.

3.1 Speech acts

We consider the following set of basic speech acts that are used in
the literature for modeling the different types of dialogues identified
by Walton and Krabbe in [11]:

S = {Assert, Argue, Declare, Question, Request, Challenge,
Promise}.

- Assert andArgue allow an agent to inform another agent about
the state of the world. These acts areassertiveaccording to the clas-
sification of Searle [9].Assert:x andArgue:x differ in the syntactic
form of x. In the case ofAssert:x, x is a proposition (x ∈ L) like
“the weather is beautiful” or “it is my intention to hang a mirror”.
However, inArgue:x, x is an argument (x ∈ Arg(L)).
- Declare:x, with x ∈ L, is a move that brings about a state of affairs
that makes its contentx true. It is adeclarativeact like “the auction
is open” or “John and Mary are husband and wife”.
- Question, Request and Challenge are directive acts that in-
cite the agent who receives them to give an answer. The moves
Question:x, Request:x andChallenge:x are all about the same
kind of information,x is apropositionin the three cases (x ∈ L). In
Question:x, the agent asks for the truth value ofx. In Request:x,
the agent asks another agent to alter the value ofx to true.Request:x
has then a more imperative character thanQuestion:x which does
not ask the other agent to act on the world but only to give some
information. A Request is used when an agent cannot, or prefers
not to, achieve one of its goals alone. For instance, ifag2 utters
Request :ag2 is paid then it means thatag2 asks to be paid. By
doing aChallenge:x move an agent asks for a reason/argument in
favor of the conclusionx.
- A Promise move commits the agent to some future course of ac-
tion. It is acommissiveact according to Searle [9]. The expression
Promise:x means that the agent is committed to makex true in the
future, withx ∈ L. For example, ifag1 uttersPromise:ag2 is paid,
it means thatag1 commits itself to ensure thatag2 is paid in the
future.
- In addition to the above speech acts, we will consider another act
called Retract which does not belong to the different categories
of speech acts defined by Searle. It can be seen as a meta-level
act allowing agents to withdraw commitments already made.
Allowing such a move makes it possible for agents to have a kind
of non-monotonic behavior (i.e., to change their points of view, to
revise their beliefs, etc.) without being sanctioned. Syntactically,

Retract:m is a move withm ∈M being itself a possible move.

3.2 Commitments

In the scientific literature, one can find proposals where the seman-
tics of an ACL is defined in terms of commitments. Examples of
these are given by Colombetti [2] and Singh [10]. Colombetti and
Singh argued that agents are social entities, involved in social inter-
actions, so they are committed to what they say. In recent inter-agent
communication approaches, the notions of dialogue games and
(social) commitments are central. One rather influential dialogue
game is DC, proposed by Hamblin [5]. DC associates with each
player acommitment store, which holds its commitments during
the dialogue. Commitments here are pieces of information given by
players during the dialogue. Then, there are rules which define how
commitment stores are updated. Take for instance assertion, it puts
a propositional statement in the speaker’s commitment store. What
this basically means is that, when challenged, the speaker will have
to justify his claim. But this does not presuppose that the challenge
will come at the next turn in the dialogue.

We adopt this representation of commitments. Note that in this pa-
per we are not interested in modeling the reasoning of the agent, we
only consider what is said by each agent. The idea is to provide a se-
mantics without worrying about agents mental states. Each agent is
supposed to be equipped with a commitment store, accessible to all
agents, that will contain the utterances it makes during the dialogue.
A commitment store keeps tracks of two kinds of speech acts:

• Speech acts made by the agent itself such as assertions, promises
and declarations.

• Speech acts received from other agents, such as requests, chal-
lenges and questions. For instance if an agentagi makes a request
r to another agentagj , the request (r) is stored in the commitment
store ofagj . Hence,agj is saidcommittedto answer to it.

Definition 4 (Commitment store) A commitment storeCSi asso-
ciated with an agentagi is a pairCSi = 〈Ai, Oi〉 with:
Ai ⊆ {m ∈M|Act(m) ∈ {Assert, Argue, Declare, Promise}}.
Oi ⊆ {m ∈M | Act(m) ∈ {Question, Request, Challenge}}.

A dialogue evolves from one step to another as soon as a move is ut-
tered. In what follows,CSs

i denotes the commitment store of agenti
at steps. A commitment store is supposed to beemptyat the begin-
ning of a dialogue (i.e., at step 0). Hence, for all agentagi, CS0

i = ∅.
Given a setX of moves,Xi denotes the moves ofX that are uttered
from step 0 to stepi. Let us now introduce two functionsPROP and
PROPP that return sets of formulas as follows:

Definition 5 LetX ⊆M.

• PROP(X) is defined recursively by:
PROP(X0) = ∅

PROP(Xs) =


PROP(Xs−1) ∪ {x} if m = Assert:x
PROP(Xs−1) ∪ S if m = Argue:(S, c)
PROP(Xs−1) � x if m = Declare:x
PROP(Xs−1) else

wherem is the move uttered at steps in Xs and� is an update
operator described below.

• PROPP (X) = {x ∈ L such that∃Promise:x ∈ X}.



The above definition computes the set of formulas that represent the
state of the world (according to what has been uttered during the dia-
logue). Note that Questions, Challenges and Requests are not con-
sidered in the definition because they don’t describe the state of the
world. Formulas that appear in assertions and arguments are directly
considered. However, things are different with the formulas related to
a moveDeclare. Indeed, by definition, afterDeclare:x the world
evolves in such a way thatx becomes true. Consequently, one has
to update the whole set of propositions previously uttered. For that
purpose, an update operator [12], denoted by�, is needed. Several
update operators have been introduced in the literature. The choice
of the precise one to be used in our semantics is beyond the scope of
this paper.

3.3 The notion of penalty

As said before, from each move a commitment is induced. It is nat-
ural to associate with each commitment a penalty that sanctions the
agent when this commitment is violated. For the sake of simplicity,
the penalty is supposed to depend on the speech act and not on the
content of the move. Hence, each speech act inS is supposed to have
a costwhich is an integer:Cost : S 7−→ IN. Different speech acts
may have different values. This captures the idea that some speech
acts are more important than others. For instance, violating a promise
may be more costly than not answering a question. With each com-
mitment store is associated a penalty as follows:

Definition 6 (Penalty) LetCSi = 〈Ai, Oi〉 be a commitment store,
andX ⊆ Ai ∪Oi. Thepenaltyassociated withX w.r.t. CSi is

c(X) =
∑

m∈X

Penalty(m)

wherePenalty(m) = Cost(Act(m)) if the commitmentm is vio-
lated inAi andPenalty(m) = 0 otherwise.

Since a commitment store is empty at the beginning of a dialogue,
its initial penalty is equal to 0. Moreover, at any step, the penalty of
a given commitment store can be computed in a very simple way as
shown in the next section.

3.4 Violation criteria

As shown before, a penalty is to be paid if a commitment is violated.
This section presents in details when commitments induced from
each speech act ofS are violated. Subsequently, we suppose that the
agentagi utters the move to the agentagj .

1. Assert:x
During a dialogue, an agent can assert that a given propositional for-
mula is true. Then, this agent is not allowed to contradict itself during
all the dialogue otherwise it will have to pay a penalty (except if it
retracts that proposition). Indeed, a moveassert:x is violatedif the
Ai part of the commitment store of the agentagi makes it possible
to find an argument with a conclusion¬x. Formally:

Definition 7 A moveAssert:x is violatediff

∃(S,¬x) ∈ Arg(PROP(Ai)).

In order to avoid any form of wishful thinking, in the above
definition, the promises are not taken into account when checking
the violation of an assert move, even if they are stored in theAi part

of the commitment store.

2. Argue:x
During a dialogue, an agent can provide an argumentx in favor of
some conclusion. Then, this agent is not allowed to contradict itself
in the sense that it cannot produce an undercutter againstx.

Definition 8 A moveArgue:x is violatediff

∃(S′, y) ∈ Arg(PROP(Ai)) such that(S′, y) undercuts3 x.

As for assert moves and for the same reason, promises are not taken
into account when looking for counter arguments.

3. Declare:x
During a dialogue, an agent can modify the state of a certain proposi-
tionx by declaring it true. The moveDeclare:x commits the honesty
of the agent which carries it out in the sense that the agent should be
empowered to modify the value ofx. This capacity is defined by the
role of the agent. For instance, it is not allowed for a simple citizen to
marry people. Moreover, an agent can really modify this value only
if there is no argument against performing that action. Formally:

Definition 9 A moveDeclare:x is violatediff

x 6∈ Role(agi) or ∃(S,¬y) ∈ Arg(Prop(Ai))
with y ∈ Precond(x)

wherePrecond : L → 2L is a function that gives for any for-
mula ϕ the pre-conditions for settingϕ to true and that verifies:
Precond(⊥) = {⊥} andPrecond(>) = ∅

The definition ofPrecond may come from law, it is supposed to
be furnished (its definition is beyond the scope of this paper). For
example, in order to open an auction, one should check whether the
buyers are present. If a formula can never be set to true then the
functionPrecond returns{⊥}. When, there is no pre-condition for
setting the formula to true, the function returns∅.

4. Question:x
During a dialogue, an agent may receive questions from other agents
to which it should answer either positively or negatively. The absence
of any argument in favor ofx or¬x in the partAj of the commitment
store of the agent that receives the move means that the agent has not
given any answer.

Definition 10 A moveQuestion:x is violatediff

• @ (S, x) ∈ Arg(PROP(Aj)) and
• @ (S,¬x) ∈ Arg(PROP(Aj)).

Again, promises are not considered when building arguments. Note
that we check the existence of an argument in favor ofx or ¬x
instead of just the existence of a proposition equivalent tox or to
¬x in Aj . The reason is that the question can be answered implicitly
via other assertions of the agent. In this setting, it is not possible
to answer “I don’t know” to a question. But, this could be easily
handdled by introducing the speech actDesinform.

5. Request:x
An agent should give a positive or a negative answer to any request
it receives from other agents.

3 See Definition 2 in Section 2.



Definition 11 A moveRequest:x is violatediff

• @ (S, x) ∈ Arg(PROP(Aj) ∪ PROPP (Aj)) and
• @ (S′,¬x) ∈ Arg(PROP(Aj) ∪ PROPP (Aj)).

Note that to check whether a request is violated or not, we look for
an argument in favor ofx in both PROP(Aj) andPROPP (Aj). The
reason is that a request can get an answer in two ways: either because
of a promise ensuring that in the future the requested proposition
will be set to true or to false, or because it is already stated (either by
declarations or assertions) to true or false.

6. Challenge:x
Agents should provide arguments for any challenged proposition.

Definition 12 A moveChallenge:x is violatediff

@ (S, x) ∈ Arg(PROP(Aj)) with S 6≡ x.

Let us take the example of agent which assertsx, after which the
other agent makes a challenge onx. It is clear that the argument
({x}, x) can be built fromArg(PROP(Aj)), however this is not
an answer to the challenge. Thus in order to avoid such problem,
the above definition requires that the argument presented after a
challenge should be different fromx.

7. Promise:x
During a dialogue, an agent can make promises to other agents. This
agent should pay a penalty in case it does not respect this promise.
This can be checked on the partAi of its commitment store. Indeed,
if an argument in favor of propositionx can be built then the promise
is honored otherwise it is considered violated.

Definition 13 A movePromise:x is violatediff

@(S, x) ∈ Arg(PROP(Ai)).

8. Retract:m
Agents may decide to retract some previously uttered moves. The
advantage of this move is to allow them to revise their beliefs without
being sanctioned. TheRetract move is different from the others
since it is never violated, thusPenalty(Retract:m) = 0. Moreover,
after such a move the commitment store is updated as follows:

Definition 14 Let CSs
i be the commitment store of an agentagi at

steps. A moveRetract(m) at steps + 1 has the following effect:

CSs+1
i = CSs

i \ {m}

Note that retracting a move that has not been uttered has no effect.

4 Logical properties

The aim of this section is to show that the proposed semantics sat-
isfies some key and desirable properties. The first property ensures
that the semantics sanctions only bad behaviors of agents, and that
any bad behavior is sanctioned.

Proposition 1
• If c(CSi) > 0, then∃ m ∈ CSi s.tm is violated.
• If ∃ m ∈ CSi s.tm is violated, thenc(CSi) > 0.

Another important result is the fact that if the total penalty of partAi

is null then all the stated information is consistent.

Proposition 2 (Consistency) If
∑

m∈Ai
Penalty(m) = 0, then

PROP(Ai) is consistent.

In [6], it has been shown that a propositional formula may be useful
for explaining another formula in a given context. This property is
called novelty. In what follows, we give its definition in terms of
arguments.

Definition 15 (Novelty) Letϕ, φ be two propositional formulas, and
Σ a set of formulas.

• ϕ is newfor φ w.r.t. Σ iff:

– ∃ 〈S, φ〉 ∈ Arg(Σ ∪ ϕ) and〈S, φ〉 6∈ Arg(Σ), or

– ∃ 〈S,¬φ〉 ∈ Arg(Σ ∪ ϕ) and〈S,¬φ〉 6∈ Arg(Σ)

• ϕ is said to beindependentfromφ w.r.t. Σ otherwise.

We can show that if two formulas are independent w.r.t. the formulas
of a commitment store, then the penalty of two moves conveying
these formulas is decomposable. Formally:

Proposition 3 (Independence)LetCSi = <Ai, Oi> be a commit-
ment store, and letm, m′ ∈M. If Content(m) is independent from
Content(m′) w.r.t. PROP(Ai) ∪ PROPP (Ai), then

c({m, m′}) = c({m}) + c({m′})

5 Example

Let us study the following dialogue between two agentsag1 andag2:

ag2 → ag1: Do you think that Newspapers can publish (pub) the
information X.

A1 O1

∅ Question:pub
c(CS1) = Cost(Question)

ag1 → ag2: No.
A1 O1

Assert:¬pub Question:pub
c(CS1) = 0

ag2 → ag1: why?
A1 O1

Assert:¬pub Question:pub
Challenge:¬pub

c(CS1) = Cost(Challenge)

ag1 → ag2: BecauseX concerns the private life of A (pri) and A
does not agree to publish it (agr).

A1 O1

Assert:¬pub Question:pub
Argue:({pri,¬agr, Challenge:¬pub
pri ∧ ¬agr → ¬pub},¬pub)

c(CS1) = 0

ag2 → ag1: But A is a minister (min) and information about
ministers are public.

A2 O2

Argue:({min, min → ¬pri},¬pri) ∅ c(CS2) = 0

ag1 → ag2: Yes, you are right.
A1 O1

Assert:¬pub Question:pub
Argue:({pri,¬agr, Challenge:¬pub
pri ∧ ¬agr → ¬pub},¬pub)
Argue:({min, min → ¬pri},¬pri)

c(CS1) = 2× Cost(Argue)



In the above example, the agentag1 answers the question and the
challenge it received, thus there is no penalty to pay for those moves.
However, this agent has presented an argumenta = <{pri,¬agr,
pri ∧ ¬agr → ¬pub},¬pub>, and accepted its undercutterb =
<{min, min → ¬pri},¬pri>. Consequently, the setPROP(Ai) is
inconsistent, and this makes it possible to even construct an under-
cutterc = <{pri, min → ¬pri},¬min> for the argumentb. The
agent has then to pay twice the cost of an Argue move. Note, how-
ever that fromPROP(Ai) it is not possible to construct an argument
whose conclusion is¬pub. This means that the agent is still coherent
w.r.t. its assertion (¬pub). Thus, there is no cost to pay for the assert
move.

6 Related work

The first standard agent communication languages are KQML [3]
and FIPA-ACL [4]. Both languages have been given a mentalistic
semantics. The semantics is based on a notion of speech act close
to the concept of illocutionary act as developed in speech act theory
[9]. Such semantics assumes, more or less explicitly, some underly-
ing hypothesis in particular, that agents are sincere and cooperative.
While this may be well fitted for some special cases of interactions,
it is obvious that negotiation dialogues are not cooperative. Another
more important limitation of this approach is the fact that it is not ver-
ifiable since it is based on agents mental states. Our semantics does
not refer at all to the mental states of the agents. Moreover, it treats
another speech act, namelyArgue, which allows agents to exchange
arguments.
In the second approach, calledsocial and developed in [2, 10], pri-
macy is given to interactions among agents. The semantics is based
on socialcommitmentsbrought about by performing a speech act.
For example, by affirming a data, an agent commits on the truth of
that data. After a promise, the agent is committed carrying it out.
There are several weaknesses of this approach and we summarize
them in the three following points: 1) The definition of commitments
complicates the agent architecture in the sense that it needs an ad
hoc apparatus. Commitments are introduced especially for modeling
communication. Thus agents should reason not only on their beliefs,
etc, but also on commitments. In our approach, we didn’t introduce
any new language to treat commitments. 2) The level at which com-
munication is treated is very abstract, and there is a considerable gap
to fill in order to bring the model down to the level of implementa-
tion. However, the semantics presented in this paper can be imple-
mented easily. 3) The concept of commitment is ambiguous and its
semantics is not clear. According to the speech act, the semantics of
the commitment differs. For example, by affirming a data, an agent
commits on the truth of that data. The meaning of the commitment
here is not clear. It may be that the agent can justify the data or can
defend it against any attack, or that the agent is sincere. In our ap-
proach, the semantics of a commitment is very intuitive, unique and
simple. Penalties are computed in a very simple way and at any time
during a dialogue.
The last approach developed by Pitt and Mamdani in [8] and Alberti
et al. in [1] is based on the notion of protocol. A protocol defines what
sequences of moves are conventionally expected in a dialogue. The
meaning of a speech act equates to the set of possible following an-
swers. However, protocols are often technically finite state machines.
This turns out to be too rigid in several circumstances. Current re-
search aims at defining flexible protocols, which rely more on the
state of the dialogue, and less on dialogue history. This state of dia-
logue is captured by the notion of commitment.

7 Conclusion and perspectives

This paper has introduced a new simple and verifiable ACL seman-
tics. The interpretation of each speech act equates to the penalty to be
paid in case the commitment induced by that speech act is violated.
In this semantics, a violation criterion is given for each considered
speech act. Note that in order to add a new speech act, one needs
simply to define a new violation criterion associated with it. This
semantics is based on propositional logic, and the violation criteria
amount to compute arguments.
An extension of this work to first order logic is under study. Another
interesting extension would be to handle explicitly time in order to
be able to deal with deadlines for instance.
The notion of penalty may play a key role in defining agent’srep-
utation and trust degrees. It is clear that an agent that pays a lot of
penalties during dialogues may lose its credibility, and will no longer
be trusted. Examining more deeply penalties can help to figure out
agents profiles: cooperative agent, consistent agent, thoughtful agent
(i.e., agent which respects its promises)...
Another possible refinement consists of introducing granularity in
the definition of the functionCost. The basic idea is to take into ac-
count the content of moves when defining their costs. This captures
the idea that, for instance, some asserted propositions are more im-
portant than others. For example, affirming that the weather is beau-
tiful can be less important than affirming that the president is dead.
Our semantics satisfies interesting properties that show its well-
foundedness. It also offers other advantages regarding dialogue pro-
tocols. For instance, one does not need to specify the different moves
allowed after each move in the protocol itself. Agents only need to
minimize the penalty to pay at the end of the dialogue. This give birth
to very flexible protocols.
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